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Abstract

Switched capacitor power converter circuits are very common in Power Man-

agement Integrated Circuits (PMICs) in modern devices because of the favorable

high integrity provided by on-chip capacitors. Recently, with the development of

Internet-of-Things (IoT), the limited power sources have brought a series of new

challenges to switched capacitor power converters.

On the one hand, using the energy harvester as a supplementary power source

can extend the maintenance intervals for sensor nodes. However, the lower power

harvested from the environment results in a low closed-loop voltage of the gener-

ator, raising design challenges in achieving high power conversion efficiency for

energy-harvesting PMICs. On the other hand, because of the long standby times

and high power consumption in the active state, designers aim for high power

conversion efficiency of PMICs under different loading conditions and fast tran-

sient response to ensure sensor system availability while minimizing delays, which

presents challenges for controller design.

Therefore, this research focuses on the low-power optimization of switched ca-

pacitor power converters. Using the thermoelectric energy harvester as an example,

we will introduce our efforts to optimize transistor performance under ultra-low

power and low voltage conditions, enhancing the peak efficiency achievable by ex-

isting topologies. Additionally, we will demonstrate dual lower-bound hysteretic

control that provides efficient operation over a wide output power range. There-

fore, the proposed techniques are expected to improve the overall performance of

generic SCPC converters in IoT applications.
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Chapter 1

Introduction

The Internet is connecting almost every electronic device in the world (Fig. 1.1):

according to the statistics, the number of connected devices has increased from

around 3.6 billion in 2015 to more than 15 billion in 2023 [1, 2]. Technological in-

novations in communication techniques, process nodes, sensor techniques and ar-

tificial intelligence (AI) have driven these increases over the past few years. These

domains are expected to continue catalyzing IoT device development in the future.

The rapid growth of IoT-connected devices presents challenges for circuit design.

Many research efforts are dedicated to Very Large Integrated Circuit (VLSI) designs

and systems-on-chip. These efforts aim to integrate multiple functions into a single

chip and optimize power efficiency and performance to meet rising demand from

applications. In this scenario, as the power source of every electronic device, the

design and characteristics of Power Management Integrated Circuits (PMIC) have a

direct influence on overall device effectiveness.

The process of DC-DC voltage conversion holds significant importance in system

power conversion. Voltage regulation techniques have been developed to tackle the

challenges presented in this area. These techniques include inductive DC-DC con-

verters, capacitive DC-DC converters, low dropout regulators, and hybrid convert-

ers. In practical applications, it is common to see VLSI chips operating with varying

supply voltages across different subsystems. Hence, there is a need for multiple
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Fig. 1.1. Statistic and prediction of the number of connected devices
from IoT Analytics [1] and Statista [2].

voltage regulators to facilitate voltage conversion across these domains. Consider-

ing Fig. 1.2 as an example, inductive or hybrid voltage regulators typically handle

voltage conversion between the off-chip bus and load. Common scenarios include

the charging of a battery using a Power Delivery (PD) charger that can manage volt-

ages up to 48V [4–14], or delivering power from battery voltages to the chips [15–23].

This is feasible because the Switched Inductor Power converter (SIPC) can achieve

high power conversion efficiency across a wide voltage conversion ratio. Generally,

it offers high output power, making it suitable for powering the entire system.

Meanwhile, for on-chip voltage regulation, the Switched-Capacitor Power Con-

verter (SCPC) as a type of PMIC is a competitive choice in many modern electronic
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SIPC or SCPC
 or Hybrid DC-DC Converters
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LDO
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<0.5 V
 (e.g. TEG)

On-chip Voltage
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BatteryEnergy
Harvester

Ext. Power Suppy
(Periodic)

Fig. 1.2. Typical PMIC system in IoT devices.

devices. Compared to SIPC approaches, SCPC offers high-integrity design solu-

tions using on-chip capacitors [24, 25]. In addition to compact design, SCPC can

also achieve fast transient performance for load circuits. This makes it a promis-

ing choice for compact devices like Internet-of-Things sensors [26–35]. However,

SCPC has intrinsic drawbacks in terms of voltage conversion ratio, efficiency, and

output power. Therefore, this chapter provides a brief review of the pros and cons

from three crucial aspects of PMIC: voltage conversion ratio, efficiency, and speed

to establish the background for the following chapters.

Unlike SIPC, which regulates the output voltage by controlling duty cycles with

a single topology, SCPC has a fixed voltage conversion ratio for a given topology.

Therefore, strategies for effectively covering the target design space have garnered



Chapter 1. Introduction 4

Inductor
(Bulky)

SIPC

SCPC

Inductor
(Bulky)

Hybird

Fig. 1.3. Example of Step Down PMIC: SIPC, SCPC and Hybrid Con-
verters.

a great deal of research interest. Formulating a suitable topology appropriately to

address the challenges of applications is one of the major research topics in this

field. As shown in Fig. 1.4, basic SC topologies consist of Dickson, ladder, Fi-

bonacci, series-parallel, and exponential converters. Exponential topologies pro-

vide the highest voltage conversion ratio but also magnify the parasitic losses from

the bottom plate parasitic capacitance [36]. Dickson topology scales the conversion

ratio linearly when stages increase, and the impact of the bottom plate parasitic

is minimized with lower voltage swing [36]. However, for a high voltage conver-

sion ratio, Dickson topology leads to more stages. Therefore, the overall losses in-

duced by additional stages become non-negligible factors for this type of converter.

Other topologies like Fibonacci or ladder structure take the trade-off between con-

version ratio and parasitic losses, providing a more feasible choice for SC converter

design. In addition to the basic topologies, techniques like multi-conversion ra-

tio [37], successive approximation [38], and continuous ratio design are also being
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Exponential

Ladder

Fibonacci

Series-Parallel

Fig. 1.4. Typical SCPC converters comparison.

researched [39]. This endows SCPC with the potential to achieve competitive volt-

age regulation capability over other types of power converters.

In terms of efficiency, the Switched Inductor Power Converter (SIPC) is renowned

for its high efficiency, primarily due to its high-quality, though often bulky, induc-

tors. The inclusion of external inductors facilitates soft-charging during the transfer

of charges across different levels. Unlike the SIPC, the Switched Capacitor Power

Converter (SCPC), which lacks an inductor, has to mitigate hard-charge sharing



Chapter 1. Introduction 6

losses to achieve competitive efficiency. As a result, within the scope of SCPC re-

search, techniques such as split-phase [40] and multiphase soft-charging [41] have

been developed to address this problem. It has also been reported that methods like

scalable parasitic redistribution [42] can significantly reduce the impact of bottom

plate parasitics by decreasing the voltage fluctuations across different phases. The

integration of these techniques can lead to highly competitive efficiency levels in

comparison to other types of converters.

When it comes to transient regulation, inductors tend to maintain a constant

current. This intrinsic property allows SCPC converters to achieve faster regulation

speeds compared to their SIPC counterparts. In fact, one method to enhance tran-

sient performance in a hybrid converter is having a capacitive path [43]. Within

an SCPC, the controller regulates voltages by adaptively changing the switching

frequency. To accomplish this, two of the most commonly used approaches are hys-

teretic control and frequency regulation. Hysteretic control involves comparing the

output and reference voltages, triggering a phase switch when the output voltage

falls below the reference voltage. When controlled by a hysteretic controller, an

SCPC controller can respond within one clock cycle, demonstrating robust stability.

However, a mismatch between optimum frequency and clock frequency may result

in excessive subharmonic ripples [37, 42]. Frequency regulation, on the other hand,

directly adjusts the operation frequency, thus avoiding the issue of subharmonic

ripple. However, unlike hysteretic control, its response speed is limited by the con-

troller’s bandwidth. Consequently, achieving a fast transient speed with limited

power becomes more challenging [44–46].

Given the advantages and challenges of SCPC, it is clear that a high-performance

SCPC must incorporate techniques to improve efficiency and increase the number

of available voltage conversion ratios in order to mitigate its drawbacks. This would
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allow it to combine the benefits of fast transient response speed and high power in-

tegrity, showcasing its superiority over SIPC in on-chip voltage regulation scenarios.

Specifically, in applications such as always-on IoT sensors where power sources are

limited, the critical issues of ultra-low-power/voltage optimization and standby ef-

ficiency/speed become prominent and also need to be addressed through thought-

ful SCPC design.

In this thesis, two topics for further enhancing the SCPC performance will be

discussed: In chapter 2, the challenges in always-on IoT sensor applications will be

discussed in detail. In chapter 3, efficiency issues of the SCPC in the emerging ther-

moelectric energy harvesting applications will be addressed. Based on the critical

trade-off between transistor performance and driving costs, our approach to opti-

mizing gate voltage will be discussed and compared with other research to demon-

strate why driving the transistor becomes one of the critical topics in energy harvest-

ing applications. In chapter 4, a dual-loop hysteretic control-based frequency control

method is discussed to enhance the transient performance of SCPC for Internet-of-

Things (IoTs) applications, which minimizes the compromises required when trad-

ing off between speed and full-load range power conversion efficiency when imple-

menting the controller. In chapter 5, the results obtained from these two pieces of

research will be concluded, and the future development of SCPC will be discussed.
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Chapter 2

Challenges in Always-On IoTs System

Recently, there has been an increasing research interest in building always-on

IoT terminals [47, 48]. As shown in Fig. 2.1, a typical always-on IoT system usually

consists of an ultra-low power process system and sensors for monitoring devices

throughout the day, as well as a high-performance system to handle complicated

tasks like processing and transferring data. In addition to the processing and sensor

system, the PMIC needs to manage the voltage regulation for both the low-power

and high-power modes of the system.

Because the energy sources of IoT devices are limited, extending the maintenance

period of devices, or even eliminating the demand for replacing batteries, has gar-

nered growing research interests in building energy harvesting circuits as the main

or supplemental power sources in these IoT devices [26–35]. To achieve this goal,

researchers are developing harvesters for different energy sources. The temperature

gradient, which widely exists in the environment, is considered one of the promis-

ing energy sources for these devices. However, when thermoelectric materials are

applied to IoT applications, new challenges arise. Despite the output power of a

thermoelectric generator (TEG) varying with its materials and device dimensions,

its closed-loop voltage is usually limited to hundreds of millivolts. Therefore, low-

input voltage DC-DC converters are necessary for thermoelectric energy harvesting

in IoT applications.
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Always-on
Wake-up Processsor

(Lower Power)

High Performance
Processsor

(High Power)

Power Management
Integrated Circuits

Fast
Transient 

Sensor

Always-on Internet-of-Things Devices

Energy Harvester
(TEG, PV, etc.)
Low Voltage

 High
Efficiency

Energy Storage/
Ext. Sources

(Battery, Super
Capacitor, WPT, etc.)

 High
Efficiency

Chapter 3

Wake-u
p

Chapter 4

 High
Efficiency

Fig. 2.1. Challenges in Always-on IoT devices addressed by this thesis:
energy harvesting (Chapter 3), standby efficiency and wake-up speed

(Chapter 4).

When extending the discussion between SIPC and SCPC into the field of TEG

energy harvesting: Inductive DC-DC converters usually have high efficiency, but

bulky high-quality inductors are often required. This drawback is especially signif-

icant when it comes to lower power energy harvesting applications: a larger induc-

tance is typically desired to decrease the operating frequency, thus achieving better

power efficiency, even at lower levels.

However, while it is desirable to maintain high power conversion efficiency to

maximize operational stability, integrity is also important in these cases. Two ma-

jor benefits exist in fully integrated power converters for IoT applications. A fully

integrated power converter not only reduces manufacturing costs by reducing com-

ponents in PCB level design, but also contributes to the reduction of product sizes.

Compact size is important for IoT sensors to minimize intrusion in people’s daily

lives. For example, in applications such as wearable sensors for Electrocardiog-

raphy (ECG), a sensor with fewer inflexible components is critical for improving

user comfort. Therefore, capacitive DC-DC converters, which can achieve fully in-

tegrated designs, are promising approaches for energy harvesting applications.

Compared with the photovoltaic energy harvest, thermoelectric generators have
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Fig. 2.2. Review of PMIC performance: efficiency vs input voltage.

the benefit of being able to work with temperature differences even at night. How-

ever, small temperature differences pose the challenge of low output voltage in the

power management domain. For example, a typical 2.5 cm x 2.5 cm thermoelectric

generator has a closed-loop output voltage of less than 0.2V [73] when the temper-

ature differences are below 7 degrees at the maximum power point and an output

voltage below 8 mW [73]. The power scales with sensor size but the closed-loop

voltage under the matching condition is less size-dependent, hence the power con-

verter needs to address the low input energy harvesting problem. Fig. 2.2 reviews

the power conversion efficiency of power converters under different input voltage

conditions, and it can be observed that for SCPC, when the input voltage drops be-

low 0.3 V reported by [61], existing approaches [26, 64] find significant difficulty in

achieving high efficiency. The increased voltage ratio due to low input voltage, as
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well as the insufficient gate, causes the degraded performance. The degradation of

power conversion efficiency must be addressed to meet application requirements,

and this thesis addresses the gate driving induced efficiency loss to boost the effi-

ciency [59], which will be discussed in detail with Chapter 3.

In addition to searching for energy sources from the environment, the efficiency

of utilizing the stored energy also plays an important role in operating the always-

on IoT devices. Most IoT devices spend a significant amount of time in low-power

standby mode and are only activated for short periods as needed. Even if the power

in standby mode is much lower than in active mode, the much longer standby time

still pushes the total amount of consumed energy to a comparable level to the ac-

tive mode. Therefore, the efficiency of both standby and active modes is critical for

improving overall battery runtime. As a result, a high-efficiency converter over a

wide range of loads is required. Additionally, fast transient speed is crucial for the

responsiveness of IoT devices. As the load circuit must stand by until the PMIC

output is ready to start its operations or until it can cope with a voltage drop during

a transient event, a slow transition between the standby and active modes would

significantly slow down the operation of the system.
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Unfortunately, just as high-performance cores require high power, a fast con-

troller also requires more power. This leads to an inevitable trade-off between tran-

sient performance and light-load efficiency, as shown in Fig. 2.3. This limitation ap-

plies to almost all types of controllers but it can potentially be addressed at the sys-

tem level. The always-on subsystem can notify the PMIC about potential wake-up

events. Due to stability considerations of a control loop, not all control methodolo-

gies are capable of scaling their performance level internally and externally, hence,

the dual lower bound hysteretic control is proposed in Chapter 4 to address this

issue.
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Chapter 3

Efficiency Optimization in Low

Voltage Low Power Applications

In previous research [27–32], different approaches are discussed to improve the

efficiency of charge pumps in TEG energy harvesting applications. However, the

efficiency and output power degradation is still significant when input voltage de-

creases. For example, reducing parasitic losses increases the peak efficiency [27, 28],

but this approach cannot solve the problem of degraded on-resistance under low

input voltage. Therefore, a significant drop in both efficiency and power appears.

In addition to scaling the transistor, threshold modulation techniques like dynamic

body biasing [29] also enhance the performance of transistors. However, external

flying capacitors are still needed in [29], implying that this approach may not be ef-

fective in terms of improving the performance of the transistor to a level where fully

integrated design is allowed. Another approach is to directly boost the gate voltage.

Some researchers use bootstrapped ring-VCO (BTRO) to enlarge the amplitude of

driving signals [32]. However, because the BTRO is not regulated, changes in in-

put voltage can impact the frequency, and clock amplitude, and hence degrade the

power conversion efficiency significantly. Moreover, in [30], a dual-mode 10-stage

charge pump successfully improved the power density with an increased gate volt-

age. In [31], a gate-boosted charge pump design is also introduced with a significant
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improvement in output power. However, detailed analyses of the effects of increas-

ing the gate driving voltage are still missing. As the voltage increases, scaling the

switching transistors reduces the power required to drive it, but the parasitic losses

on other parts of the controllers increase. This trade-off implies that detailed anal-

ysis may reveal the existence of an optimum point in charge pump design, which

has the potential to become a competitive and cost-effective approach to improving

performance.

3.1 Trade-offs in SCPC Design

3.1.1 Conduction Losses

In a regulated SCPC converter, the transistor on-resistance determines the lowest

conduction losses that can be achieved, and the conduction losses are a direct result

of hard-charge sharing losses under slow switching limits (SSL).

Consider a circuit with two capacitors and a resistor, which holds an initial ca-

pacitor voltage VC1 + ∆V and VC1. Assuming that a ∆V voltage change occurs dur-

ing one phase, compare the initial state energy:

Einit =
1
2

C((VC + ∆V)2 + V2
C) (3.1)

the final state has an energy of

Eend =
1
2

C((VC +
1
2

∆V)2 + (VC +
1
2

∆V)2) (3.2)

the overall energy stored in the circuit is reduced by:

∆Eloss =
1
2

C(
1
2

∆V2) (3.3)
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This is usually referred to as hard-charge sharing losses. Meanwhile, the energy

transferred to C2 is:

∆EC2 =
1
2

C(VC∆V +
1
4

∆V2) (3.4)

Because the conduction losses scale quadratically with the voltage changes ∆V,

while the transferred energy scales linearly with the ∆V, it motivates techniques

like split-phase [40] and multiphase soft-charging [41] to minimize the ∆V across

each stage to enhance the power conversion efficiency.

Regarding the impact of conduction losses in regulated SCPC, because the con-

duction losses are proportional to ∆V2, the overall conduction losses in SCPC are

proportional to the deviation of the output voltage from the topology’s ideal voltage

conversion ratio, ∆Vout. This result is trivial as ∆Vout is accumulated from the volt-

age drop at each stage. Therefore, conduction losses are usually considered constant

in regulated SCPC. However, this doesn’t mean that conduction losses are irrelevant

to the circuit design. In fact, the minimum achievable conduction losses are closely

related to the circuit and are usually discussed alongside the Slow Switching Limit

(SSL) and Fast Switching Limit (FSL) in the literature.

3.1.2 Impact of Slow and Fast Switching Limit in Conduction Loss

In practice, because the overall conduction losses are proportional to ∆V2
out, it is

desired to minimize the voltage drop over the whole operating range. One of the

necessary conditions to guarantee that voltage drop can be minimized is that the

SCPC needs to have its charge transferred almost completely. This usually refers to

the Slow Switching Limit (SSL) of SCPC, where the voltage drop across the switches

and interconnect are small enough to be considered almost ideal.

To ensure this condition applies, according to the principle of RC charging and

discharging, the time constant needs to be short enough compared to the period of
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each phase. If the time constant is comparable to the period of each phase, then

the SCPC will enter the Fast Switching Limit (FSL). As the voltage drop across each

stage cannot be ignored, it causes additional voltage drops and consumes the volt-

age headroom of the SCPC: Taking the circuit in chapter 3.1.2 as an example, due to

the existence of voltage drop over resistors R, the ∆V that can be transferred is re-

duced by IRCR. This reduces the transferred charge by ∆Q = IRCRC. In a regulated

SCPC, the degraded charge transfer capabilities need to be compensated for by in-

creasing the operating frequency for a fixed load current. But on the other hand, the

increased frequency will push the SCPC closer to the FSL limit. Hence, while the

SCPC usually scales the frequency linearly with load current, the relationship is no

longer linear, and the frequency is increased rapidly when the operating region is

close to FSL. Moreover, if all the voltage headroom is consumed by the resistance’s

voltage drop, the SCPC will fail to reach the designed output voltage.

In fact, these characteristics are predictable from the behavior of the RC charging

and discharging curve. By defining a time constant RC, an initial current Iinit, and

a final voltage change ∆Vend, at 2RC, the voltage change is about 86%∆Vend, and at

3RC, it reaches 98%∆Vend. While the current flow, as well as the voltage drop across

the resistor, reduces to 14%∆V and 5%∆V respectively. Hence, although the tran-

sition between FSL and SSL is not clearly defined, it is roughly at the level of the

time constant. Overall, a regulated SCPC operates in SSL for most of its operating

ranges, and the transition point to FSL determines the maximum achievable load

current level. Therefore, given a target level of conduction losses (∆Vout), the max-

imum load current level is determined by the FSL limit and hence by the quality

of the switches and interconnect (R). In other words, given a target load current

level, the minimum conduction loss level is determined by headroom to FSL limit

at current operating conditions.

Overall, the higher the switches and interconnect quality (which suggests a lower
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Ron), the higher the achievable performance. In fact, for detailed topology, the

impedance model, which models the SCPC with an ideal transformer and resis-

tor, provides a powerful approach to quantitatively analyze the issue. A smaller

impedance in general would lead to lower conduction losses and higher efficiency.

But in this thesis, the qualitative impact of Ron on SCPC is sufficient for the subse-

quent discussions, hence a detailed review is omitted here.

3.1.3 Switching Losses

While the conduction loss is proportional to the voltage drop from the ideal out-

put voltage ∆Vout and can be considered constant when the output voltage is regu-

lated by the controller, several other types of switching losses exist in the SCPC that

will affect its overall power efficiency.

Bottom-plated parasitic capacitance is one of the representative capacitive switch-

ing losses in SCPC. In on-chip capacitors, while the capacitance between the top and

bottom plate is of interest to the circuit designer, both the top and bottom plates

come with parasitic capacitance relative to ground nodes (or could be other circuit

nodes depending on layout). The parasitic capacitance can significantly vary with

the type of capacitor. Metal-insulator-metal (MIM) capacitor is one of the most com-

monly used on-chip capacitor types in modern CMOS technologies. As the MIM

capacitors are usually located at higher metal layers and are placed vertically, they

come with smaller bottom plate parasitic capacitances to the bulk silicon and neg-

ligible top plate parasitic capacitance. Meanwhile, on-chip capacitors like Metal-

Oxide-Metal (MOM) capacitors are fabricated in lower layers of the chips, in which

capacitance is formulated between metal figures. Therefore, the parasitics in MOM

capacitors are much higher than in the MIM capacitors. Using metal fingers also

implies that the capacitance density of MOM capacitors heavily depends on the
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process nodes: a process with more metal usually allows higher-density MOM ca-

pacitors.

In practice, while on-chip capacitors usually can achieve higher power density

compared with their off-chip counterparts, the limited area still puts significant lim-

its on the overall capacitance available on-chip. Therefore, to maximize the capac-

itance available on chips, the MIM capacitors and MOM capacitors can be stacked

together to further increase the capacitor density, but at the cost of increasing the

bottom plate parasitic capacitance of the MIM capacitor. Additionally, techniques

like scalable parasitic redistribution [42] are developed to reduce the impact of par-

asitic capacitance. Overall, the bottom plate parasitic capacitance-induced power

losses are topology and process dependent.

Gate capacitive losses are also one of the representative power losses in the

SCPC. In fully integrated SCPC, the gate parasitic is scaled with transistor sizes and

can be approximated by:

Cgate ≈ CoxWL + CovW (3.5)

where Cox is the oxide capacitance between the gate and channel, and Cov is the

capacitance that exists between the gate and drain/source, which is dominated by

the width of transistors. Because power transistors in SCPC usually take a minimal

length, the gate parasitic capacitance scales linearly with the transistor width. Hence

the power consumption of the gate scales linearly with the transistor width and

quadratically with the gate driving voltage. Scaling the gate driving voltage and

transistor width also changes the on-resistance Ron of switches, hence leading to a

trade-off between the current and efficiency.

Other types of switching losses also include the reverse leakage current when

SCPC changes the phases, but these losses are highly design specific and can be
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avoided by techniques like deadtime design. Also, for both the gate and para-

sitic capacitance induced losses, because the parasitic RC loop holds a smaller time

constant due to its small parasitic capacitance, the charge transferred per phase is

considered complete. Therefore, with a fixed flying node voltage and gate driving

voltage in regulated SCPC, the parasitic losses mainly scale with the operating fre-

quency.

3.1.4 Trade-offs in Low Voltage Low Power Applications

Due to the existence of conduction losses and switching losses, there is a trade-

off between the maximum output current and efficiency. As it is summarized in

Fig. 3.1, for charge pumps with ideal switches, because the effective internal resis-

tance generates voltage drop Vdrop from ideal voltage conversion ratio (N + 1)VDD

and leads to conduction losses [27], the charge pump efficiency is limited by the

trade-off between output current Iout and Vdrop. However, when maximizing Iout

and minimizing Pc, the best achievable result is limited by the maximum frequency

that can be achieved. Such a frequency limitation f is generated by the on-resistance

Ron of switches. If the switching frequency is too high, the flying capacitors cannot

be effectively charged or discharged, generating additional resistive losses on tran-

sistors and hence degrade the overall efficiency.

A reduced input voltage and power further amplify the impacts of these trade-

offs: while the reduced voltage increases the impact of conduction losses for the

same voltage drop, the switching power required for reducing the on-resistance

hence maintaining a small voltage drop also cannot be ignored. Therefore, it is not

difficult to realize that the on-resistance of transistors is a critical parameter when

the input voltage is reduced, and the effectiveness of the methods for reducing Ron

determines the final performance. As mentioned in the introduction, methods like

body-biasing, transistor scaling, and gate voltage can effectively reduce the Ron.
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Fig. 3.1. Charge pump design trade-offs.

However, the effectiveness is different for these methods and can be investigated

by comparing the required power of controller Pcontrol. If transistor scaling is the

only method applied to transistors, it is difficult to compensate for the exponential

relationship between currents and voltage in the subthreshold region, hence result-

ing in a significant Pcontrol and degrading the efficiency. Meanwhile, because Vth is a

weaker function of body-biasing voltage Vb than Vgs, adjusting body-biasing is less

effective than directly changing the Vgs. Therefore, optimizing Vgs, which reduces

Ron with minimized increment in Pcontrol, is a promising approach for designers to

maximize their charger efficiency. The concept of gate voltage optimization is pro-

posed.



Chapter 3. Efficiency Optimization in Low Voltage Low Power Applications 21

3.2 Gate Voltage Optimization for Target Ron

3.2.1 Gate Voltage Optimization in Strong Inversion Region

Because the output voltage is specified by applications and regulated by feed-

back loops, an SCPC usually has fixed conduction losses Pc. Generally, charge-

sharing losses, which are the losses generated during the charge redistribution pro-

cess, are the main source of conduction losses. From this viewpoint, for any given

load, because the total loss can be written as:

Ploss = Ps + Pc = Ps,sw + Ps,c + Ps,etc + Pc (3.6)

With a fixed Pc, the target would hence be to minimize switching losses Ps. Part

of Ps, such as the bottom plate parasitic capacitance-induced losses, is related to

the charge pump operating voltages of each stage. Similar to conduction loss, it

can be considered a constant because our method does not change the operation

voltage of each stage during optimization. These Vgs independent losses hence are

summarized as Ps,etc. Meanwhile, gate parasitic capacitance of switch transistors

Ps,sw, which is expected to be scaled with Vgs, can be written as:

Ps,sw = CswV2
gate f = CoxWswLswV2

gate f (3.7)

Csw is the gate parasitic capacitance of each transistor, which can be further ex-

pressed by parasitic capacitance per unit area Cox, transistor width Wsw and length

Lsw. Vgate is the voltage applied to the gate of transistors. Meanwhile, although

the power consumption of the controller varies with different designs, capacitive

switching losses of the controller Ps,c is selected to model the general behavior of
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control and derive the general considerations of charge pump designs:

Ps,c = CcV2
gate f (3.8)

where Cc is the effective controller parasitic capacitance to each switching transistor.

When scaling the Vgs and transistor sizes, a scaling rule must be defined to main-

tain a constant charge pump RC-loop characteristic. This implies that key parame-

ters, such as the charge pump frequency of the regulated charge pump, do not need

to be changed during the optimization. To achieve this, the Ron of the charge pump

is selected as the unchanged parameter during the scaling process. While charge

pump optimization is a multidimensional problem, encapsulating the charge pump

performance with a single parameter aids us in discussing the optimization prob-

lem in an extra dimension of controller and gate driving losses. Hence, discussing

the optimum point within the optimization space becomes more convenient. To in-

troduce our proposed method, let us first assume that Ron is the optimum choice

for the charge pump, for the sake of simplicity. It’s important to note that this is

essential in guaranteeing that the resulting Ps is minimal. The following analysis

will provide verification of whether this assumption is reasonable. For conceptual

analysis, assuming the voltage is sufficient for transistors to operate in the triode

region. In the triode region, the relationship between gate to source voltage Vgs and

transistor width Wsw can be derived as:

Wsw =
Lsw

µRonCox(Vgs − Vth − Vds/2)
(3.9)

Replacing the Wsw in (3.7) hence leads to:

Ps,sw =
L2

swV2
gate f

µRon(Vgs − Vth − Vds/2)
(3.10)
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For simplicity, a PMOS connected to the output node is chosen to demonstrate the

concept. Other transistors can be discussed by modifying the Vgate and Vgs. In this

case, output is the highest voltage available in the system. The Vgs hence equals to

Vgate. Therefore, the overall power consumption in the triode region can be written

as:

Ps = V2
gs f

(
L2

sw
µRsw,on(Vgs − Vth − Vds/2)

+ Cc

)
(3.11)

Observing (3.11), it is not difficult to notice that both the f and Rsw,on appear. If

other parameters of the charge pump are already given, then each Rsw,on would

correspond to a different f . Since the proposed scaling does not alter the Rsw,on,

both Rsw,on and f can be considered as constants. Therefore, it is not difficult to

compare the result obtained with different Rsw,on and determine the optimum Rsw,on.

Assuming that Ron is the optimum choice of the charge pump at the beginning of

the analysis is hence a reasonable choice.

By taking the partial derivative of (3.11), the total switching losses can hence be

reduced, if:
∂Ps

∂Vgs
= Vgs f [2(Csw + Cc)−

CswVgs

Vgs − Vth − Vds/2
] < 0 (3.12)

To simplify the expression, define Cc = kCsw. We observe that (3.12) is negative, if:

Vgs < 1 +
1

2k + 1
(3.13)

Therefore, an upper limit of Vgs is given by (3.13).

The concept Vgs optimization can thus be summarized as shown in Fig. 3.2. At

high Vgs, the losses on the switches become less sensitive to changes in their gate

driving voltage, and the controller losses Ps,c would gradually dominate over the

overall system losses. Conversely, at a lower voltage, the losses on the switches be-

come more sensitive to changes in their gate driving voltage, and the overall losses
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Fig. 3.2. Conceptual graph of optimum gate voltage.

would gradually be dominated by the Ps,sw. An optimum point thus exists.

In practice, the assumptions in (3.13) have limitations. For example, the the-

ory of transistor scaling based on (3.9) becomes less convincing when the transistor

operates around the transition region of weak and strong inversion. However, be-

cause the degradation of the transistor’s conductivity occurs much faster in weak

inversion regions, this would result in similar behavior as described in Fig. 3.2. The

prediction made by (3.13), therefore, remains meaningful to the circuit designers. It

allows them to utilize the conclusion to estimate the benefits of optimizing Vgs in

their respective applications.

3.2.2 Gate Voltage Optimization in Weak Inversion Region

To build a better understanding of gate voltage optimization, this section intro-

duces an enhanced model to address the limitations presented in section 3.2.1 and
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aligns with the simulation results. To achieve this, effective gate-to-source voltage

Vgste f f and effective channel length Le f f need to be introduced.

In the BSIM3 model [74], the drain-source current of different regions can be

defined as:

Ids = IdsoF(Vds, Vgs) (3.14)

where FVds,Vgs summarizes non-dominated effects such as drain-induced barrier

lowering, substrate current body effect, velocity saturation, and parasitic drain-

source resistances. The Idso can be written as:

Idso = µe f f
We f f

Le f f
CoxVgste f f (1 −

AbulkVdse f f

2(Vgste f f + 2vt)
)Vdse f f (3.15)

where effective width We f f , length Le f f , mobility µe f f , gate-to-source voltage Vgste f f ,

and drain-to-source voltage Vdse f f are introduced to better represent transistor physics.

Among these parameters, We f f is very close to the actual transistor geometry be-

cause the transistor is large in the weak inversion region. The small voltage be-

tween terminals also does not generate significant impacts on effective mobility µe f f .

However, the effective channel length Le f f and gate-to-source voltage Vgste f f have

important impacts on the results.

For the 180-nm CMOS process, the differences between the effective channel

length Le f f and the actual transistor geometry cannot be ignored. Actually, Le f f is

smaller than the actual transistor size, leading to higher current and smaller power

losses in the simulation results.

Vgste f f =
2nvtln[1 + exp(Vgs−Vth

2nvt
)]

1 + 2nCox

√
2Φs

qϵsi Nch
exp(

−Vgs−Vth−2Vo f f
2nvt

)
(3.16)

Detailed definitions of the parameters in (3.16) can be found in the BSIM3 manuals

[74], and most parameters can be directly extracted or calculated from the PDK. The
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Fig. 3.3. Circuit setup for evaluating the transistor scaling under differ-
ent Vgs.

power losses on the transistor hence are modified as:

Ps,sw =
LswLsw,e f f V2

gate f

µRon(Vgste f f − Vds
2(Vgste f f +2vt)

)
(3.17)

Generally, the Vgste f f is larger than the Vgs − Vth when Vgs is close to or smaller

than the threshold voltage. As a result, smaller transistor sizes and power losses are

expected in simulations.

3.2.3 Numerical Calculation

As previously mentioned, constant performance is necessary when scaling the

transistors and optimizing the gate voltage for the charge pump. The setup of the

experiment can be seen in Fig. 3.3. In this simulation, we define T = 3RC as the

point where the two circuits are compared. The simulation includes the impact of

changes in source voltage. For a 5-stage charge pump with 120 mV input voltage

and 600 mV output voltage, the average voltage drop across each switching tran-

sistor is around 20 mV. Therefore, the initial capacitor voltage is set to 100 mV, and

VDD is set to 120 mV. Since the NMOS transistor source is shifted by a VDD, (3.11)

needs modification as follows:

Ps = V2
gate f

(
L2

sw
µRsw,on(Vgs − Vth − Vds)

+ Cc

)
(3.18)
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Fig. 3.4. Extraction of the Vth from simulation results.

where Vgate can be expressed as Vgs + Vds. To account for source voltage changes,

Vds is set to half of the voltage drop, which equates to 10 mV in this calculation.

This approximation sacrifices some accuracy to maintain simplicity. While process-

related parameters can be obtained from the PDK, Vth must be extracted using the

Ids/
√

gm method [75] for optimal fitting. Fig. 3.4 demonstrates that the typical Vth is

540 mV.

Fig. 3.5 and Fig. 3.6 show the result of a normal threshold NMOS transistor with

180 nm channel length. If designed minimal charge/discharge time is 3RC, the time

constant needs to be smaller than 1/6 f . Taking 1 MHz as the target frequency and

50 pF as the pumping capacitor, the on-resistance needs to be smaller than 3.3 kΩ.

Hence, 3 kΩ on-resistance is taken for calculation and simulation in Fig. 3.5. At

higher power, a 200 Ω on-resistance is taken in Fig. 3.6 for comparsion. The simu-

lated power loss on transistor switches is plotted as the Ps,sw,sim, the result calculated



Chapter 3. Efficiency Optimization in Low Voltage Low Power Applications 28

0.3 0.4 0.5 0.6 0.7
0

0.02

0.04

0.06

0.08

0.1

0.12

Fig. 3.5. Verification of the theory when Ron = 3000Ω.

from (3.10) is plotted as Ps,sw and the result calculated from (3.17) is plotted as P∗
s,sw.

Because the overall optimum point is achieved by trading-off the Ps,sw and Ps,c, The

Ps,c needs to be modeled to calculate the optimum point. The Ps,c is the power losses

on the controller which does not drive the switches directly. Usually, Ps,c heavily

depends on the controller design. In this analysis, the power losses generated by

parasitic capacitance are considered. Typically, the metal line capacitance ranges

from 0.01 to 0.2 f F/um. It is hence reasonable to assume Cc is 30 fF for analysis,

and the corresponding controller losses can be plotted as Ps,c in Fig. 3.5 and Fig. 3.6.

By adding up the Ps,c, the overall switching loss can be plotted as Ps, P∗
s , and Ps,sim,

where Ps is the result of (3.18), P∗
s is the result based on (3.17), and Ps,sim is the result

of simulation.

Fig. 3.5 and Fig. 3.6 provide a basis for discussing the accuracy and implications
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Fig. 3.6. Verification of the theory when Ron = 200Ω.

of previous analyses. When identifying the optimal gate voltage, the method pre-

sented in section 3.2.1 can yield accurate results, provided the switches operate in

the triode region. However, because (3.18) does not include the weak inversion re-

gion, errors are introduced when Vgs is close to Vth. Despite the uncertainties that

arise during the early stages of circuit design, the simple estimation offered by (3.18)

proves useful, as it indicates the approximate range for the optimal gate voltage. For

a more precise analysis, designers should use (3.17) to optimize performance effec-

tively.

Furthermore, the optimal gate voltage largely depends on the controller and Ron.

To discuss the wide-ranging impact of Ps,c at various output power levels, the opti-

mal gate voltage and minimum power losses are computed based on (3.17). Fig. 3.7

shows the result of optimum gate voltage. Unless a small Cc and Ron can be achieved

simultaneously, which is difficult in thermoelectric energy harvesting, the optimum
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Fig. 3.7. Optimum gate voltage at different Ron and Cc.

gate voltage is more likely to be located at a lower voltage. Meanwhile, as it is shown

in Fig. 3.8, a high Cc and Ron is usually undesired due to its large power losses, the

resulting optimum gate voltage hence generally locates near the threshold voltage.

Moreover, although the optimum Vgs can be changed at different load current lev-

els, which is equivalent to optimize the circuit for the corresponding optimum Ron,

the results of Fig. 3.7 and Fig. 3.8 shows that the difference between these optimum

points is less significant. Optimizing the Vgs for maximum load current condition

hence can be considered sufficient in most cases.

It’s also worth mentioning that the power, being specific to controller design,

may not always align with the ideal capacitive loss model. In general, Ps,c will in-

crease with Vgs for most controllers, although the slope can differ. For instance,

when level shifters are introduced, while most parts of the controller are supplied

with a constant voltage, the level shifter still consumes extra power for larger Vgs.
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Fig. 3.8. Power losses at optimum gate voltage with different Ron and
Cc.

As the optimal Vgs results from the trade-off between controller power and switch

power, Vgs would place at a higher value if Ps,c is lower and the change rate versus

Vgs is slower. Also, as the reduction of Ps,sw at higher Vgs is less significant and Ps,sw

might be insignificant compared to output power, the actual benefits of these ap-

proaches need to be assessed on a case-by-case basis. Overall, the analysis process

is like the previous one, except Ps,c needs to be replaced with the actual model.

3.2.4 Comparsion with Dynamic Body Biasing

In terms of improving the performance of charge pumps for energy harvesting

applications, a competitive approach is dynamic body biasing. For example, dy-

namic body biasing (DBB) is introduced in [29] to enhance charge pump perfor-

mance. In their research, forward body bias is applied to an NMOS transistor when
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Fig. 3.9. (a) Circuit setup of typical charge pumps with DBB. (b) Setup
of gate voltage optimization for simulations. (c) Setup of DBB for sim-

ulations.

charging the flying capacitors. Reverse bias is applied to the NMOS transistors dy-

namically when discharging the flying capacitors. The threshold voltage hence is

dynamically modified for a better performance.

To compare the performance differences between gate voltage optimization and

body biasing techniques, this paper simulates and analyzes the impacts of applying

these techniques. Fig. 3.10 shows the concept of DBB described in [29] and the sim-

ulation setup for this comparison. The target equivalent on-resistance is 200 ohms.

For gate voltage optimization, the body of NMOS transistors is connected to the

ground. The transistor width is scaled at different Vg to maintain constant perfor-

mance. In DBB-based circuits, cross-coupled designs make the effective Vgs close to

VDD. Therefore, Vg is set to 2VDD when the transistor is turned on, and VDD when

the transistor is turned off. To maintain a constant performance, the transistor is

scaled with different forward biasing voltage Vb and is biased to the ground before

the transistor is turned on. Therefore, the power consumption of switching body-

biasing voltage also needs to be considered. Taking VDD = 120mV, the result can be

plotted as Fig. 3.10. Both transistors are low-threshold transistors. The horizontal
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Fig. 3.10. Comparison between dynamic body biasing and gate voltage
optimization.

axis is Vg for gate voltage optimization and Vb for DBB.

The graph illustrates that the overall power consumption of DBB is higher than

that of the proposed approach at high biasing voltages, suggesting that gate volt-

age optimization is more effective than body biasing. This is aligned with common

sense because of the weak relationship between threshold voltage and body bias-

ing. Because gate voltage optimization usually can be achieved by careful design of

the controller without modifying its structure significantly. The proposed method

hence is a more cost-effective approach to improve the overall power conversion

efficiency.
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Fig. 3.11. The general consideration of determining the optimum gate
voltage.

3.2.5 Summary of Methodology

Overall, we can summarize a practical design flow as depicted in Fig. 3.11. Ini-

tially, it is desirable to determine whether the power level of the target applications

could make the cost of implementing the controller a dominant factor. If so, optimiz-

ing the gate voltage becomes necessary for enhancing power conversion efficiency.

Generally, power losses on the switches decrease when the Vgs increases. However,

in energy harvesting application, this effect becomes less influential compared to

capacitive loss at high Vgs. Consequently, the impact of capacitive loss on the Ps,c

gradually dominates the overall losses in the proposed model. Meanwhile, a small

Ron usually indicates that the power converter is designed for high-power applica-

tions, causing Ps,sw to increase and dominate the overall losses even at higher Vgs

levels.

In terms of determining a practical Vgs, non-ideal effects must also be taken into

account. For instance, leakage current also scales with Vgs, shifting the optimum

Vgs to a lower value. Despite this, in the subthreshold region, the benefits gained

from increased speed with higher voltage typically outweigh its cost. Therefore,

designing the gate-to-sources voltage of switches around the threshold voltage in

energy harvesting applications usually results in performance levels close to the

optimum of each stage. Likewise, designing a controller near the threshold voltage
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promotes a balanced trade-off between performance and power.

Thus, the designer should verify if the target output voltage is proximate to the

threshold voltage, which is often the case when supplying power to lower power

circuits. A combination of different Vth options and full voltage driving from output

is usually sufficient for achieving excellent performance since the cost of the con-

troller can be minimized with its simplified design. If this condition does not apply,

separate gate driving circuits might be necessary, requiring case-by-case discussion.

For example, some middle stages could be used to supply the voltage levels, thus

minimizing the number of level shifters and their powers. Overall, balancing the

transistor and the controller becomes critical in optimizing gate usage for energy

harvesting SCPC.

3.3 Implementation and Verficiation

3.3.1 Verficiation Circuits

Based on the above general discussion about Vgs optimization for a single stage

of the charge pump, we will discuss our design considerations in this section. The

aim is to illustrate the practical application of the general conclusions from Section

II to the design process of charge pumps for energy harvesting applications. Fig.

3.12 depicts the system-level structure of the proposed charge pump.

In Fig. 3.13(a), we present one phase of the proposed 5-stage linear charge pump

for a detailed demonstration of Vgs optimization. For a 120 mV input voltage, a 600

mV output voltage is selected for the proposed 5-stage charge pump. Due to the

low VDD of the thermoelectric generator, we desire to operate the controller under a

higher voltage to achieve the target speed and accuracy of the control loop. We select

the output voltage, which is close to the threshold voltage, as the power source of the

controller, following the general conclusion derived from the previous discussion.
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Fig. 3.13. (a) Charge pump structure. (b) Vgs in different stages.

Fig. 3.13(b) shows the available Vgs at different stages. Since the output stage

Mp6 has sufficient voltage swing, using a standard threshold transistor could lead

to improved efficiency because it reduces reverse leakage. However, the advan-

tages garnered by employing a low-threshold voltage are restricted, as analyzed in

the preceding sections. For the middle stages Mp3, Mp4, and Mp5, which exhibit
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Fig. 3.14. Minimal Ps,sw of each stage at different Vgate,on.

smaller Vgs,on,P due to source voltage shifts, we have chosen low-threshold volt-

age transistors with a threshold voltage of around 300 mV to compensate for the

diminished Vgs,on,P. Despite the higher mobility of the NMOS transistor, it is not

included in these stages because the PMOS transistor can offer leakage current prior

to controller operation and is more suited for self-startup. Similarly, the first and

second stages Mn1 and Mn2 utilize low-threshold voltage NMOS transistors to uti-

lize the large Vgs,on,N. We have also incorporated additional small PMOS transistors

Mp1 and Mp2 to provide currents during the startup process. Additionally, buffers

for generating Φclk and Φ
′
clk introduce more low-threshold NMOS transistors due

to a gate driving voltage similar to the first stage, although this is not depicted in

Fig. 3.13(a). To avoid latch-up, we bias the bulk of NMOS transistors to the ground,

and similarly, bias PMOS transistors to Vint. Non-overlapping clocks, Φ1, Φ
′
1, Φ2,
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and Φ
′
2, are introduced to mitigate the effects of reverse leakage currents. The tim-

ing of Φclk corresponds to Φ1, and Φ
′
clk aligns with Φ

′
1. Both Φ

′
clk and Φclk have an

amplitude of Vin. Even though the reverse biased Vgs in those stages during off-state

can increase capacitive power losses due to larger voltage swings, it assists in reduc-

ing leakage currents. As suggested in [29], lowering leakage currents can enhance

the efficiency of the charge pump.

In order to validate the impact of such gate voltage optimization, we simulated

and plotted the power required to drive each switch under differing on-stage gate

voltages Vgate,on for one phase. At a frequency of 250 kHz and 120 mV Vin, the

output power reaches 180 nW. By activating the PMOS transistor with ground volt-

age and switching on the NMOS transistor with the output voltage, as observed

from Fig. 3.14, we manage to prevent considerable power losses. Options for differ-

ent threshold voltages sufficiently compensate for the source voltage shifts at each

stage, ensuring an overall boost in efficiency. Although we can modify the gate

voltage of transistors, particularly for Mn1 and Mp5, without eliciting substantial

power losses, using this voltage headroom (like activating Mp5 with a 0.2 V on-state

gate voltage) difference to lower the power consumption of the controller is chal-

lenging. This challenge occurs because the controller power needs to be sufficiently

reduced while maintaining the speed and accuracy. If the Psw,c is almost indepen-

dent of the Vgs, it is not difficult to predict that driving the charge pump with a full

swing would be the optimum choice. While further optimization may be possible,

it demands innovative controller designs with presumably marginal benefits. This

paper primarily focuses on balancing between controller and gate driving losses to

enhance efficiency. Although it doesn’t provide an optimization strategy for each

transistor, it nonetheless provides a sufficient demonstration of the concept.

Regarding circuit design optimizations, the power conversion efficiency of the

charge pump is a reflection of the efficiency of each stage. Therefore, any impact
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Fig. 3.15. Controlled oscillator.

from scaling the transistor size will be evident in the overall charge pump power

conversion efficiency, particularly under heavy load conditions. If the Ron exceeds

its optimum value, the operating frequency will need to increase to counteract out-

put voltage drops. This adjustment will continue until the Ron limits the output

power and causes an output voltage regulation failure, subsequently leading to

lower efficiency. If the Ron falls below its optimum value, take note that the charge

pump frequency’s lack of sensitivity to Ron when operating under SSL limits be-

comes important. In such cases, the system may suffer decreased power conversion

efficiency due to losses induced by large switches. Therefore, such optimization is

attainable within a few iterative attempts with the help of EDA tools.

3.3.2 Controller

In the proposed design, frequency modulation is introduced to regulate the out-

put. Fig. 3.15 illustrates the structure of the proposed controlled oscillator. The wide

frequency modulation range and low power characteristics of delay gate-based ring

oscillators have been proven in [27]. In this paper, to reduce leakage currents, two

groups of delay gates with balanced PMOS leakage paths are used. These control
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Fig. 3.17. (a) Startup circuit (b) Startup process

the non-overlapping clock and frequency separately. The oscillator can be divided

into three inverting stages, each consisting of two delay gates. For instance, in in-

verting stage 1, the delay gate, controlled by Vb1, dominates the delay of this stage.

The delay gate controlled by Vb2 dominates the delay for non-overlapping clocks.

When Vb2 is lower than Vb1, the current flows through the leakage path is larger,

thus guarantee a shorter generated delay time. A proper non-overlapping control

hence can be achieved. Overall, six phases are generated from the oscillator, which

achieves ripple reduction.

Meanwhile, the circuits for generating Vb1 and Vb2 are shown in Fig. 3.16. A com-

parator compares the feedback voltage Vf b with the reference voltage Vre f , then gen-

erates clock signals on Φup or Φdown. By controlling charge pump CPup and CPdown,
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the Vb1 is directly generated at the holding capacitor Ch. For a better transient, Vb1

is also coupled with Vint. By controlling Vb1, the frequency can be controlled, hence

achieving output regulation. As speed is usually not the focus, ensuring the loop

stability is not difficult. To follow the changes of frequency, Vb2 also needs to follow

the changes in Vb1. The Vb2 are generated from Vb1 using a reversed two-transistors

voltage reference similar to [76]. By creating a constant voltage drop from Vb1, a

proper non-overlapping period can be generated using Vb2. As the current flows

through the leakage path in delay gates is small, the transistors for controlling the

leakage path operate in the subthreshold region. Meanwhile, the voltage difference

generated by the Vb2 from Vb1 is close to a subthreshold swing, the non-overlapping

time hence is much smaller than clock periods. Maintaining the voltage difference

between Vb1 and Vb2 hence results in a good ratio between clock periods and non-

overlapping times. It has to be mentioned here that the circuit performance is less

sensitive to the variations of differences between Vb1 and Vb2, the approach hence

does not require calibrations. Moreover, during the startup process, Ms would shunt

the Vb1 to Vin, which provides an initial bias for the delay gates.

3.3.3 Startup Process

The controller, being powered by the output of the charge pump, necessitates

a carefully designed startup process. In our proposed circuit, utilizing the leakage

current for startup is a viable option. Therefore, additional startup circuits are intro-

duced to manage this process and potential circuit failures, as shown in Fig. 3.17(a).

During the startup process, transistor Misolate isolates the external load and Vint. This

action allows storage of charge into Cint and increases the voltage available to the

controllers. Given that the oscillator can operate at a very low voltage, the accu-

mulated charges at Vint can power the oscillator operation, which further pumps

charges into Vint. With proper circuit design, the charges being pumped into Cint
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TABLE 3.1: Capacitor Parameters

5-stage 3-stage

Area mm(2) 1.924 1.170

C f ly (pF) 30 ∗ 50.4 18 ∗ 50.4

Cint (pF) 46.6 46.6

C f b (pF) 2.12 2.12

can exceed the controller’s consumption, thereby leading to a successful startup.

Isolating the load from the power converter during startup means that the startup

process is determined by the circuit implementation. By calculating the clock cycle

with a 6-bit asynchronous counter, sufficient startup time can be assured.

In case of circuit failure, this startup process needs to be activated if an unex-

pected drop is generated at Vout. In this design, the output voltage is the same as the

controller supply voltage. By using both Vout and clocks as inputs to a NOR gate,

the output status can be monitored. During normal circuit operations, Vout inhibits

the input of clock signals, thereby locking the startup circuits. During circuit fail-

ure, characterized by a drop in Vout, the on-resistance of Misolate increases, causing a

voltage difference between Vint and Vout. Consequently, the asynchronous counter

begins receiving clock signals, leading to the activation of the startup circuit. A

summary of the overall startup process is presented in Fig. 3.17(b).

3.3.4 Measurement Results

The proposed design is implemented with a 3-stage version and a 5-stage version

in a standard 180 nm CMOS process. In the 3-stage version, the second and fourth

stages of the 5-charge pump are removed. Fig. 3.18 shows the microphotograph of

the proposed charge pump. The parameter of capacitors is summarized as Table 3.1.
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Fig. 3.18. Chip micrograph.

The C f ly is the pumping capacitors, Cint is the output capacitor at Vint and C f b is the

sum of feedback loop capacitors. All capacitors are MIM-caps.

Fig. 3.19 demonstrated the measured load regulation of the proposed 3-stage

charge pump under different input voltages. The corresponding clock frequency is

given as Fig. 3.20. Load regulation with acceptable accuracy hence is achieved. As

shown in Fig. 3.21, a 54.0% peak power conversion efficiency is achieved with a 0.18

V input voltage and 1.9 µA load current by the proposed 3-stage charge pump.

Fig. 3.22 shows the measured load regulation of the proposed 5-stage charge
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Fig. 3.20. Clock frequency of proposed 3-stage charge pump.

pump under different input voltages. A regulated output hence is generated over

wide load current ranges as well. Fig. 3.23 illustrates the corresponding clock fre-

quency. Fig. 3.24 gives the measured power conversion efficiency.

Fig. 3.25 measures the startup process of the proposed 5-stage charge pump with
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a 0.12 V input voltage and load resistor connected. CLK is the buffered clock signal

and cannot represent the real amplitude. The result depicted that the proposed

charge pump is capable of self-startup under heavy load conditions, which avoids
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the complicated dual-mode startup mechanism described in [77].
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Fig. 3.25. Startup Measurement.

3.3.5 Comparison of Performance

Table 3.2 summarizes the performance of the proposed charge pump and com-

pares it with other state-of-the-art designs. In [78–80], significant efficiency and out-

put power degradation appear due to the subthreshold operation. Because [78] and

the proposed design have a similar 3-stage linear charge pump structure, making a

comparison is therefore convincible. Compared with adaptive body biasing, a 20%
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TABLE 3.2: Comparison of Performance

JSSC 14 [80] JSSC 17 [79] JSSC 14 [78] ASP-DAC 12 [77] This work

Process 180nm 180nm 65nm 65nm 180nm

Structure Self-Oscillating
Charge Pump

Discontinuous
Charge Pump

3-stage Adaptive
Body Biasing

10-stage
Dual-mode

3-stage
Vgs Opt.

5-stage
Vgs Opt.

Min. Vin 0.14 V 0.25 V 0.15 V 0.12 V 0.13 V 0.12 V

Output
Voltage

2.2 V - 5.2 V
@ Vin = 0.35 V 3.8 V - 4 V 0.619 V

@ Vin = 0.18 V
1 V

@ Vin = 0.12 V
0.6 V

@ Vin = 0.18 V
0.6 V

@ Vin = 0.12 V

Max.
Efficiency

39%
@ Vin = 0.25 V∗

50%
@ Vin = 0.45 V

33%
@ Vin = 0.25 V∗

60%
@ Vin = 0.5 V

34%
@ Vin = 0.18 V

72.5%
@ Vin = 0.45 V

38%
@ Vin = 0.12 V
(Vout = 0.77 V)

54%
@ Vin = 0.18 V

42.6%
@ Vin = 0.12 V

Max. Pout

5 µW
@ Vin = 0.45 V

80 nW
@ Vin = 0.25 V∗

4 µW 10.5 µW
@ Vin = 0.18 V

3 µW
@ Vin = 0.12 V∗

1.16 µW
@ Vin = 0.18 V

27 µW
@ Vin = 0.27 V

1 µW
@ Vin = 0.12 V

16.9 µW
@ Vin = 0.18 V

Fully
Integrated Yes Yes No Yes Yes

Area 0.86 mm2 2.72 mm2 0.066 mm2 0.783 mm2 1.17 mm2 1.84 mm2

* Estimated number from paper.

efficiency advancement is observed in the proposed Vgs optimized 3-stage design.

Not to mention, high-quality off-chip capacitors are used in [78].

Comparing the proposed 5-stage charge pump with [77], a 4.6x voltage conver-

sion ratio is achieved by the proposed 5-stage design with efficiency advancement

and a 6.4x conversion ratio is achieved by the 10-stage charge pump in [77] un-

der maximum load condition. While the controller power is not available for com-

parison, having a closed-loop design in the proposed design implies an optimized

trades-off between the controller and switches, proofing the importance of the pro-

posed approach.

3.4 Discussions

In this chapter, the optimum Vgs is analyzed for low input voltage charge pumps.

A 3-stage and a 5-stage Vgs optimized charge pump are fabricated for verification.
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Compared with [77], the efficiency and voltage conversion ratio shows that opti-

mization is important for thermoelectric design when boosting the gate voltage. The

results show a 20% efficiency improvement when compared with a similar 3-stage

linear charge pump [78]. Proofed that optimizing the gate voltage is more effec-

tive than body biasing. As Vgs optimizations generate significant performance im-

provement, more research potentials exist in applying this technique under wider

input/output voltage conditions.
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Chapter 4

Dual Lower-Bound-Hysteresis Control

As discussed in previous sections, when one is selecting a PMIC for IoT appli-

cations, capacitive DC-DC converters offer several advantages over inductive ap-

proaches. In particular, they do not require bulky and expensive power inductors,

leading to better integration, smaller form factor and lower cost. Meanwhile, tech-

niques have been developed to mitigate its drawbacks, such as limited voltage con-

version ratios [38,72,81,82], and to reduce the losses [25,41,42]. The benefits of SCPC

make it a preferable choice for low-power IoT applications. However, in addition

to the efficient power conversion, controlling the circuit remains challenging. This

involves maintaining both a fast transient response speed and high efficiency over

a wide power range simultaneously.

For instance, the conventional lower-bound hysteresis control (LBHC) illustrated

in Fig. 4.1(a) has its transient speed restrained by the fixed input clock frequency.

A high-frequency clock input necessary for a fast-transient response would result

in more significant controller power consumption and consequently deteriorate its

light-load efficiency [37, 42]. Similarly, Switched-capacitor (SC) DC-DC converters

with frequency control (as shown in Fig. 4.1(b)) face an alike issue. A fast frequency

scaling controller usually leads to poor controller power scaling and degrades the

light-load efficiency [44–46]. Therefore, good controller power scaling is essential

for high light-load efficiency.
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SC Stage

Frequency 

Control

Fig. 4.1. SC converters based on (a) LBHC, (b) frequency control, (c)
LBHC SC converter with pulse skipping based frequency control [3],

and (d) proposed design.

As seen in Fig. 4.1(c), oversampling-based frequency control is introduced to

LBHC in [3]. While the load voltage regulation is comparable to the LBHC con-

troller as displayed in Fig. 4.1(a), the controller power in [3] can be scaled with load

currents. This is achieved by regulating the frequency until the skipped phase Nskip

matches a target value Ntarget. However, a larger Nskip will still necessitate extra

comparator operations which subsequently cause increased controller power con-

sumption and restricted efficiency.

In this chapter, a dual lower-bound hysteretic control (DLBHC) mechanism is

proposed to address the above limitations [83]. In addition to the power and fre-

quency scaling with only two comparator operations, it also allows the transient per-

formance to be boosted from the system level without interfering with the voltage

regulation, which helps alleviate low power but slow controller problems from the

system level. To describe the proposed concept, the circuit and principle of DLBHC

will be analyzed in section 4.1. Moreover, modeling of the DLBHC behavior will
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be introduced in section 4.2 to describe its stability, which helps design the criti-

cal delay time required in DLBHC. The measurement results will be presented and

analyzed in section 4.3.3 and a conclusion will be made in section 4.6.

4.1 Concept Circuit

4.1.1 Model of Transient Behavior in SCPC

To comprehend the behavior of SCPC during a transient response, it’s crucial

to model the relationship between frequency and output. In fact, a mixed-domain

model [84] can facilitate an intuitive understanding of the transient dynamics. As

illustrated in Fig. 4.2, the entire system comprises variable time sampling and two

discrete domain transfer functions. The variable sampling frequency changes the

output current into charge flows within the SCPC, and SCPC’s operation is nearly

independent of frequency when in the slow-switching limits (SSL). This results in a

uniform mathematical representation of the large signal behavior for SCPC. More-

over, the sampled VDD and IL set the input for the discrete model transfer functions,

thus determining the transient response.

In more detail, as shown in Fig. 4.3, the open-loop transfer function of an SCPC

can be expressed by:

Vn(z) = An(z)VDD(z)− Rn(z)IL(z) (4.1)

Vn(z) is the output voltage, VDD(z) is the input voltage, IL(z) is the load current and

An(z) is a transfer function in z-domain from input voltage to output voltage. For

any given moment k, the average current of this clock cycle is:

IL[k] =
1

Ts[k]

∫ t[k]

t[k−1]
IL(t)dt (4.2)
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Sample
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Frequency Indepent in SSL Limit

Controller + VCO

Fig. 4.2. Model of the SCPC with Frequency Control.

where t[k] and t[k − 1] are the moment of clock switching and are determined by

the frequency sequence f [n]. The Ts[k] is the period of sampling and is defined as

t[k]− t[k − 1]. However, once f is introduced, current IL[k] is converted to charge

Q[k], which is determined by:

QL[k] =
IL[k]
f [k]

= IL[k]Ts[k] =
∫ t[k]

t[k−1]
IL(t)dt (4.3)

It can be observed from Fig. 4.3 that the major difficulty of designing a frequency-

modulated SCPC comes from the conversion between IL(t) and QL[n]. In fact, this

relationship can be written in Z-domain as well:

QL(z) =
1

2π j

∮
C

IL(v)Ts(
z
v
)v−1dv (4.4)

where v is the points in circle C, IL(z) = Z{IL[n]} and Ts(z) is Z{Ts[n]} = Z{1/ f [n]}.

Therefore, in the closed-loop configuration, as shown in 4.4, the sampling of TL to
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Fig. 4.3. Open-loop charge pump in the mixed domain.
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Fig. 4.4. Closed-loop charge pump with synchronized controller.

QL creates a convolution in the frequency domain, making conventional small sig-

nal linearized analysis less accurate, but numerical calculation is still practical.

In terms of the concept of regulating the output voltage by manipulating the

frequency, or the T sampling period, to reach the desired output voltage, the con-

troller’s speed is the primary determinant of transient speed. This is because, qual-

itatively, the zero and first order dominate the transfer function responses of Bn(z).

Therefore, the transient performance is significantly influenced by the speed of the

controller.

Despite the fact that the frequency modulation control is restricted by its band-

width, which requires several clock cycles to react to the load transient, hysteretic

control can respond to the transient event within a single clock cycle as it directly
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compares the output and determines 1/ fn. In the proposed DLBHC design, addi-

tional clock cycles can be triggered with a resolution of TD, further improving recov-

ery time and incorporating frequency controllers to optimize ripple and efficiency.

However, while the discrete-time approach can model the behavioral patterns of

SCPC across multiple clock cycles, further analysis of the transient behaviors of con-

trollers such as DLBHC-based SCPCs necessitates the modeling of transient behav-

ior within a single clock cycle given the short TD.

4.1.2 Behavior Analysis of the Proposed DLBHC Control

Fig. 4.1(d) and Fig. 4.5 show the concept of the proposed design. By introducing

a secondary LBHC loop, the proposed DLBHC approach can facilitate output volt-

age regulation and generate the Npump−skip = Npump − Nskip signal for frequency

regulation. This helps in scaling the controller power relative to load current and

optimizing light-load efficiency.

In Fig. 4.5(a), the state of the DLBHC controller is detailed. The proposed DLBHC

controller has a primary LBHC loop, similar to the conventional LBHC control loop.

It’s triggered by Φclk and samples Vout as Vout,min. If Vout,min > Vre f , the primary

LBHC loop will induce the SC power stage to skip phase switching in this clock

cycle, resulting in Nskip = 1. If Vout,min < Vre f , the SC power stage will pump the

charge into the output node, thereby incrementing the count of Npump to 1.

Fig. 4.6 shows the open-loop implementation that achieves the state flow de-

scribed above and compares it with an open-loop LBHC. In fact, the behavior of the

DLBHC (Fig. 4.7, right) under light-load and optimum load conditions is similar to

that of the LBHC (Fig. 4.8, right). However, unlike conventional LBHC controllers,

when Vout,min < Vre f , DLBHC also triggers the proposed secondary LBHC loop

(state 3) and samples the output voltage Vout with a delay time TD.
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Fig. 4.5. (a) Illustration of the proposed DLBHC control (b) flow chart.
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Fig. 4.7. Operation of DLBHC in open-loop: (left) heavy load, (middle)
optimum Load, (right) light load.



Chapter 4. Dual Lower-Bound-Hysteresis Control 57

Load Current Too Heavy Load Current Too LightLoad Current Match Frequency

There is No Differences at the moment of comparison

Fig. 4.8. Operation of LBHC in open-loop: (left) heavy load, (middle)
optimum Load, (right) light load.

Ideally, by properly designing TD, the sampled voltage Vout,max will reflect the

maximum voltage of Vout that can be charged by flying capacitors and is expected

to be greater than Vre f in steady-state. Thus, if Vout,max < Vre f , the secondary LBHC

will control the SC power stage to pump charges into the output node, resulting in

Npump being incremented by 1. If Vout,max > Vre f , phase switching of the SC power

stage would not be triggered, and this event will be counted as Nskip = 1. Note

that the secondary LBHC loop can be triggered multiple times during a load current

transient, which enhances the response speed.

4.1.3 DLBHC and Frequency Control Design

Based on the above discussion, it is clear that in the open loop operation the rela-

tionship between Φpump and Φskip reveals the relationship between load current and

frequency in the proposed DLBHC design; hence, it is possible to regulate the fre-

quency. Considering a single-phase SC converter for simplicity, the DLBHC mech-

anism described in section 4.1.2 can be implemented as Fig. 4.9(a). From the view-

point of frequency, because the load current is determined by the charge pumped

into the output node in each clock cycle ∆Q multiplied by the frequency, there

exists an optimum frequency fopt which can provide the required output voltage

IL = ∆Q fopt. Therefore, the voltage regulation by DLBHC generates an equivalent

frequency fDLBHC,e f f , which is equal to the mismatch between the current operating
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frequency fclk and the optimum frequency ( fopt):

fopt = fclk + fDLBHC,e f f = (1 + Npump−skip,e f f ) fclk (4.5)

where Npump−skip,e f f is equivalent to the average Npump−skip generated in a multi-

ple clock cycle sample window, fclk is the frequency of VCO. Therefore, a holding

capacitor Ch, which integrates the Npump and Nskip with a pull-up and pull-down

network, is one of the effective implementations that creates negative feedback to

force Npump−skip to reach zero to match the fopt and fclk. Additionally, applying

a short pulse wave to Vt can enable turbo mode operation, which will maximize

the frequency and shorten the transient response time. Load regulation will not be

affected by Vt because the primary LBHC will regulate Vout. The aforementioned

method provides an effective protocol to dynamically acquire a fast active transient

response while maintaining good light-load efficiency provided by low-power con-

troller operation.

However, for LBHC operation, between the light load and optimum load, sam-

ples of Vout,min are all smaller than Vre f (Fig. 4.8), hence it is not practical to imple-

ment similar frequency control mechanisms (Fig. 4.9(c)). To identify the load infor-

mation from the comparison result, oversampling, which reduces the load current

level at a given frequency, is proposed to conduct the frequency regulation [3], the

principle of which can be described by Fig. 4.10. This approach, however, reduces

the maximum load current as well as the efficiency. Overall, introducing an LBHC in

the loop can enhance transient performance compared with pure frequency control-

based approaches, which shown as Fig. 4.9(d).
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4.1.4 Frequency Controller Design

Because the rising edge of Φskip,i, Φpump,i and Φpump2,i represent the effective

operations of the DLBHC, the overall effective DLBHC clock Φpump−skip,e f f can be
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obtained by adding them from all phases:

Φpump−skip,e f f =
N

∑
i=1

(Φpump,i + Φpump2,i − Φskip,i) (4.6)

where N is the number of phases.

To implement this function, as shown in Fig. 4.11, a SC-based controller is intro-

duced. Two multiple-clock triggered DFFs, which are the same as in Fig. 4.21(c), are

introduced to collect the outputs of Φskip,[1...N], Φpump,[1...N] and Φpump2,[1...N] sepa-

rately. Each rising edge of Φdown,[1...N] triggers a DFF output flipping in Φdown, and

creates a pulse on TG1 and TG2 with each rising and falling edge input to the pulse

generator. The pulse generator used in Fig. 4.11 is modified from Fig. 4.21(b) by re-

placing the NAND gate with an XNOR gate. This pump charges into Cout, decreases

the currents of VCO and hence reduces its frequency. And similarly, each rising edge

from Φpump,[1...N] and Φpump2,[1...N] will increase fclk. As the result, the rising edge

from Φskip,[1...N], Φskip,[1...N] and Φskip2,[1...N] are added up in Chold as voltage Vf and

control the frequency with M3. Generally, since the speed of the frequency control

loop is much slower than that of the hysteresis control loop, it won’t interfere with

the operation of the DLBHC during transients.

Additionally, to ensure a minimum current during startup and to guarantee that

the output of the VCO satisfies the input requirements of the level-shifter, M1 is in-

troduced. A maximum frequency limiter, added by M2 and Vb2, protects the DLBHC

from being driven by overspeed clocks. This prevents potential regulation failures

caused by bottlenecks such as the DFF flipping speed in the frequency controller

loop. In this design, both the Vb1 and Vb2 are externally biased using a constant

current mirror, and the power used for biasing is also factored into the efficiency

calculation.

Furthermore, while the proposed frequency controller can serve the purpose of
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Fig. 4.11. Frequency controller design.

optimizing the frequency in this design, it is also advisable to consider using a digi-

tally controlled oscillator. This is because it offers better support for frequency range

limitations and can more effectively fine-tune performance at the system level.

4.2 Model for Delay Time Design

4.2.1 Simplified Model for Timing Design

TD is a critical parameter for a good DLBHC performance. Ideally, a TD that

detects exactly the maximum voltage Vout can achieve the maximum DLBHC stabil-

ity. However, in practice, designing with a fixed delay time is more feasible due to

its simple, power-saving structure. Intuitively, a TD design based on its maximum

current point might be a good choice as the ripple sampled by DLBHC is smaller

under heavy-load conditions than light-load conditions. But if the TD is incorrectly

configured, as it is shown in Fig. 4.13, it can generate a wrong Npump−skip, which can

cause unpredictable behavior of the controller. Therefore, it is necessary to build a

model and test the behavior over the whole load current range to ensure that se-

lecting a fixed TD is a viable choice. While the model of the SC converter has been
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Fig. 4.13. DLBHC operations: proper TD (black) and inproper TD (red).

well-developed with various approaches, most of the works focus on describing the

overall steady-state behaviors like conversion ratio, efficiency, and losses [85–90].

To analyze the dynamic behavior of the proposed DLBHC controller and obtain a
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proper TD timing range, a simplified model for transient behavior analysis is pro-

posed in this section.

Consider the charge and discharge phase of a 2:1 SC converter, as it is shown

in the upper part of Fig. 4.12. In steady-state, the Vout is equal to Vout,min at both

the beginning and the end of each phase. At this moment, the voltage across the

flying capacitor Vf ly hence will cycle between VS1 = Vout,min + IR,minRon and VS2 =

VDD − Vout,min − IR,minRon, where IR,minRon reflects the voltage drop on the switch’s

on-resistance.

Instead of solving the voltage changes of Vc f ly, the active phase in N-phase 2:1

converter can be represented by a voltage biasing Vout,min and the effective charge

can be pumped into output node Qpump = C f lyVpump. From the previous analysis,

Vpump = VS2 − VS1. Hence, for an incomplete charge-discharge cycle, Vpump can be

defined as:

Vpump = VDD − 2Vout,min − 2IR,minRon (4.7)

which describes the voltage differences that can be used by flying capacitors to

transfer charge.

Meanwhile, by observing the time constant of each RC loop, it is possible to

estimate the circuit dynamics. When the charge and discharge phases have equal

resistance, the discharge/charging phases have symmetrical behavior during each

phase. Therefore, for the currents flow from the active phase to Cout, the following

time constant holds:

Teq1 = RonCeq1 =
RonC f lyCout

C f ly + Cout
(4.8)

Meanwhile, for the current flowing from the active phase to other N-1 inactive

phases, the following time constant holds due to symmetrical structure:

Teq2 = RonC f ly (4.9)
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Considering the final state of charge transfer, the pumped charge Qpump will be

transferred to both the C f ly in inactive phases and the Cout. Therefore, by defining

Cout = αC f ly, an approximately Vpump/(N + α) final voltage change is expected if no

load is connected. Meanwhile, with Teq2 significantly larger than Teq1, the charging

speed of Vout node is dominated by Teq1 at the beginning of each phase. It hence

is approximated by Vpump/(1 + α), assuming that Teq2 does not have a significant

effect on the charging speed in this time frame. The RC discharge induced waveform

changes on Vout hence can be modeled by VpumpK1(t), where K1(t) = K′
1(t) + K′′

1 (t),

and is defined with:

K′
1(t) =

1
1 + α

(
1 − e

−t
Teq1

)
(4.10)

K′′
1 (t) =

(
1

N + α
− 1

1 + α

)(
1 − e

−t
Teq2

)
(4.11)

As the voltage drop of Vout is mainly caused by Iout, its contribution can be approx-

imated as:

IoutK2(t) =
Ioutt

(N + α)C f ly
(4.12)

Combining the (4.10), (4.11) and (4.12), Vout can be approximated as:

Vout(t) = Vout,min + VpumpK1(t)− IoutK2(t) (4.13)

which predicts output voltage Vout in steady-state.

4.2.2 Light-load DLBHC Timing Analysis

When the frequency of fclk is far from the optimal range, the stability of the

DLBHC loop does not raise concerns. However, as shown in Fig. 4.13, the behav-

ior of DLBHC becomes less straightforward when fclk is close to the optimal range.

When fclk is just above fopt, if the primary LBHC control skipped one clock cycle
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and the following phase switch cannot pump Vout sufficiently to exceed Vre f , then

the secondary LBHC will be triggered and generate a zero Npump−skip for the two

clock cycles. If such a situation repeatedly occurs, then frequency control will be

less likely to function correctly. Similar cases may also happen if noise is introduced

into the output node. To prevent this, it is necessary to determine the boundary

conditions, where TD, as a design parameter, plays a very important role.

When Vout,min = Vre f + δV, which is equivalent to an fclk slightly higher than the

optimal frequency range, the stability margin is the smallest. Because increasing δV

will increase Vout,min2, reducing the difficulties of pumping Vout above Vre f . As the

primary LBHC skipped a clock cycle, the last active phase is discharged for 2Tclk.

Because Tclk is usually much larger than Teq1, Iout dominates the voltage drop. The

voltage drop from Vre f can be approximated as:

∆Vout1 = −IoutK2(Tclk) (4.14)

A sufficiently long period also makes Iout dominate IR,min. Note that during the

transient, the voltage cycle of flying capacitors is VDD −Vout,min2 −Vre f . Vpump hence

can be derived as:

Vpump = VDD − Vout,min2 − Vre f − 2Iout
1

N + α
Ron (4.15)

where Vout,min2 = Vre f + ∆Vout1. Therefore, if we define the steady-state Vpump,ss:

Vpump,ss = VDD − 2Vre f − 2Iout
1

N + α
Ron (4.16)
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then (4.15) can be written as: Vpump = Vpump,ss − ∆Vout1. Hence, after TD, the Vout is

pumped up by:

∆Vout2 = (Vpump,ss − ∆Vout1)K1(TD)− IoutK2(TD) (4.17)

To ensure the operation, it is desired that:

∆Vh = ∆Vout1 + ∆Vout2 > 0 (4.18)

For light-load condition, IoutK2(TD) can be ignored. Also, the steady-state condition

implies that Vpump,ssK1(Tclk) = IoutK2(Tclk). This leads to:

∆Vh = Vpump,ss[K1(TD) + (K1(TD)− 1)K1(Tclk)] (4.19)

Hence, (4.18) is satisfied if:

K1(TD) >

(
1 − 1

1 + K1(Tclk)

)
(4.20)

As K1(Tclk) will close to 1/(α + N) for light-load condition, it leads to:

K1(TD) >
1

N + α + 1
(4.21)

This suggests a lower limit of TD, which links to the Tcross1 in Fig. 4.13. Moreover,

for upper boundary of TD under light-load condition, which links to the Tcross2 in

Fig. 4.13, it can be approximately predicted by:

Vout,min + Vpump − IoutK2(TD) > Vvre f (4.22)
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This is also due to the fact that Teq1 << Teq2 << Tcross2, hence Qpump can be con-

sidered as fully charged at Tcross2. It suggests Tcross2 will decrease linearly with the

increasing load current in light-load conditions.

4.2.3 Heavy-load DLBHC Timing Analysis

One of the main limitations of the model in Section 4.2.3 is that it does not con-

sider the heavy-load condition. However, it must be analyzed to depict the full

picture of the DLBHC operation. Interestingly, while a large IoutK2(TD) is expected

to have a larger impact, it is not the dominant effect that degrades the voltage head-

room due to the short TD. According to (4.20), it is clear that an increased K1(Tclk)

will increase the required minimal K1(TD). From the simplified model, assuming

that the (4.11) and (4.12) still have reasonable accuracy for this region, then (4.12)

suggests K′′
1 (TD) will increase rapidly once Tclk approaches 3Teq2, requiring a longer

TD to compensate it, and this point will be verified by simulation in section 4.2.5.

4.2.4 Impact of Transistor Resistance Mismatch

In practice, some charge-pump phases may have different Ron in actual charge

implementations. This is mainly because PMOS and NMOS transistors usually have

different mobility and Vgs in an SC converter, and a complete balancing of resistance

can lead to excessive switching power losses due to large transistor size or extra

driver circuit, which may not be selected in the design.

In these cases, having different Ron does not significantly impact DLBHC under

light-load conditions, because each loop can be considered fully charged or dis-

charged. However, the behavior under heavy-load conditions will be slightly dif-

ferent. If the charging/discharging loop has different switch resistances Ron1 and
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Fig. 4.14. Simulated relationship between steady-state Iload and fe f f .

Ron2, there will be three variants of Trc,eq2 in the SC converter. Different combina-

tions of Ron1 and Ron2 will lead to different Trc,eq2 that increase TD in the DLBHC

headroom at different frequencies. For example, if Ron2 > Ron1, then the loop

with Ron2 + Ron2 will partially impact the performance at lower frequencies, and the

loop with Ron1 + Ron1 will impact the performance starting from a higher frequency.

Therefore, we can conclude that it will result in frequency degradation starting from

a lower frequency, but the change will also be slower.

4.2.5 Simulation Based Analysis Verification

To verify the accuracy of the analysis, simulations are conducted to reveal the

required timing for the DLBHC controller. In the simulation, a 3-phase 2:1 switched

capacitor stage is selected with constant on-resistance switches, each phase consists

of two 222.72 pF flying capacitors with interleaved switching stages. The output

capacitor is set to 70.4 pF.

The operating condition is first set by ensuring Vout,min reaches reference voltage,

which is 800 mV with 0.1 mV error, and then voltage dynamics following the action
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Fig. 4.15. Simulated relationship between Tcross2 and Tclk.

Fig. 4.16. Simulated relationship between Tcross2 and Tclk.

of skipping one clock cycle is extracted. For the Ron value selection, a combination

of 60 Ω + 12 Ω, 30 Ω + 15 Ω and 20 Ω + 20 Ω, which has 20 Ω equivalent resistance

in parallel, as well as 60 Ω + 60 Ω and 30 Ω + 30 Ω, are simulated. This allows the

comparison between both the equal and unequal on-resistance.

Fig. 4.14 illustrates the relationship between steady-state frequency and current
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Fig. 4.17. Simulated relationship between Kcross1 and Kvco (Simulation
vs Model).

Fig. 4.18. Process and temperature variation of selected TD (1.8 V to 0.8
V).

for various Ron setups. It can be observed that the relationship between the effec-

tive frequency 1/Tclk and load current is almost linear, which meets the expectation

because it operates in the well-known slow-switching limits for most of the load

current range.
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Fig. 4.19. Relationship between the sampled Vout and TD during the
transient recovery.

Meanwhile, the relationship between the two crossover times and operating fre-

quency can be plotted. As shown in Fig. 4.15, Tcross2 primarily depends on the load

current, confirming the conclusion made in section 4.2.3. To facilitate comparison of

Tcross1, the x-axis of Fig. 4.16 is further normalized using the following equation:

Kvco =
Tclk

Teq2,3rc
(4.23)

For on-resistance that is matched, Teq,3rc is equivalent to Teq2 defined in (4.9). For on-

resistance that is mismatched, we evaluate the Teq2 with the highest series resistance

because it affects lower frequencies more. Hence, Teq,3rc = max(R1, R2)C f ly.

Because of the strong relationship between Tcross1 and the time constant, normal-

ization of the y-axis based on (4.10) and (4.11) is used for Tcross1:

Kcross1 = K′
1(Tcross1) + K′′

1 (Tcross1) (4.24)

Here, for unbalanced on-resistance, the parallel resistance of charging/discharge
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phases is adopted for normalizing K′
1 and K′′

1 . Also, (4.20) is also calculated with

Ron1 = 60Ω and Ron2 = 12Ω, as well Ron1 = 30Ω and Ron2 = 30Ω for comparison.

Note that during the calculation (4.20) with Ron1 = 60Ω and Ron2 = 12Ω, K′′
1 (Tcross1)

is further approximated by:

K′′
1 =

K′′
1,R1+R2

2
+

K′′
1,max(R1,R2)

4
+

K′′
1,min(R1,R2)

4
(4.25)

which is designed to include the effect of branches with different Ron. The result

hence can be plotted as Fig. 4.17. From (4.21), the boundary of the light-load condi-

tion is supposed to be:

Kmin =
1

3 + 1 + 70.4
222.7×2

= 0.2405 (4.26)

which is close to the Kcross1 = 0.23 shown in Fig. 4.17. Also, the calculation of

the model still shows a reasonably good prediction of the required TD in heavy-

load conditions. It can be observed that Kcross1 starts to increase after Tclk becomes

shorter than Teq,3rc. This confirms the assumption that Teq2 has the dominant impact

on heavy-load performance in section 4.2.3 and section 4.2.4, as well as verifies our

analysis that mismatched Ron causes the voltage headroom degradation to occur at

lower frequencies due to larger Teq,3, but with a smaller slop. Combining the Fig.

4.15, Fig. 4.16 and Fig. 4.17, TD selected between Tcross1 and Tcross2 can guarantee the

DLBHC operation.

4.2.6 Discussion on TD Selection for DLBHC Design

While the proposed model generates an area between Tcross1 and Tcross2, the selec-

tion of TD also needs to consider the trade-off between performance and efficiency.
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With the above discussion, it is demonstrated that the light-load stability is less wor-

rying than the maximum load-current point. Designing the TD for the maximum

load current condition will guarantee a correct DLBHC operation in the full-load

current range. It also helps maintain a high efficiency with its simple structure. A

series of inverters, which generate a TD of approximately 0.8 ns with PVT variation

in the range of 0.53 ns to 1.2 ns from -25◦C to 125◦C across all corners, is adopted

in the proposed design. Also, considering the impacts of non-ideal factors in actual

circuit implementations, like the variation of the 1.7 ns typical delay between the

activation of the comparator and the switching of the SC converter in this design,

as well as effects like input offset of different comparators, there is additional head-

room to tolerate these impacts. From Fig. 4.19, it can be observed that the sampled

voltage is also close to its maximum voltage under light-load conditions, proving

that having a fixed TD is a reasonable choice for a balanced trade-off between per-

formance and efficiency. TD hence can be selected by observing the peak voltage of

Vout under maximum load current conditions.

4.3 Implementation with Distributed Multi-Phase DLBHC

Controller

4.3.1 Distributed Multi-Phase DLBHC Design

To further reduce the output ripple, multi-phase SC design is one of the com-

monly used techniques in fully on-chip design. Fig. 4.20 shows the proposed N-

phase implementation. In this design, a non-latched comparator CMP1 works as

the primary LBHC stage, and a multi-clock-triggered D flip-flop (DFF) is used to re-

ceive the comparator output of the secondary LBHC comparator from the previous

stage. Comparators CMP2 and CMP3 are the secondary LBHC stages, which can
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Fig. 4.20. System block diagram of the proposed N-phase DLBHC SC
Converter.

trigger the secondary LBHC stage in the next phase via the DFF to allow multiple

activations of the secondary LBHC stage. The details of multi-clock-triggered DFF

used in this design are shown in 4.21(c) and 4.21(d), which is simplified from [91].

Hence the DFF triggers Φ1,cp flipping for every rising edge from either the CMP1,

CMP2 or CMP3. The dead-time generation mechanism is similar to [64] but does

not include the adaptive dead-time, and the detail of implementation in this paper

is omitted here as it is a commonly used structure. The inverter-based oscillator

is similar to Fig. 4.9, except all phases produce outputs. The level-shifter is based

on [92] with its detailed structure illustrated in Fig. 4.21(a). The frequency controller

also holds a similar principle to Fig. 4.9, but is designed to accept input from all

phases, which is shown in Fig. 4.11 and will be introduced in section 4.1.4. In this

implementation, N is set to 3.

As shown in Fig. 4.22(a), when fclk = 2 fopt, assuming Vout is smaller than Vre f

when the clock edge arrives at previous phase, the Φi−1 will trigger an inversion of

Φi−1,cp and pumps charge into the capacitor Cout. This action increases Vout. When

the next rising edge of Φi arrives, Vout will be larger than Vre f at phase i due to

the high fclk. As a result, the rising edge of Φi is ignored and no inversion will be

triggered on Φi,cp. Hence, for every two Φi cycles, one is skipped and it leads to a
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Fig. 4.21. Detailed circuits of (a) Level shifter (b) Pulse generator (c)
Multiple-clock triggered DFF.

Npump−skip,e f f = −1/2. This also triggers a rising edge on Φdown,i, and it indicates

that the frequency should be decreased.

When fclk = fopt/2, the maximum Vout pumped by Φi is below Vre f . When Φi,d

arrives, it triggers the secondary LBHC. This can be depicted in Fig. 4.22(b). A rising

edge hence is generated at Φpump,i by CMP2 or Φpump2,i by CMP3. As Φpump,i and

Φpump,i are the clock input of the DFF in phase i+ 1, they will trigger the inversion of

Φi+1,cp in advance. Additional switching hence is inserted by the secondary LBHC

comparators, which makes Npump−skip,e f f = 1.

In Fig. 4.22(c), when the rising edge of Φi arrives, Φi,cp will be triggered because

Vout is smaller than Vre f . When Φi,d is inverted, Vout is pumped above Vre f . This

generates a zero Npump−skip,e f f when fclk = fopt. Moreover, comparing this imple-

mentation with the single phase concept in Fig. 4.9, Npump and Nskip cancel each

other by one, hence eliminating unnecessary operations when regulating frequency.

It is also worth mentioning here that TD defined by the analysis in section 4.1.2 is

the delay between switching of SC stage and sampling of secondary DLBHC, hence

is the delay between Φi,cp and Φi,d in Fig. 4.20. In this design, TD is set to around 0.8
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(c)(b)(a)

Skipped
clock

(c)

Trigger

Fig. 4.22. Conceptual graph of DLBHC operations when (a) fclk = 2 fopt,
(b) fclk = fclk/2 and (c) fclk = fopt.

ns to guarantee proper DLBHC operation, and it is discussed in section 4.2 in detail.

Note that it is also practical to use a central DLBHC control to drive multiple

phases via phase interleaving techniques [93]. But compared to the implementation

in this paper, both the phase interleaved and timing control require extra power,

hence degrading the overall power conversion efficiency. Therefore, having a sepa-

rate DLBHC unit in each phase is a more balanced approach.

4.3.2 Simulated Transient Behavior of Proposed Design

Fig. 4.23, Fig. 4.24, and Fig. 4.25 show the simulated waveform of the proposed

DLBHC control with step-up/step-down load currents. With the selected TD = 0.8

ns, the proposed DLBHC demonstrated a robust voltage regulation. For the load

transients without Vturbo, the proposed DLBHC has a worst-case response speed

proportional to 1/ fsw, where fsw is the effective switching frequency, equal to 3 fclk

in this implementation. Therefore, the worst-case response speed is 5.93 µs for

Iout = 60 µA and 5.27 ns for Iout = 6 mA. In turbo mode, the system can actively
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Fig. 4.23. Simulated waveform of 6 µA - 6 mA up transient w/o turbo.

Frq. Optimization

Steady-State w/ Optimum VCO Frequency

Fig. 4.24. Simulated waveform of 6 mA - 6 µA down transient w/o
turbo.

request a fast transient response by sending a pulse wave with Vturbo. The frequency

controller will actively boost the frequency to its maximum value, which is 81.1MHz

in this design, hence reducing the 1/ fsw significantly. In this design, 55ns is suffi-

cient for the frequency controller to boost the VCO frequency. With the proposed
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Insignificant Voltage Drop w/ Turbo

Maximize Frq. w/ Turbo

Frq.
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Steady-State w/ Optimum VCO Frequency

Fig. 4.25. Simulated waveform of 6 µA - 6 mA up transient w/ turbo.

Fig. 4.26. Chip microphotograph.

DLBHC regulating output voltage, controlling the frequency via Vturbo does not re-

quire considering the overall system stability, which is favorable for system design.

4.3.3 Measurement Result

Fig. 4.26 shows the microphotograph of the prototyping chip. The proposed

SC converter is designed with 180-nm CMOS technology. Three phases are imple-

mented and consist of two 1/2 SC converters with reversed phases. Six 222.7 pF

MIM-cap based C f ly is integrated. The controller is placed underneath the 70.4 pF

output capacitor Cout.
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Fig. 4.27. Comparsion of the measured load regulation between the
proposed DLBHC and its conventional LBHC mode.
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Fig. 4.28. Comparsion of the measured efficiency between the proposed
DLBHC and its conventional LBHC mode during load regulation.
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Fig. 4.31. Comparsion of the measured efficiency between the proposed
DLBHC and its conventional LBHC mode during line regulation.

Fig. 4.27 presents the measurement results of the load regulation. Fig. 4.28 shows

the measurement results of the power conversion efficiency. The peak power con-

version efficiency reaches 80.4% with an input voltage of 1.8 V and a reference volt-

age of 0.81 V. The figure also indicates that the frequency is effectively regulated

at different load current levels. The power conversion efficiency is over 75% for

28 uA - 6.4 mA load current ranges with 1.8 V input, which is 228× load current

ranges. The load voltage is effectively regulated. To compare the proposed de-

sign with conventional LBHC mode control, a measurement comparison is made by

disabling the secondary LBHC comparators (CMP2 and CMP3) and the frequency

controller. With the frequency set to the same level of maximum current point, the

primary LBHC comparator (CMP1) emulates the conventional LBHC control. The

performance is measured and shown as LBHC mode in Fig. 4.28 and Fig. 4.27, show-

ing a significant improvement of the light-load efficiency compared to conventional
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Fig. 4.32. Comparsion of the measured VCO frequency between the
proposed DLBHC and its conventional LBHC mode during line regu-

lation.

200mV

Fig. 4.33. Measured transient response w/ turbo from 40 µ A to 4 mA.

LBHC. Moreover, the linear relationship from Fig. 4.29 aligns with the simulation

result from Fig. 4.14.

The line regulation is also measured as Fig. 4.30, Fig. 4.31 and Fig. 4.32. Increased
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Fig. 4.34. Measured transient response w/ turbo from 10 µ A to 6 mA.

Fig. 4.35. Measured transient response w/o turbo from 10 µ A to 6 mA.

voltage drop enlarges ripple and causes Vout drifting because DLBHC regulation re-

lies on Vout,min and the sampled ∆Vout. A high voltage drop from the ideal conver-

sion ratio can induce power losses, which are often referred to as conduction losses.

On the other hand, an insufficient voltage drop from the ideal conversion ratio can
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Fig. 4.36. Analysis and comparison between the measured step-up load
transient w/o Vturbo (left, from Fig. 4.34) and w/ Vturbo (right, from

Fig. 4.35).

lead to a faster clock speed. This forces the DLBHC to enter the fast-switching limit

at a lower load current level, therefore reducing the efficiency. This result empha-

sizes the value of the multi-ratio SC converter design, which could be combined

with the proposed DLBHC control for enhanced overall performance.

Fig. 4.33, Fig. 4.34 and Fig. 4.35 measure the transient response of the proposed

SC converter. In Fig. 4.33, a pulse wave is applied to Vturbo and covers the rising edge

of the 40 µA - 4 mA transient measurement. The measured current rising time is

25 ns and the Vturbo is applied 55 ns earlier than the rising of Iload. Therefore, an 80 ns

transient response speed is achieved. In Fig. 4.34, a pulse is applied to Vturbo in ad-

vance but does not cover the current rising edge. It takes 157 ns from the rising edge

of the pulse wave to the point where the load current reaches 6 mA. A very small
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Fig. 4.37. Analysis of measured step-down load transient (from
Fig. 4.34).

voltage drop during this process is observed with 168 mV Vpp including the ripple.

Compared with the intrinsic response, which is shown in Fig. 4.35 and Fig. 4.36,

Vturbo significantly enhances the transient performance by boosting the clock speed,

and DLBHC ensures the voltage regulation. This can be observed by comparing the

effective frequency extracted from ripple 1/Tripple and the effective VCO frequency

3/Tvco. Hence it allows a flexible dynamic trade-off between speed and efficiency at

the system level. The maximum frequency limit is set to 34 MHz for measurement

of 1.8V and has been demonstrated to operate correctly in both the steady-state and

transient state. This limit of frequency is about 10% higher than the frequency of

steady-state. Because of the high clock speed under heavy-load conditions, DLBHC

can respond rapidly to step-down steps. As it can be observed in Fig.4.37, DLBHC
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skips multi-clock cycles to recover the Vout. The larger overshoot compared to the

simulation is because of the parasitic inductance in the measurement setup. When

not in steady-state, the output of DFFs in Fig. 4.11, Φdown and Φup, are generating

clock edges to control the frequency. When steady-state is reached, Φdown and Φup

are also stopped, and this means the Φskip and Φpump have stopped triggering DFFs.

Hence, the overall behavior is similar to the simulation results in Fig. 4.23, Fig. 4.24

and Fig. 4.25.

4.4 Implementation with Centralized Multi-Phase DLBHC

Controller

4.4.1 Circuit Design

In addition to the distributed design, a centralized DLBHC control loop is pro-

posed. The overall structure of the proposed design is shown in Fig. 4.38. Delay

compensation circuits are inserted between the VCO and the DLBHC controller to

adjust the TD,VCO. Mode control is implemented to operate the charge pump in an

8-phase mode under light-load conditions, which guarantees a smaller ripple and

maintains constant efficiency. Moreover, pattern detection is implemented in the

frequency control loop to shorten the intrinsic transient response time to half of the

DLBHC operating frequency, which is one clock cycle.

4.4.2 Delay Compensations

It is not difficult to notice that the moment of measuring Vo,1 defines a sampling

window Tsample. In previous analysis, it is assumed that Loop 1 only triggers once for

each clock cycle, as is the case shown in Fig. 4.39(b). This is because the frequency

control is typically integrated with a VCO, which has a fixed phase for its output,
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and having only one LBHC Loop 1 operation makes the Tsample equal to the Tvco.

A stable zone is thus defined for planning the design of the distributed DLBHC. In

contrast, if LBHC Loop 1 is triggered multiple times, like the case depicted by Fig.

4.39(c), the TD would introduce an error between Tsample and Tvco, hence degrading
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the overall DLBHC performance. To explain this, at the end of one phase, because

the charge-sharing current decreases exponentially, the load current dominates the

variation of Vo. Therefore, for simplicity, the difference in sampled voltage caused

by the additional TD can be modeled as:

∆Vo,1 ≈ ∆Q
Co + ∑ C f ly

=
IoNTD

Co + ∑ C f ly
(4.27)
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Fig. 4.42. Simulated timing diagram of delay compensation during end
of load transient from 7 mA to 8 mA.
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Fig. 4.43. (a) Mode control circuit (b) Clock timing.

where N represents the number of additional LBHC Loop 1 triggers. Apparently,

∆Vo,1 reduces the effective ∆Vdeadzone during the transient response under heavy-

load conditions. Without having an effective ∆Vdeadzone, it cannot produce a cor-

rect Fh for the frequency controller. However, because the DLBHC loop can deter-

mine the relative frequency differences to the ideal frequency when the definition

of Tsample matches Tvco, this holds true even if multiple LBHC Loop 1 occurrences

are triggered. Compensation techniques hence are proposed to address this issue in

centralized DLBHC.
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Fig. 4.44. (a) State-detection (b) Frequency controller.
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4.4.3 Centralized DLBHC with Delay Compensation

Fig. 4.40 shows the detailed implementation of delay compensation circuits. Us-

ing the state C1 and C2 detected from the four phases Φ1, Φ′
1, Φ2, Φ′

2, which gen-

erated by phase interleaver, at the moment of triggering Φskip or Φpump, it selects

proper phase to compensate the delay, which is shown in Fig. 4.41.

As it is shown in the timing diagram Fig. 4.42, output clock phase Φc is dynami-

cally shifted at the rising edge of Φpump and Φskip. The sampling time Tsample1 hence

becomes close to the steady-state sample time Tsample2. Although having a limited

compensation resolution, which is half of the Tvco, it effectively compensates the

time offset TD, hence resulting in a higher load current. The TD is implemented at

the clock input port of the comparator, providing a time offset and eliminating the

potential glitches during delay compensation.

4.4.4 Dual-Mode Operations

Although multiphase design can reduce ripple, it generates stress on the con-

troller as a higher frequency is required to operate the additional phases. However,

it’s possible to reduce the sampling rate of the DLBHC loop without degrading sta-

bility. This is due to the fact that a single DLBHC sample can extract the relationship

between pumped charge and consumed charge, hence generating a proper Fh. The

dual-mode design is hence proposed in this paper. As shown in Fig. 4.43, two D-

Flip-Flops monitor the phase changes, which switch the charge pump to 4-phase

mode under heavy load conditions when TD becomes comparable to Tvco, thus ex-

tending the load current range. Meanwhile, with a light-load current, a low Vmode

enables the 8-phase mode for a smaller ripple. Additional clock signals would be

directly passed through Vpump2 without triggering DLBHC operations, thus main-

taining a constant sampling frequency.
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4.4.5 Frequency Control Design

The proposed frequency control is implemented by a charge pump which con-

trols the biasing voltage of VCO, as shown in Fig. 4.44b. With a single clock input,

the mismatch between different VCO phases is less significant, hence a delay gate

based oscillator is used [27] to implement the VCO. This provides a much wider

tuning range and is more efficient at low frequencies due to the removal of the level

shifter. Ideally, the average transient response time of the proposed DLBHC control

can be minimized to one clock cycle under light-load conditions. This is because the

DLBHC operates for every 2 clock cycles in 8-phase mode, hence 1 clock cycle is the

average time to respond to the transient. Therefore, to achieve this response time,

we implement flip-flop-based state detection, as shown in Fig. 4.44a. As the light-

to-heavy load transient triggers multiple Vpump continuously, it triggers Vturbo1 and

hence triggers Vturbo to maximize the frequency. The Vturbo,ext also accepts external

requests for active transient behavior. Moreover, the state-detection also filters out

noise signals from Vpump and Vskip that do not follow a steady-state, thus improving

the accuracy of frequency regulation.

4.4.6 Measurement Results

Fig. 4.45 shows the microphotograph of the implemented chip. The proposed

converter is implemented with 180-nm technology. There are a total of 16 flying

capacitors, each has a capacitance of 86.6pF. Two flying capacitors constitute one

phase. Meanwhile, a 144 pF output capacitor is selected to store the charges at the

output node.

Fig. 4.46 shows the load regulation of the proposed chips. The peak power

efficiency is 68.1%. Over 65% efficiency is maintained from 5.3 µW to 6.9 mW output

power thanks to the proper controller power-frequency, as shown in Fig. 4.47. The
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Fig. 4.45. Chip microphotograph.

Fig. 4.46. Load regulation and efficiency.

PDLBCH+DC refers to the power consumed by the delay compensation circuit and

the core DLBCH loop. The PFC refers to the power consumed by the frequency

control. The lower boundary is mainly extended by the delay gate based VCO, and

the proposed delay compensation enhances the heavy load performance.
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Fig. 4.47. Frequency and power consumption of controller.

Fig. 4.48 and Fig. 4.49 show the transient performance of the DLBCH controller.

The intrinsic response time is scaled with the operating frequency, which is an in-

evitable trade-off between light efficiency and speed. But the DLBCH loop can

reduce the average transient time down to half of the DLBCH loop operating fre-

quency, which is one clock cycle in 8-phase mode. For example, the frequency at 0.3

mA load current is measured to be 5.38 MHz, giving a 185.9 ns clock period. And

statistics of the transient time from 0.3 mA - 3 mA, as shown in Fig. 4.49, also prove

this point. For higher demands of transient speed, external Vturbo can be applied to

boost the clock in advance, as shown in Fig. 4.50.

Fig. 4.51 shows the detailed power consumption obtained from measurement.

With 13% of power loss can be calculated as the charge sharing loss PCS, 6% of

other power losses exists in the charge pump conversions Pother, which includes

the parasitic and the power of phase interleaved. Meanwhile, 5% is consumed by
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Fig. 4.48. Transient response without external activation.

the frequency control loop PFC, including the VCO. An 8% power, PDLBCH+DC, is

required by the DLBCH controller loop and the delay compensation circuits.

By comparing the performance with state-of-the-art design using Table 4.1, the

power density is improved compared with the previous DLBCH controller [94]. Al-

though controller complexity limits efficiency, this research still demonstrated a path

to improving the current range and power density of DLBCH control, which might

be further enhanced with an advanced technology node.

4.5 Comparison of the Performance

Table 4.1 compares the results with the state-of-the-art research. Without proper

controller power scaling, it is challenging to maintain good efficiency over a wide

load current range [42, 72]. While the overall efficiency can be enhanced by large
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Fig. 4.49. Histogram of the response time.

`

Fig. 4.50. Transient response with external activation.
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Fig. 4.51. Break down of power conversion efficiency at 1 mA load
current.

flying capacitors and scalable parasitic redistribution techniques [42], or accurate

topology conversion ratio [72], constant controller power consumption would de-

grade the light load performance due to a fixed controller frequency. While [3, 46]

scales the power according to load currents, [3] requires eight comparator opera-

tions per phase, which is less efficient than our proposed DLBHC design that uses 2

comparator operations per phase. Pseudo clock frequency [46] works well in hun-

dreds of milliwatts output levels with the off-chip design, which shows comparable

load ranges with our design. However, switching between limited fixed frequency

clock inputs cannot match the frequency perfectly and impacts the efficiency when

the optimum frequency loactes between the clock inputs. In [93], the central DLBHC

controller with phases interleaving consumes excessive power, limiting the overall

power conversion efficiency. Therefore, the proposed DLBHC loop delivers bet-

ter performance in maintaining the efficiency under different load levels, which is
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TABLE 4.1: Comparison of Performance

TPE 19 [72] TCAS-I 14 [46] JSSC 16 [42] TVLSI 17 [3]
This work
Centralized
DLBHC [93]

This work
Distributed
DLBHC [60]

Process 250 nm 55 nm 40 nm 180 nm 180 nm 180 nm

Cc f ly 10 nF 2×100 nF
(off-chip) 10 nF 1.5 nF 1.369 nF 1.336 nF

Cout 0 1000 nF
(off-chip) 0 2 nF (off-chip) 0.144 nF 0.07 nF

Area
(mm2) 7.14 1.32 2.2 0.495 1.79 1.85

Topology Asymmetrical
Shunt: 187 Ratios 1/3 1/2 1/2 1/2 1/2

Input
Voltage (V) 3.3 3.3 1.855 - 2.07 1.8 1.8 1.4 - 1.8

Output
Voltage (V) 0.4 - 2.8 1 0.9 0.8 0.75 0.62 - 0.81

Pout,max
(mW)

14.5 ∗

(10 mA & 1.45 V) 250 3.85 5 6.9 5

Pout/C f ly
(mW/nF) 1.45 2.5 0.385 3.33 5.04 3.74

Power Density
(mW/mm2) 2.03

189.4
(excluding

off-chip caps.)
1.75 10.1 3.85 2.7

Iload (mA)
w/ Eff. >75%

0.5 - 10 (20x)
@ 1.5 V Vout

1∗ - 250 (250x) 0.1 - 4.28
(42.8x)∗

0.22 - 7
(31.8x)∗ none 0.028 - 6.4 (228x)

Iload
Step (mA) 0 - 7 25 - 70, 70 - 130 0 - 4.25 0.2 - 2 0.03 - 3 0.04 - 4, 0.01 - 6

Response
Time 1.5 µs

20 µs
@ 25 - 70 mA

7 µs @ 70 - 130 mA
8 ns

250 ns ∗

≈ 1
fsw

185.9 ns
(w/ Turbo)

≈ 1
fsw

(w/o Turbo)

80 ns @ 0.04 - 4 mA
157 ns @ 0.01 - 6 mA

(w/ Turbo)
≈ 1

fsw
(w/o Turbo)

Vpp (mV)
@ Up Tran. 180∗

100∗

@ 25 - 70 mA
80∗

@ 70 - 130 mA

48∗ 66∗ 300∗ 151 @ 0.04 - 4 mA
168 @ 0.01 - 6 mA

FoM
(mV*nF/mA) 257

2666
@ 25 - 70 mA

1600
@ 70 - 130 mA

112.9 128.3 152.8 53.6 @ 0.04 - 4 mA
39.4 @ 0.01 - 6 mA

* Estimated number from paper
FoM =

CtotalVpp,tran
Istep

over 75% efficiency in 228× load current ranges. In terms of transient response,

because the worst-case intrinsic transient response speed is proportional to switch-

ing frequency fsw, it is inevitably limited by the low-power constraint in light-load

conditions. However, once the load requires a fast transient response by sending a
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pulse Vturbo, the frequency is actively boosted. The overall Figure of Merit (FoM)

of the turbo mode is better than the high-speed LBHC used in [42] and other de-

signs [3, 46, 72, 93].

4.6 Discussions

In this chapter, while keeping the robustness of conventional LBHC control, the

idea of adding a secondary LBHC to detect the frequency with a minimum of two

samples per clock cycle is analyzed and demonstrated. Because this mechanism de-

couples load voltage regulation stability from operating frequency, it allows external

adjustment of the performance to provide a fast active transient response. Also, by

guiding the frequency and power scaling through DLBHC’s operation, a consistent

efficiency over a wide load current range is achieved. The delay time required for

designing a stable DLBHC loop is also analyzed by studying the boundary condition

of DLBHC operation. Overall, our prototype design demonstrated a 75% efficiency

over a 30µA - 6.4 mA load current range for the distributed DLBHC design, which

is significantly wider than other state-of-the-art designs, and a fast active transient

response. As this research mainly focuses on controller design, this makes it a com-

petitive candidate when combining other performance optimization techniques to

build high-performance PMIC system designs for always-on IoT applications.
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Chapter 5

Conclusion

In this thesis, the design challenges that exist in the always-on IoT applications

are addressed from two aspects: First, for the efficient operations of SCPC under

ultra-low voltage and power conditions, the chapter 3 of this thesis pointed out

that the transistor on-resistance as the crucial parameter plays an important role

in the overall performance of power converters. Because of the constraints on the

power level, trade-offs in the entire system become crucial when investigating the

effective approaches for boosting the performances. Therefore, by comparing the

different approaches for optimizing the transistor performance, it has been figured

out that the proposed gate voltage optimization methods can achieve the targeting

on-resistance with minimal costs, hence achieving competitive overall power con-

version efficiency in measurement even if conventional topologies are adopted to

demonstrate the concept.

Meanwhile, to address the challenges of standby power conversion efficiency

and transient speed in wake-up events in IoT sensors, a dual lower bound hysteretic

control method is described in 4. The proposed method minimizes the power con-

sumption of the hysteretic control loop to 2 comparisons per phase and converts

the state of operation to the difference between the optimum state and current state,

hence guiding the frequency control loop optimized the power conversion efficiency
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under light-load condition by scaling the frequency. Also, due to the isolation pro-

vided by the DLBHC loop, the frequency of SCPC is allowed to be controlled and

boosted adaptively by external circuits, hence achieving a fast transient response in

wake-up events. To better demonstrate the concept, a centralized and a distributed

DLBHC are implemented, and it is proven that the distributed design has higher

efficiency because the controller is less complicated.

Overall, by demonstrating the effectiveness of these two fundamental techniques

for enhancing the performance of SCPC in IoT applications, we demonstrated how

it improves performance over conventional approaches. As it is compatible with

many state-of-the-art efficiency optimization techniques, we hope that this thesis

can enable wider applications of SCPC in various IoT applications, which need to

combine multiple techniques to formulate a sophisticated design.
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