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Chapter 1

Introduction

1.1 Background

This section describes the history of mobile networks and delay-sensitive applications.

1.1.1 Mobile Networks

Mobile networks have continuously evolved over the decades. The main radio tech-

nologies and signature services of each generation are listed in Table 1.1. The initial

mobile networks, called first generation (1G) networks, are realized by analog com-

munication. The main service of 1G is voice. In second generation (2G) networks and

those that followed, digital communication is used instead of analog communication.

This digital communication led to the concept of packet-based communication, and

e-mail service was launched. Third generation (3G) networks are based on an all Inter-

net protocol (IP) network infrastructure and use advanced radio access technologies,

such as multiple-input and multiple-output (MIMO). With the evolution of the mobile

network, in fourth generation (4G) networks, represented by long term evolution (LTE)

and LTE-Advanced, video streaming services became available on mobile phones.

The history of mobile networks in detail is shown in Fig. 1.1, particularly in terms
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Table 1.1: Main technologies and signature services of each generation.

Generation Main technologies Signature services

First generation (1G)

1980 - 1990 years

Analog Voice

Second generation (2G)

1990 - 2000 years

Digital Packet communication (e-mail)

Third generation (3G)

2000 - 2010 years

Digital IP communication 

Fourth generation (4G)

2010 - 2020 years

LTE and LTE-Advanced High bit rate services such as 

video streaming

1G 2G 3G 4G

AMPS

TACS

NMT

HICAP

Analog Digital

TDMA

GSM

PDC

cdmaOne

GPRS

PDC-P

EDGE

WCDMA

TD-SCDMA

CDMA2000

HSPA

1xEV-DO

LTE

TD-LTE

LTE-Advanced

LTE-Advanced-Pro

< 100 kbps < 2 Mbps < 100 Mbps < 1 Gbps

1990 2000 2010 20201980

< 2 kbps

Figure 1.1: History of mobile networks.

of radio access technologies.

1G was applied to commercial automobile telephones around 1980 [2,3]. In Japan,

Nippon Telegraph and Telephone Corporation (NTT) started an automobile telephone

service with a high capacity (HICAP) method in 1979. Europe also started the

commercialization of mobile networks with the Nordic mobile telephony (NMT) 450

method in 1981 [4]. In the United States, the commercialization of mobile networks

2



with advanced mobile phone service (AMPS) method was started in 1983 [5]. The

United Kingdom started the commercialization of mobile networks with the total

access communication system (TACS), which is an AMPS-based technology. 1G was

based on analog transmission and was limited to voice services. Since the mid-1980s,

the downsizing of mobile terminals has progressed, enabling us to carry the mobile

terminal.

2G, which emerged in the early 1990s, introduced digital transmission via radio

link. The main service of 2G was still voice. In addition, 2G provided users with data

services. The representative technology of 2G is the global system for mobile commu-

nications (GSM) [6], jointly developed by a large number of European countries. In

the United States, digital AMPS (D-AMPS) [7] was developed and introduced in 1991.

In 1993, personal digital cellular (PDC) was introduced in Japan. These methods can

both be categorized as time division multiple access (TDMA), which allows multiple

users to utilize the same frequency channel by dividing the signal into different time

slots [8]. Code-division multiple access (CDMA) was developed in 1996 [9]. CDMA

is an example of multiple access, where multiple transmitters can send data simul-

taneously over a single radio channel. This characteristic of CDMA allows multiple

users to share a band of frequencies. As the downsizing of the mobile terminal has

been further progressed, users have been able to carry smaller and lighter mobile

terminals. Digitalization has allowed users to receive not only voice services but also

data services. The circuit-switched system was used to realize data services; further,

the data rate of the system ranges from 9.6 kbps to tens of kbps. Packet-switching

systems then came to use in the main system: PDC packet (PDC-P) [10] and general

packet radio service (GPRS) [11].

3G was introduced in the early 2000s. 3G provides users with high-quality

3



mobile services and high-speed transmission. 3G uses the international mobile

telecommunications-2000 (IMT-2000) [12] specifications by the International Telecom-

munication Union (ITU) as radio access technology. The representative technologies

of IMT-2000 are wideband CDMA (WCDMA) [13] and CDMA2000 [14]. The max-

imum transmission rates of WCDMA and CDMA2000 are 384 kbps and 144 kbps,

respectively. GSM evolution (EDGE), which is GSM-based radio technology, en-

hanced the data rate to a maximum of 384 kbps. Time-division synchronous CDMA

(TD-SCDMA) is an air interface found in China as an alternative to W-CDMA. Users

can send text, pictures, and movies with this technology in 3G. The concept of the

best effort that adaptively selects transmission rate in accordance with radio qual-

ity was introduced as 3.5G. In 3.5G, CDMA2000 was enhanced, and the enhanced

CDMA2000 was called evolution data optimized (1xEV-DO) [15]. 1xEV-DO was

introduced in 2003 in Japan. The maximum downlink rate of 1xEV-DO is approxi-

mately 2.4 Mbps. WCDMA was also enhanced, namely as high-speed packet access

(HSPA) [16]. HSPA was introduced in 2006 in Japan. The maximum downlink rate

of HSPA is approximately 14 Mbps.

In 4G, which is represented by LTE and LTE-Advanced, LTE has followed in

the steps of HSPA, providing users with higher efficiency and further enhanced user

experience [17, 18]. For example, its targets for maximum throughput in terms of

uplink and downlink are 50 Mbps and 100 Mbps, respectively, when bandwidth is

20 MHz. The target delay budget of the radio section is 10 ms. In LTE release 8,

orthogonal frequency-division multiplexing (OFDM) is the downlink multiple access

schemes, while single-carrier frequency-division multiple access (SC-FDMA) is the

uplink multiple access scheme. Bandwidth extension in LTE-Advanced is supported

by carrier aggregation. Carrier aggregation allows mobile networks to provide band-
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widths of up to 100 MHz, enabling a maximum transmission rate in excess of 1 Gbps

in downlink and 500 Mbps in uplink [19]. LTE-Advanced-Pro is a development of

LTE-Advanced that supports transmission rates in excess of 3 Gbps using 32-carrier

aggregation. Time-division LTE (TD-LTE) that is familiar with TD-SCDMA does not

require paired spectrum because both transmit and receive occur on the same channel.

It is possible to dynamically change uplink and downlink radio capacity to match

demand.

The developments of mobile network components are described in Fig. 1.2.

The 1G network consists of a radio access network (RAN), circuit switching core

network (CN), and fixed telephone network. The RAN includes a base station to

connect mobile phones. Mobile phones connect to the fixed telephone network via

RAN and the circuit switching CN. The 2G network components are the same as the

3G network components. The key change in the system from 1G is that a packet

switching domain is added in the 2G CN. The packet switching domain connects to

the Internet. Therefore, mobile phone users can receive some application services

provided by content providers through the packet switching CN. 4G networks based

on LTE support only the packet switching domain. In 4G, telephone services with the

circuit switching domain were discontinued, and voice over LTE (VoLTE) services

that send voice with the packet switching domain have been started.

Discussions on fifth generation (5G) mobile networks began during 2012. In

5G, new radio (NR) access technology has been discussed [20–22]. 5G NR was

designed to be the global standard for the air interface of 5G networks. The Third

Generation Partnership Project (3GPP) provides the technical details of NR in the

3GPP specification 38 series [23]. In 5G NR, it is assumed that two different frequency

ranges are utilized. First, there is frequency range one (FR1), which includes sub-6
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1G 2G & 3G 4G

Fixed telephone 

network

Circuit switching

CN

RAN

Circuit switching

domain

Packet switching

domain

CN

Fixed telephone 

network

RAN

Fixed 

telephone 

network
Internet

Internet

VoLTE

Packet switching CN

(EPC)

RAN

CN: Core network

RAN: Radio access network

VoLTE: Voice over LTE

EPC: Evolved packet core

Figure 1.2: Developments of mobile network components.

GHz frequency bands from 410 Mhz to 7125 MHz [24]. The other is frequency

range two (FR2), which includes frequency bands from 24.25 GHz to 52.6 GHz,

called millimeter wave frequencies [25]. Although high-frequency bands, such as this

millimeter wave range, have shorter ranges, FR2 provides higher available bandwidths

than bands in FR1.

5G NR has two deployment modes: non-standalone (NSA) mode and standalone

(SA) mode, as shown in Fig. 1.3. The main difference between the NSA and SA modes

is that NSA mode anchors the control signaling of 5G for a user equipment (UE) to

the 4G base station, and in SA mode, the 5G base station is directly connected to the

5G core network. In SA mode, both the control signaling and data pass through the

5G base station to access the 5G core network. The initial phase of 5G NR is assumed

to be constructed with the NSA mode. 5G NR is then constructed with the SA mode.

The SA mode includes the new 5G packet core architecture instead of relying on the
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NSA mode SA mode

4G

EPC

4G

LTE

5G

NR

UE

4G

EPC

4G

LTE

5G

NR

UE

5G

Core

Data plane

Control plane

Figure 1.3: Deployment mode of 5G NR (NSA and SA modes).

evolved packet core (EPC). When the migration has completed, 5G NR can realize

better efficiency and lower cost and advance the development of new use cases.

In addition, 5G use cases also have been discussed. The International Telecom-

munication Union Radiocommunication Sector (ITU-R) has defined three main use

cases for 5G, as shown in Fig. 1.4; they are enhanced mobile broadband (eMBB),

ultra-reliable low latency communications (URLLC), and massive machine-type com-

munications (mMTC) [26].

eMBB provides greater bandwidth complemented with moderate latency improve-

ments on 5G NR. This will help to develop mobile broadband use cases, such as

emerging augmented reality (AR), virtual reality (VR), ultra-high definition (UHD),

and 360-degree streaming video. URLLC focuses on delay-sensitive applications,

such as self-driving cars and remote management. Industries have high expectations

for URLLC. mMTC focuses on services that have strong requirements for connection
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5G

eMBB

mMTC URLLC

High data rates, high traffic volumes

Massive number of devices,

low cost, low energy consumption

Very low latency,

Very high reliability and availability

Figure 1.4: High-level 5G use case classification.

Table 1.2: Orders of expected response times.

Case Reaction time

Web browsing 1 s

Voice 100 ms

TV 10 ms

VR 1 ms

density, such as smart cities and Internet of Things (IoT).

1.1.2 Delay-Sensitive Applications

Mobile networks enable devices to use applications for remote control in addition to

conventional applications, such as voice and video streaming. The order of expected

response time for each application is shown in Fig. 1.2 [27].

According to [28], the ITU Telecommunication Standardization Sector (ITU-T)

8



argues the following. In the case of interactive web browsing, the maximum tolerable

response time is approximately 1 s. When response time for interactive web browsing

is less than a few hundred milliseconds, users find good satisfaction in the interactive

web browsing.

The maximum tolerable response time for voice is approximately 100 ms. As an

example of VoLTE, to realize natural conversation, voice packets must be delivered

within 100 ms. If the interval between pictures when watching television (TV) is less

than 10 ms, the user will be satisfied with the quality of the TV. It is expected that the

latency of video streaming is also less than 10 ms.

In the case of a moving head-mounted virtual reality (VR) device, users are

not satisfied by the quality of service when the time until additional information is

displayed on the VR device is greater than human reaction time; the required response

time is within 1 ms when mobile networks are used to acquire additional information

displayed on a VR device.

Mobile networks enable individual devices, such as robots, vehicles, drones, and

sensors, to exchange real-time information to control devices remotely. As an example

of remote control, there is automation in industries. A 3GPP report identified a set

of performance targets for industrial automation using 5G [29]. Table 1.3 lists the

industrial automation performance requirements for 5G [1]. As shown in Fig. 1.3, all

use cases require high availability and low latency. Service availability, described as

Availability in Fig. 1.3, refers to the percentage of time for the end-to-end commu-

nication service is delivered. Cycle time is the time from when a device generates a

command to when the device receives an acknowledgment message from a sensor or

actuator. Therefore, it is expected that the latency over the network for transmission

must be at least lower than the cycle time.

9



Table 1.3: Performance targets for industrial automation [1].

Use case Availability Cycle 

time

Assumed

payload size

# of 

devices

Assumed 

service area

Motion 

control

Printing 

machine

> 99.9999 % < 2 ms 20 Byte > 100 100 m * 100 

m * 30 m

Machine 

tool

> 99.9999 % < 0.5 ms 50 Byte < 20 15 m * 15 m 

* 3 m

Packaging

machine

> 99.9999 % < 1 ms 40 Byte < 50 10 m * 5 m 

* 3 m

Mobile 

robots

Cooperative 

motion 

control

> 99.9999 % 1 ms 40 -250 

Byte

100 < 1 km2

Video-

operated 

remote 

control

> 99.9999 % 10 - 100 

ms

15 - 150 

Byte

100 < 1 km2

Mobile 

control 

panels with 

safety 

functions

Assembly 

robots or 

milling 

machines

> 99.9999 % 4 - 8 ms 40 - 250 

Byte

4 10 m * 10 m

Mobile 

cranes

> 99.9999 % 12 ms 40 - 250 

Byte

2 40 m * 60 m

Process automation > 99.99 % > 50 ms Varies 10000 devices per km2

When controlling industrial robots moving rapidly, an end-to-end delay of below

1 ms per sensor is required because the cycle time must be below 2 ms [27]. Fig-

ure 1.5 gives a breakdown of cycle time. Assuming that each delay of robotic device

processing and cloud and application processing is 250 µs, the robotic motion control

system equates to 500 µs of one-way air interface delay. Using mini-slots, which are

the minimum scheduling unit [30,31], 5G NR can potentially deliver a packet in below

500 µs.

As another example of remote control, there is a connected car application for

avoiding road traffic collision. Road traffic collisions are an extremely serious issue

worldwide. According to the World Health Organization (WHO), the number of road
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Figure 1.5: Delay breakdown for robotic motion control.

traffic deaths has now grown to 1.25 million per year [32]. In Japan, where drivers

keep to the left side of the road, the number of fatalities is 4,000 per year, and road

traffic collisions occurring in blind spots, such as right-turn collisions and rear-end

collisions, account for 74% of all accidents [33].

In an attempt to decrease the occurrence of road traffic collisions, driving safety

systems with sensors, such as vehicle-mounted cameras and vehicle radar, for detecting

pedestrians and vehicles have been deployed. However, these systems cannot detect

vehicles and pedestrians in blind spots, such as at sharp bends and blind intersections.

To mitigate road traffic collisions at intersections, connected cameras are allocated

11



around an intersection. Mobile networks, such as LTE networks, have attracted

a great deal of attention as platforms for detecting vehicles and pedestrians at an

intersection [34–36].

By using mobile networks, a connected car service can collect real-time informa-

tion, such as an image from around the intersection and the locations of vehicles, from

connected devices, such as road side cameras and vehicles. This real-time information

can help drivers to avoid road traffic collisions. For example, a road traffic collision

avoidance scheme with road-side cameras was proposed in [37]. In London [38] and

Beijing [39], many cameras have been deployed for surveillance in public spaces. In

the future, these cameras may be utilized for vehicle traffic control.

For guaranteeing effective connected car services, it is important to deliver a data

block within a certain maximum tolerable delay (called a deadline in this dissertation).

The network requirements for connected cars are listed in Table 1.4. This research

assumes LTE vehicle-to-everything (V2X) services, such as vehicle-to-vehicle (V2V),

vehicle-to-pedestrian (V2P), and vehicle-to-infrastructure (V2I). 3GPP stipulates that

the deadline for an urban intersection is 100 ms and that the arrival ratio within the

deadline is more than 95% [40].

1.2 Orientation of Research

This research aims to establish network resource management of mobile networks

for delay-sensitive applications. It is assumed that IoT devices using delay-sensitive

applications, such as drones, vehicles, robots, and monitoring cameras, send a request

message to a server for delay-sensitive applications and receive a reply message from

the server, as shown in Fig. 1.6. The request message includes information such as

12



Table 1.4: Network requirements for a connected car.

Effective 

distance

Absolute 

speed of a 

UE 

supporting 

V2X 

Services

Relative 

speed 

between 2 

UEs 

supporting 

V2X 

Services

Maximum 

tolerable 

latency

Minimum radio layer 

message reception 

reliability (probability 

that the recipient gets 

it within 100ms) at 

effective distance

Example 

Cumulative 

transmission 

reliability

#1 

Suburban and major 

road

200 m 50 km/h 100 km/h 100 ms 90% 99%

#2 

Freeway and 

motorway

320 m 160 km/h 280 km/h 100 ms 80% 96%

#3

Autobahn

320 m 280 km/h 280 km/h 100 ms 80% 96%

#4 

(NLOS and urban)

150 m 50 km/h 100 km/h 100 ms 90% 99%

#5 

Urban intersection

50 m 50 km/h 100 km/h 100 ms 95% -

#6 

campus and 

shopping area

50 m 30 km/h 30 km/h 100 ms 90% 99%

#7 

Imminent crash 

20 m 80 km/h 160 km/h 20 ms 95% -

location information and sensing information. The reply message includes control

information for controlling the behavior of the IoT devices. In this research, a flow

that consists of both request flow and reply flow is defined as cycle flow. This research

contributes to guaranteeing deadline constraints of the cycle flow. The main research

topics discussed in this dissertation are as follows:

• Scheduler technique on a base station

• Bandwidth assignment technique on a base station and gateway

The scheduler technique for delay sensitive applications on a base station includes a

priority control and deadline coordination function. In this research, priority control

means a method for deciding the priority of the cycle flow in accordance with the

application characteristics, such as deadline and data size, and the network conditions,
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Figure 1.6: Cycle flow.

such as the fluctuation of radio quality. The deadline coordination function is a

method for allocating uplink and downlink deadlines to each link in accordance with

the deadline of the cycle flow and congestion levels of uplink and downlink radio

sections.

The bandwidth assignment technique on a base station and gateway assigns a

bandwidth with maximum bit rate (MBR) control based on throughput feedback,

which is intended for uplink flow to collect information from various IoT devices.

1.3 Chapter Organization

The chapter organization is illustrated in Fig. 1.7. The following chapter describes

the mobile network architecture assumed in this research and conventional network

resource management methods, i.e., scheduling techniques with priority control on

evolved NodeB (eNB) and bandwidth assignment techniques with MBR control on

eNB and the serving gateway and packet data network gateway (S/P-GW).
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Chapter 3 proposes a scheduler implemented on eNB for cycle flow. The proposed

scheduler decides the priority in accordance with the application characteristics, such

as deadline and data size, and the network conditions, such as the fluctuation of radio

quality. Network simulations confirm that the proposed scheduler achieves better

performance than conventional schedulers. The scheduler proposed in Chapter 3 was

first presented in [41].

Chapter 4 proposes a method for allocating uplink and downlink deadlines to each

link in accordance with the deadline of the cycle flow and congestion levels of uplink

and downlink radio sections. Network simulations confirm that the introduction

of the proposed method into the scheduler proposed in Chapter 3 achieves better

performance than the proposed scheduler alone. The method proposed in Chapter 4

was first presented in [42].

Chapter 5 proposes a bandwidth assignment method with MBR control based on

throughput feedback, which is intended for uplink flow to collect information from

various IoT devices. The proposed bandwidth assignment method enables cellular

networks to assign adaptive bandwidth to uplink flow on a base station and gateway. It

is clarified that a conventional model-based MBR control method achieves worse per-

formance in the presence of disturbances, such as radio quality fluctuation. Numerical

simulations confirm that the proposed bandwidth assignment method achieves better

performance because the feedback controller maintains the effective throughput at a

target level by considering disturbances. The bandwidth assignment method proposed

in Chapter 5 was first presented in [43].

Finally, Chapter 6 summarizes the findings of this research.
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Figure 1.7: Chapter organization.
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Chapter 2

Network Resource Management in Mobile

Networks

2.1 Architecture

The LTE reference architecture [44], called an evolved packet system (EPS), is shown in

Fig 2.1. The LTE reference architecture consists of UE, an evolved universal terrestrial

radio access network (E-UTRAN) [18], which deals with technology related to a radio

access network, and an evolved packet core (EPC), which deals with technology

related to a core network. As shown in Fig. 2.1, EPC entities are serving gateway

(S-GW), packet data network gateway (P-GW), mobility management entity (MME),

home subscriber server (HSS), policy and charging rules function (PCRF), subscriber

profile repository (SPR) [45], offline charging system (OFCS) [46], and online charging

system (OCS) [47]. A packet data network (PDN) is an internal or external Internet

protocol (IP) domain of the operator that a UE wants to communicate with, and it

provides a UE with services, such as the IP multimedia subsystem (IMS).

A UE connects to an eNB over the LTE-Uu interface and transmits and receives data

from an application server on a PDN. The eNB provides UEs with radio interfaces and
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Figure 2.1: LTE reference architecture.

performs radio resource management functions, including power control, scheduling,

handover, connection monitoring, traffic measurement, and connection establishment.

The roles of the EPC entities are listed in Table 2.1.
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Table 2.1: EPC entities.

Entity Description
S-GW An S-GW terminates the interface towards the E-UTRAN. It serves as

the local mobility anchor point of data connections for inter-eNB and

inter-3GPP handover.
P-GW A P-GW serves as a gateway to access to an external PDN. It assigns

an IP address from the address space of the PDN to a UE. It serves as

the mobility anchor point for handover between 3GPP and non-3GPP. It

performs charging based on the policy and charging control (PCC) rules

provided by a PCRF. Mobile operator can co-locate an S-GW and P-GW

into one device, which is called an S/P-GW.
MME An MME is the main control entity for the E-UTRAN. The MME com-

municates with an HSS for user authentication and user profile download.

The MME provides UEs with EPS mobility management, including pag-

ing and handover, and EPS session management functions.
HSS An HSS is a central database where user profiles are stored. The HSS

provides the MME with user authentication information and user profiles.
PCRF The role of a PCRF is policy and charging control. The PCRF makes

policy decisions based on subscription information provided by SPR and

provides the P-GW with the PCC rules, such as quality of service (QoS)

and charging rules.
SPR An SPR provides the PCRF with subscription information, such as access

profile per subscriber.
OFCS An OFCS provides charging information based on charging data record

(CDR), which is a formatted collection of information about a chargeable

telecommunication event. In general, offline charging is used in postpaid

plans.
OCS An OCS is a system for charging based on service usage in real-time. In

general, online charging is used in prepaid plans.
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Figure 2.2: Protocol stack for user plane.

Figures 2.2 and 2.3 show protocol stacks for user plane and control plane, respec-

tively. L1 and L2 shown in Figs. 2.2 and 2.3 represent layer 1 and layer 2, respectively.
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The LTE-Uu interface is an interface for the user and control planes between a

UE and an eNB. The connection for the control plane over LTE-Uu is the radio re-

source control (RRC) connections represented by signaling radio bearers (SRBs). In

addition, a non-access stratum (NAS) protocol over the LTE-Uu interface performs

mobility management and bearer management functions. The data plane connec-

tion over LTE-Uu is the logical channels represented by data radio bearers (DRBs).

The packet data convergence protocol (PDCP) over the LTE-Uu interface performs

header compression, packet reordering, and retransmission to provide efficient data

transmission over the radio section. In the transmission, the radio link control (RLC)

protocol over the LTE-Uu interface constructs an RLC protocol data unit (PDU) and

provides the medium access control (MAC) layer with the RLC PDU. The RLC pro-

tocol on the receiving side constructs the PDCP PDU from the received RLC PDU.

The RLC protocol has three modes for reliability: transparent, acknowledged, and

unacknowledged.

The MAC layer is located between the RLC layer and physical (PHY) layer. The

MAC protocol supports multiplexing and de-multiplexing between logical channels

and transport channels, as the MAC protocol is connected to the RLC layer through

logical channels and to the PHY layer through transport channels. The MAC layer

supports QoS control by scheduling with priority. The MAC scheduler dynamically

allocates radio resources to UE in accordance with each priority.

The X2 interface is an interface for the user and control planes between two eNBs.

The X2 interface is mainly used for X2 handover between two eNBs. When X2

handover is executed, X2-AP over the X2 interface is used as a protocol for the control

plane. X2-AP enables an LTE network to support UE mobility. Then, GPRS tunneling

protocol user plane (GTP-U) over the X2 interface is used as a protocol for the data
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plane to forward data from source eNB to target eNB.

The S1-U interface is an interface for the user plane between an eNB and S-GW. A

GTP-U protocol over the S1-U interface is used to transmit user data. The S1-MME

interface is an interface for the control plane between an eNB and MME. The S1-AP

protocol over the S1-MME is used to control the eNB. The S1-AP protocol supports

UE context management. The S1-AP protocol delivers the initial UE context to the

eNB to set up an E-UTRAN radio access bearer (E-RAB). Modification or release of

the UE context is also managed by the S1-AP protocol.

The S11 interface is an interface for the control plane between an S-GW and

MME. A GPRS tunneling protocol control plane (GTP-C) over the S11 interface is

used to exchange control messages. The GTP-C protocol is a protocol for supporting

the exchange of control information for creation, modification, and termination of

GTP tunnels. The GTP-C protocol creates tunnels for data forwarding in the case of

handover. The GTP-C protocol is used over the S5 and S8 interfaces for the same

purposes.

S5 and S8 are the same interface, and both interfaces are interfaces for the control

plane and user plane between an S-GW and P-GW. The S5 interface is used in the

network internally, while S8 is used when roaming between different operators. A

GTP-U protocol over the S5 or S8 interface is used to forward user data, and a GTP-C

protocol is used for the control plane.

A diameter protocol over S6a, Sp, Gx, Gy, and Gz is used for the control plane.

The diameter protocol is a protocol for authentication and authorization. S6a in an

interface for the control plane between an HSS and MME. The S6a interface is used

to exchange user subscription and authentication information. The Sp interface is

an interface for the control plane between a PCRF and SPR. The Gx interface is an
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interface for the control plane between a P-GW and PCRF. The PCRF sends policy

control and charging rules to the P-GW over the Gx interface to support both QoS and

charging controls. The Gy interface is an interface for the control plane between an

OCS and P-GW. The Gy interface is used to transfer charging-related information.

The Gz interface is an interface for the control plane between an OFCS and P-GW.

The Gz interface enables the transport of service data flow-based offline charging

information, and then the GTP’ protocol is used over the Gz interface. The GTP’

protocol supports CDR transfer from the P-GW to the OFCS.

The SGi interface is defined between a P-GW and PDN for the control and user

planes. An IP packet without the GTP header in the user plane is sent to the PDN.

For the control plane, a dynamic host configuration protocol (DHCP) and remote

authentication dial-in user service (RADIUS) over the SGi interface are used.

2.2 Scheduling Techniques on an eNB

In LTE networks, a scheduler is implemented at the MAC layer of an eNB, as shown

in Fig. 2.4. The MAC scheduler consists of functions for priority control and resource

allocation. The priority control function decides the priority of each UE in accordance

with a QoS policy from the PCRF, the radio quality from the UE, and the amount of

data waiting for transmission, as described in the buffer status report. The resource

allocation function allocates radio resources to a UE in accordance with each priority

so that it can transmit and receive data.

Conventional MAC schedulers have two types: deadline-unaware and deadline-

aware. Deadline-unaware schedulers have been proposed to improve metrics such as

fairness and system throughput. A proportional fair (PF) scheduler [48, 49] improves
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fairness, such as Jain’s fairness index defined in [50]. A PF scheduler is formulated as

Pp f =
Tinstant

TAverage
(2.1)

where Pp f is the weight of the metric used for user prioritization, Tinstant is the

potentially achievable data rate for a user in the present time slot, and Taverage is the

historical average data rate of the user. With a PF scheduler, packets sometimes exceed

the deadline because the same amount of bandwidth is assigned to all UEs regardless

of their different deadlines and packet sizes. The maximum carrier-to-interference

(Max C/I) scheduler [51, 52] assigns radio resources to a UE based solely on radio

quality, without considering packet size or deadline. A Max C/I scheduler increases

the system throughput on an eNB but decreases Jain’s fairness index. Some UEs

that have bad radio quality cannot meet the deadline because Max C/I preferentially

allocates radio resources to UEs with good radio quality. Zhang et al. also targeted

improvement of the system throughput [53]. The flame level scheduler (FLS) applies

control theory to the MAC scheduler [54]. An FLS considers the fluctuation of radio
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quality not on the upper level of the scheduler but also on the lower level. Therefore,

the FLS suffers from a difference in recognition of radio qualities between upper

and lower levels when the radio quality intensely fluctuates. These deadline-unaware

schedulers do not meet the deadline because they do not consider it.

Deadline-aware schedulers have been implemented in eNBs to achieve low latency.

In the earliest deadline first (EDF) algorithm [55], a data stream with a fast-approaching

deadline tends to be prioritized over a data stream with a later deadline. Andreozzi

et al. proposed a method considering the deadline and radio quality [56]. Another

scheduler called the channel-dependent earliest deadline due (CD-EDD) scheduler [57]

considers wireless channel quality but does not consider data size. The modified-EDF-

proportional fair (M-EDF-PF) scheduler is an extension of the combined EDF and PF

algorithms and is both a channel-aware and QoS-aware scheduler [58]. A packet

age-based LTE uplink scheduler was proposed to deliver data before a certain delay

budget [59]. However, this scheduler requires another MAC control element. When a

cellular network consists of multi-vendor eNBs, all eNBs must support the additional

MAC control field.

The payload-size and deadline-aware (PayDA) scheduler is an EDF-based sched-

uler that performs priority control considering not only the remaining time to the

deadline but also the remaining data amount for each data stream [60]. According

to [60], PayDA is formulated as

ωi =
1

((τi − DHOL,i) · δle f t,i)
(2.2)

where ωi is the weight of the metric used for user prioritization, τi is the deadline,

DHOL,i is the head-of-line delay for the i-th user, and δle f t,i is the remaining data

amount of the i-th user. The head-of-line delay DHOL,i indicates the duration of stay
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of the first packet in a packet queue on part of the transmitter since its generation.

2.3 Bandwidth Assignment Techniques on eNBs and S/P-GWs

This section describes bandwidth assignment techniques on eNBs and S/P-GWs based

on LTE QoS parameters. The LTE QoS parameters include QoS class identifier (QCI),

allocation and retention priority (ARP), guaranteed bit rate (GBR), and MBR. QoS

rules are applied in accordance with PCC procedure in LTE networks [61].

The QCI, whose range is an integer from 1 to 9, indicates nine different QoS

performance characteristics of each IP packet. The different network requirements for

each QCI are listed in Table 2.2.
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Table 2.2: Network requirements for each QCI.

QCI Resource type Priority Packet delay

budget

Packet error

loss rate

Example ser-

vices
1 2 100 ms 10−2 Conversational

voice
2 4 150 ms 10−3 Conversational

video (live

streaming)
3 GBR 3 50 ms 10−3 Real-time

gaming
4 5 300 ms 10−6 Non-

conversational

video

(buffered

streaming)
5 1 100 ms 10−6 IMS signaling
6 6 300 ms 10−6 Video

(buffered

streaming and

TCP-based)
7 Non-GBR 7 100 ms 10−3 Video, video

(live stream-

ing), and inter-

active gaming
8 8 300 ms 10−6 Video

(buffered

streaming)
9 9 and TCP-

based
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The QoS performance characteristics consist of resource type (GBR or non-GBR),

priority (1 – 9), packet delay budget (50 ms – 300 ms), and packet loss rate (10−2 –

10−6).

The ARP indicates the priority level for the allocation and retention of bearers.

LTE networks use ARP to decide whether to accept a request to establish a new bearer

or reject the request when resources are depletable due to congestion.

MBR and GBR are used to control bit rates of user traffic. MBR indicates the

upper limit of bit rates. When LTE networks have no congestion, user traffic can

be delivered at most at the specified MBR. In contrast, because GBR is guaranteed

by definition, user traffic is always guaranteed with a specified GBR. Therefore, user

traffic is delivered at least at the GBR even when LTE networks have congestion.

Generally, user traffic using different services or applications has different QoS

requirements. To satisfy the QoS requirements of all user traffic, LTE networks classify

user traffic, such as IP flows and IP packets, as different QCIs and control user traffic

using parameters for bandwidth assignment, such as MBR and GBR.

Figure 2.5 shows the location of filters and the relationship between service data

flows (SDFs), EPS bearers, and IP flows for the uplink direction. An IP flow generated

in a UE is mapped to an EPS bearer by a packet filter called a traffic flow template

(TFT) in the UE. When packets in the EPS bearer arrive at an S/P-GW through an

eNB, they are mapped to an SDF by a packet filter called an SDF template. The

rules of the packet filters, such as the TFT and SDF, are a 5-tuple: source IP address,

destination address, source IP port number, destination IP port number, and protocol

identifier (ID).

Figure 2.6 shows the locations of filters and the relationship between SDFs, EPS

bearers, and IP flows for the downlink direction. An IP flow is mapped to an SDF
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Figure 2.5: Location of filters and relationship between SDFs, EPS bearers, and IP

flow for the uplink direction.

whose QoS class of the IP flow matches by an SDF template. SDFs that match a TFT

are mapped to an EPS bearer.

MBR is used to control IP flows of two resource types, such as GBR and non-
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flow for the downlink direction.

30



MBR

(Uplink)

APN-AMBR

(Uplink)

UE-AMBR

(Uplink & 

Downlink)

APN-AMBR

(Uplink & 

Downlink)

MBR

(Uplink & 

Downlink)

MBR

(Uplink & 

Downlink)

MBR

(Uplink)

MBR

(Downlink)

GBR traffic

S/P-GWeNBUE

P
D

N

Non-GBR traffic

A
p
p
li

ca
ti

o
n

Figure 2.7: Control points of MBR for GBR and non-GBR.

GBR. The control points of MBR for IP flows are shown in Fig. 2.7. For the uplink

direction of GBR traffic, MBR controls are performed on UEs, eNBs, and S/P-GWs.

When arrival data rate to three nodes, such as UEs, eNBs, and S/P-GWs, exceeds the

specified MBR, each node discards packets exceeding the specified MBR and sends

the remaining packets in the uplink direction. For the downlink direction of GBR

traffic, MBR controls are performed on only S/P-GWs. An S/P-GW has two steps

for MBR control. The first MBR control is performed against each SDF. The second

MBR control is performed against each EPS bearer.

For non-GBR traffic, there are two types of aggregate MBR (AMBR) control:

access point name AMBR (APN-AMBR) and UE-AMBR. The APN-AMBR is the

maximum bandwidth that can be shared by all non-GBR bearers in a PDN network.

The UE-AMBR is the maximum bandwidth that can be shared in a UE. A UE can be

connected to more than one PDN network. In this case, the total APN-AMBR of all

PDN networks cannot exceed the UE-AMBR.
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Figure 2.8: Control points of GBR.

MBR has been used to maintain communication quality. Ramamurthi et al. [62]

proposed an MBR control method to enhance the quality of experience (QoE) of video

streaming, i.e., video QoE. For example, when the video QoE was low, the MBR was

set to a larger value to improve the video QoE, allowing a streaming server can provide

high-definition video streaming services.

Control points of GBR policing for IP flows are shown in Fig. 2.8. As shown in

Fig. 2.8, GBR policing is used to control IP flows whose resource type is GBR only.

There are control points of GBR policing on eNBs and S/P-GWs. The granularity

of the GBR control is an IP flow. When IP flows for GBR pass through an eNB or

S/P-GW in the uplink and downlink directions, the eNB or S/P-GW must guarantee

the data rate specified by GBR policing.
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Chapter 3

Deadline-Aware Scheduling with Priority

Control

3.1 Background and Outline

This chapter focuses on the connected car application described in 1.1.2. LTE networks

are assumed to be used as the platform to exchange data for controlling connected cars

because LTE networks have been deployed on nation-wide scales. Although 5G

networks allow lower latency than LTE networks, it is assumed that 5G networks are

partially deployed.

This research assumes LTE V2X via a multi-access edge computing (MEC) server

that is located nearby an eNB. The application is assumed to be deployed in a country

that drives on the left side, such as Japan. This research investigated an intersection

reported in [63] where road traffic collisions often occur. The results show that

most road traffic collisions in Japan, where drivers drive on the left side of the road,

are caused at intersections: right-turn collisions, rear-end collisions, etc. Right-turn

collisions are particularly likely to occur at intersections that are bent sharply to the

right, as shown in Fig. 3.1. In countries where drivers drive on the right side of the
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road, left-turn collisions are more dangerous than right-turn collisions.

This chapter advances discussions on the assumption of a country where drivers

drive on the left side of the road. The use case examined in this research is the

intersection shown in Fig. 3.1. Vehicles send location information to the MEC server

periodically. Then, the MEC server sends a warning message to the same vehicle on

the basis of the monitoring image and location information.

The goal of this research is to increase the number of connected users satisfying

the QoS requirements. A UE using connected car services sends a request message

including location information to an application server and receives a reply message

for controlling the services from the application server. In this chapter, a flow that

consists of two messages for request and reply is defined as the cycle flow shown in

Fig. 1.6, and the deadline of the cycle flow is called the cycle deadline. The cycle
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deadline is defined for each data block, which is called a chunk in this dissertation.

3GPP stipulates that the cycle flow should be delivered within a certain time constraint

(100 ms) to achieve this use case [40]. Therefore, the cycle deadline is considered to

be 100 ms in this research.

The total number of chunks that meet the cycle deadline must be increased to

support connected car services on the platform. Goodput (bps) is defined as the total

number of chunks that meet deadline constraints per second. System throughput (St)

is formulated as

St =

∑N
k=1 Ck

T
(3.1)

A = {k | ID of received chunks within T }

|A| = N

where T is observation time, Ck is the size of the k-th chunk, and N is the total number

of received chunks. Goodput (Sg) is formulated as

Sg =
∑N ′

k ′=1 Ck

T
,A′ ∈ A (3.2)

A′ = {k′ | ID of chunks received before deadline within T }

|A| = N ′

where N ′ is the total number of received chunks that meet the deadline constraint. The

degradation of goodput is caused by that of the system throughput because goodput is

a subset of system throughput, as shown in (3.1) and (3.2).

When radio resources are allocated without considering radio quality, system

throughput is decreased. The PayDA scheduler causes degradation of goodput because
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it allocates radio resources without considering radio quality. The PF scheduler also

causes degradation of goodput because it allocates radio resources without considering

the deadline.

An MEC server is assumed to be used to realize low latency. This server helps

effectively provide low-latency services because it is allocated nearby an eNB. Delay-

sensitive applications, such as road traffic collision avoidance, are operated from an

MEC server [64–68]. By using an MEC server, the distance between vehicles or

cameras and the application server can be shorter than when using a mobile network

without one.

It is important to ensure low latency in the radio section between UEs, such as

vehicles and cameras, and eNBs. The rapid increase in IoT devices has caused growth

in data traffic demands [69], and scarcity in last-one-mile bandwidth remains a huge

issue across mobile networks [70].

This chapter proposes a deadline-aware scheduling scheme that guarantees the

cycle deadline in cases where the chunk size, deadline, and radio quality heavily fluc-

tuate. It identifies emergency UEs and then monitors the progress of data transmission

and preferentially gives transmission rights to UEs after considering the radio quality

of each UE, thus avoiding exceeding the deadline and degrading system throughput.

It achieves higher goodput than the PayDA and conventional PF schedulers, which

are the most implemented scheduling scheme on eNBs and suppresses degradation of

system throughput.
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3.2 DAS-QF

This section describes the proposed deadline-aware scheduler. The proposed deadline-

aware scheduler considers chunk size, deadline, and radio quality and utilizes these

to prioritize users such that the deadline constraints are met. The proposed deadline-

aware scheduler with consideration for quality fluctuation is referred to as DAS-QF.

DAS-QF has an uplink and downlink deadline coordination function. This function

assigns an uplink and downlink deadline to each link in accordance with the cycle

deadline. DAS-QF has a resource allocation method that considers radio quality, chunk

size, and deadline along with a resource allocation function based on the priority. Its

architecture, coordination function, and resource allocation method are presented in

3.2.1, 3.2.2, and 3.2.3, respectively.

3.2.1 Architecture

The architecture of DAS-QF is shown in Fig. 3.2, where it is assumed that various

UEs are connected to mobile networks. The UEs are divided into two groups. Group

1 includes UEs that browse websites and streaming services; these are called best

effort UEs (BE-UEs). Group 2 includes UEs for road traffic collision avoidance

services, such as connected cameras and vehicles; these are called mission-critical

UEs (MC-UEs).

The MEC server plays the role of an application server. A mission-critical service,

such as road traffic collision avoidance, is operated in the MEC server located in a

nearby eNB to achieve low latency. A BE-UE accesses an application server on the

Internet as usual to receive a certain desired service. In addition, the MEC server

calculates each of the uplink and downlink deadlines and informs the eNB of the
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Figure 3.2: Architecture of DAS-QF.

chunk size and calculated deadlines.

The eNB has a MAC scheduling function and decides how to allocate radio re-

sources to UEs. DAS-QF is used as a MAC scheduler in the eNB. It allocates radio

resources in accordance with priority, which is calculated based on chunk size, radio

quality, and uplink and downlink deadlines.

The HSS has a database for user identification and authentication. It also has a

mapping table between a UE and a service that the UE utilizes, and QoS requirements

are defined for each service. The HSS has an interface to inform the MEC server of

the QoS requirements.

Other devices, such as S/P-GW, MME, and policy, and PCRF, have various func-

tions, as described in Chapter 2.
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The sequence of DAS-QF is shown in Fig. 3.3. DAS-QF first establishes a

bearer between a UE and the eNB. The QoS requirements are defined based on each

application and contain the MC deadline. The MEC server receives information on

the chunk size via the uplink and the MC deadline via either the source UE or HSS

when a new session is established or when the QoS requirements are changed in

accordance with application mode switching, i.e., when a vehicle (one of the UEs)

sends its real-time location information to avoid collisions in mode 1 and in-vehicle

log data, such as a remaining fuel and acceleration work, for performing fuel-saving

in mode 2. The deadline of mode 1 is shorter than that of mode 2 since the urgency of

mode 1 is higher.

The HSS finds the QoS requirements by referencing the mapping table between

a UE and a service that the UE utilizes. The MEC server decides the uplink and

downlink deadlines and notifies the eNB of them along with each of the uplink and

downlink chunk sizes. It is assumed that the MEC server can understand chunk size

on the downlink, as it is created by the MEC server. The eNB calculates UE priority

in accordance with each of the uplink and downlink deadlines, each of the uplink and

downlink chunk sizes, and radio quality, and it allocates radio resources to the UE

based on the calculated priority.

The architecture of DAS-QF shown in Fig. 3.2 can be applied to the use case of

connected car services in 5G as well as LTE. In particular, DAS-QF can be applied

to both LTE and 5G networks because the objective is to suppress end-to-end delay,

including that observed in application layers under a deadline when connected car

services are employed.
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Algorithm 1 Update of DL deadline

ULDeadline ⇐ Deadline−ComputationTime
2

DLDeadline ⇐ max(Deadline − ComputationTime

−ElapsedTime,T h1)

3.2.2 Update of DL Deadline on MEC Server

This function updates the DL deadline based on the elapsed time, cycle deadline,

and computation time of the MEC server. DAS-QF must decide the DL deadline

by considering the calculation time of this algorithm. Hence, the calculation time

of the algorithm is defined as ComputationTime. Algorithm 1 is pseudocode for

the DL deadline update. The MEC server sets the UL deadline (ULDeadline) to

Deadline−ComputationTime
2 . When the MEC server receives all packets of the chunk from

the source UE, it calculates the remaining time to the cycle deadline (Deadline) for

the chunk—this is done with respect to the cycle deadline (Deadline) and elapsed

time (ElapsedTime)—and sets DLDeadline to the maximum of remaining time

(Deadline − ComputationTime − ElapsedTime) and T h1. T h1 is used to avoid

DLDeadline becoming a negative value. Then, the MEC server passes that value as

the DL deadline to the eNB connected to the destination UE.

3.2.3 Resource Scheduling Method on eNBs

DAS-QF prioritizes each chunk in accordance with the radio quality between the UE

and eNB, the uplink and downlink delay budget, and the chunk size advertised by

the MEC server, and then it delivers each chunk to a destination UE within the cycle

deadline constraint. The source and destination eNB preferentially allocate radio

resources to a high priority UE.
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Priority Calculation Algorithm

DAS-QF decides the priority of MC-UE and BE-UE chunks. It distinguishes properties

of a chunk (MC-UE or BE-UE) in accordance with bearer information. DAS-QF

decides the priority for an MC-UE chunk based on radio quality, chunk size, and

deadline to obtain a higher arrival ratio within the cycle deadline. DAS-QF locates

emergency UEs by monitoring the progress of data transmission and preferentially

gives transmission rights to such UEs to avoid exceeding the deadline. Priority for a

BE-UE is decided by Pp f in (2.1)

The working concept of DAS-QF is illustrated in Fig. 3.4. DAS-QF judges

whether a chunk of an MC-UE is an emergency or non-emergency by comparing

the target throughput and requested throughput. The judgement is conducted over

one transmission time interval (TTI), which is the same as the scheduling interval.

Whether the state of a chunk is emergency is determined not by chunk context but by the

progress of data transmission. Considering ease of implementation, a small number

of states is desirable because the increase of states causes more complexity and cost

increases. Therefore, DAS-QF has only two states: emergency and non-emergency.

The target throughput is the average throughput needed to meet the deadline. The

requested throughput is the throughput needed to meet the deadline at a certain point

in time. If the requested throughput is higher than the target throughput, DAS-QF

categorizes the chunk state as an emergency and sets the chunk priority as high to

shorten the delay. Otherwise, DAS-QF categorizes the chunk state as non-emergency

and sets the chunk priority to low.

The details of DAS-QF are described by Algorithm 2. Algorithm 2 outputs the

chunk state, i.e., emergency or non-emergency, and chunk priority. The parameters
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Figure 3.4: Relation between chunk states and priority.

are determined based on the inputs of Algorithm 2, i.e., the deadline, elapsed time,

chunk size, instant throughput, average throughput, and radio quality index. Table 3.1

lists the parameters of Algorithm 2 for chunk i at the t-th TTI.
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Algorithm 2 Priority calculation algorithm
switch (UE)

case MC-UE:

if uplink section then

SubDeadline(i) ⇐ ULDeadline(i)

end if

if downlink section then

SubDeadline(i) ⇐ DLDeadline(i)

end if

RemainingTime(i, t)

⇐ max(SubDeadline(i) − SubElapsedTime(i, t),T h2)

TargetT hroughput(i) ⇐ ChunkSize(i)
SubDeadline(i)

RequestedT hroughput(i, t) ⇐ RemainingChunkSize(i,t)
RemainingTime(i,t) =

ChunkSize(i)−ReceivedByte(i,t)
RemainingTime(i,t)

PFmetric(i, t) ⇐ InstantT hroughput(i,t)
AverageT hroughput(i,t)

if TargetT hroughput(i, t) < RequestedT hroughput(i, t) then

EmergencyFlag(i, t) ⇐ true

Priorit y (i, t) ⇐ MCSindex(i, t)

else

EmergencyFlag(i, t) ⇐ false

Priorit y (i, t) ⇐ PFmetric(i, t)

end if

case BE-UE:

EmergencyFlag(i, t) ⇐ false

Priorit y (i, t) ⇐ PFmetric(i, t)

end switch
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Table 3.1: Algorithm parameters for chunk i at t-th TTI.

Parameter Explanation

TargetT hroughput(i) Target throughput

ChunkSize(i) Chunk size

SubDeadline(i) Uplink or downlink deadline

ULDeadline(i) Uplink deadline

DLDeadline(i) Downlink deadline

SubElapsedTime(i) Elapsed time on uplink or downlink section

RequestedT hroughput(i, t) Requested throughput

RemainingChunkSize(i, t) Remaining chunk size

ReceivedByte(i, t) Received byte

RemainingTime(i, t) Remaining time to deadline

PFmetric(i, t) Priority of chunk i with no emergency flag

InstantT hroughput(i, t) Instant throughput of UE with chunk i

AverageT hroughput(i, t) Average throughput of UE with chunk i

EmergencyFlag(i, t) Flag to show degree of urgency

MCSindex(i, t) MCS index of UE with chunk i

Priorit y (i, t) Priority

45



The priority calculation is executed each TTI. DAS-QF changes the behavior in

accordance with UE type (MC-UE or BE-UE). When the UE type is MC-UE, DAS-

QF executes the following steps (case MC-UE in Algorithm 2). T h2 is used to avoid

RemainingTime(i, t) being zero or negative. When RemainingTime(i, t) is zero,

RequestedT hroughput(i, t) is indeterminate.

RequestedT hroughput(i, t) has a negative value when RemainingTime(i, t) is nega-

tive. If RequestedT hroughput(i, t) is higher than TargetT hroughput(i), the chunk

state is set as “emergency” because it is not likely to meet the deadline. DAS-QF

also considers radio quality in addition to the emergency degree to efficiently use

radio resources, which are finite. That is, the better the radio quality, the higher the

priority. The modulation and coding scheme (MCS) is used as a radio quality index.

If RequestedT hroughput(i, t) is lower than TargetT hroughput(i), the chunk state is

set as “non-emergency” because the chunk is making good progress. Then, DAS-QF

decides the priority of the chunk using PFmetric, which considers the fairness of the

transmission right. PFmetric is defined as a fraction of the average throughput and

instant throughput.

For a BE-UE (case BE-UE in Algorithm 2), DAS-QF sets the chunk state as

“non-emergency” and decides the priority of the chunk using PFmetric.

Radio Resource Allocation

After calculating the priority of each chunk with Algorithm 2, DAS-QF allocates radio

resources to each chunk in accordance with its priority.

Radio resource allocation assigns radio resources to the UE with the best radio

quality among all emergency UEs. By allocating to a good channel UE, the radio

resource allocation can improve the goodput while suppressing the degradation of
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throughput. If radio resources do not need to be allocated to emergency UEs, the

radio resource allocation assigns them to non-emergency UEs in accordance with

each PFmetric.

3.3 Performance Evaluation

This section compares DAS-QF with the PF and PayDA schedulers. DAS-QF was

implemented on ns-3, a general network simulation framework that is widely used

in network research [71]. The UEs shown in Fig. 3.2 are defined as vehicles and

pedestrians. This research investigated an intersection at which vehicle collisions

often occur to evaluate DAS-QF in a realistic environment. The simulation of urban

mobility (SUMO) [72, 73] was used to define the mobility model of vehicles and

pedestrians. For practical use, DAS-QF is evaluated under the assumption that the

network architecture in Fig. 3.2 is LTE. In 5G, it is expected that the performance

evaluation results of each method will be improved compared to LTE because the

network latency of 5G is smaller. However, DAS-QF is also expected to be effective

in 5G because the network may be congested depending on the number of connected

cars, and radio quality will fluctuate.

3.3.1 Simulation Environment

A realistic environment was created on ns-3 to investigate an intersection at which

vehicle collisions are likely to occur. The results show that most vehicle collisions are

caused at intersections: right-turn collisions, rear-end collisions, etc. [33]. Right-turn

collisions are particularly likely to occur at intersections that are bent sharply to the

right, as shown in Fig. 3.5.

47



Vehicle

Building

eNB

Figure 3.5: Intersection used in the simulation.

The performance evaluation was executed in the environment shown in Fig. 3.5.

eNB simulation parameters are listed in Table 3.2. The cell formation was seven hexag-

onal cells with one eNB allocated at the center of each cell. The road environment was

allocated around the intersection on the center cell, which had one eNB and buildings

for interference. The six neighboring cells were for interference. Performance on only

the center cell was measured. The UL/DL frequency and bandwidth were 2 GHz and

20 MHz, respectively, as used in LTE. Pedestrian A [74] was used as a fading model.

Table 3.3 lists the simulation parameters of the UEs. The MC-UEs (which is

delay-sensitive) and BE-UEs (which is delay non-sensitive) were used as vehicles

and pedestrians, respectively. The vehicle deadline was 100 ms and was shorter

than that of the pedestrian deadline. The numbers of vehicles and pedestrians were

100 each. The first chunk of each vehicle or pedestrian was randomly generated

between 0 and 100 ms of simulation time. The next chunks were generated at 100-ms
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Table 3.2: Simulation parameters for eNBs.

Number of eNBs 7 (1 cell per eNB )

Radius 289 m (distance between eNBs: 500 m)

UL/DL frequency 2 GHz

Antenna height 32 m

UL/DL bandwidth 20 MHz (=100 resource blocks)

Fading Pedestrian A

intervals until the end of the simulation. T h1 and T h2 were both 1 ms. To evaluate

the fundamental performance of DAS-QF, ComputationTime, which depends on the

machine specifications, was set to 0 ms. Simulation time was 30 s, and the number of

simulations was five.

The cycle flow consisted of a UL session and DL session, and the sender and

receiver were the same UE. It is assumed that a vehicle sends its own location infor-

mation, and the MEC server sends an alert message, including location information of

neighboring vehicles and pedestrians, to the vehicle. Accordingly, when focusing on

a certain vehicle, the sender and receiver are the same. Therefore, DAS-QF was eval-

uated under the assumption that the sender and receiver are the same. The numbers of

cycle flows of MC-UE and BE-UE were both 100. The user data protocol (UDP) was

used as a transport protocol to exchange chunks, as 3GPP stipulates that V2X, such as

connected car services, uses UDP [75].
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Table 3.3: Simulation parameters for UEs.

Tx power 23 dBm

UL power control Enable

Antenna height 1.5 m

Number of vehicles (MC-UEs) 100

Number of pedestrians (BE-UEs) 100

Traffic generation interval 100 ms

Vehicle deadline 100 ms

3.3.2 Simulation Results of Basic Characteristics

This section presents the simulation results for the environment described in 3.3.1.

The goodput of each method was evaluated based on the chunk size of the MC-UE

changing as the information amount a vehicle sent or received became greater. Figure

3.6 shows the goodput and application data rate, which is the rate of the amount of

application data generated within the simulation time. When the goodput is equal to

the application data rate, it means the scheduler is efficient.

As shown in Fig. 3.6, DAS-QF was more efficient than the PF and PayDA sched-

ulers. One reason for this is that DAS-QF preferentially allocates radio resources to

chunks that are not likely to meet their deadlines in order to accelerate the transmis-

sion progress of such chunks. Therefore, these chunks can be delivered before their

deadlines.

When the chunk size was larger than 3 KB, the performances of the PF and
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PayDA schedulers degraded. The PF scheduler equally allocates radio resources to

each UE without considering deadlines for chunks or chunk size, and such equable

radio resource allocation has the potential to increase the number of UEs that fail

to deliver a chunk within the deadline. In particular, the performance of the PF

scheduler suddenly degraded when the throughput was required to satisfy a cycle

deadline constraint that was higher than the throughput equally allocated to each UE.

The PayDA scheduler allocates radio resources to whichever UE has little remaining

time and a small remaining data amount. The larger the chunk size, the larger the

average remaining size. Therefore, the probability of exceeding the deadline increases

in proportion to the chunk size.

The ratio of goodput to throughput is formulated as

PA =
Sg
St

(3.3)

where St and Sg are defined in (3.1) and (3.2), respectively. Figure 3.7 shows PA from

(3.3), i.e., the ratio of goodput (Sg) to throughput (St), when using the DAS-QF, PF,

and PayDA schedulers.

Degradation of PA means that finite radio resources were used for chunks that did

not meet the deadline even though the scheduler allocated radio resources to MC-UEs,

leading to inefficient transmission. When chunk size was equal to or less than 2.4

KB, each method achieved a high performance. PA of DAS-QF was approximately

equal to that of the PF scheduler because DAS-QF decides each chunk’s priority by

using PFmetric on a non-emergency state. In contrast, when the chunk size was

larger than 2.4 KB, the PF and PayDA schedulers exhibited performance degradation,

while DAS-QF maintained a consistently high performance. This is because DAS-QF

assigns radio resources to monitor the emergency degree and suppress the degradation
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Figure 3.6: Goodput.

of system throughput.

The system throughput of each method is shown in Fig. 3.8; the system throughput

is the sum of the total throughput of all MC-UEs and all BE-UEs. The total throughput

of all MC-UEs, that of all BE-UEs, and the total goodput are respectively expressed

as MC (ST), BE, and MC (GP) in Fig. 3.8.

When the chunk size was 1 or 2 KB, the system throughput of DAS-QF was

approximately equal to that of the PF scheduler, as our method prioritizes each chunk

with PFmetric in the non-emergency state. In contrast, the system throughput of the

PayDA scheduler was lower. This is because the PayDA scheduler has the risk of
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Figure 3.7: Ratio of goodput to throughput.

allocating radio resources with bad radio quality to UEs as it does not consider radio

quality.

The PF scheduler had the highest system throughput among all methods when

chunk size was 3 or 4 KB. The system throughput of the PayDA scheduler decreased,

again because it does not consider the radio quality at all, while DAS-QF obtained a

higher system throughput than the PayDA scheduler because it allocates radio resources

to UEs that have relatively better radio channel quality. DAS-QF obtained a higher

sum of MC (GP) and BE than the PF scheduler. The PF scheduler consumes many

radio resources due to chunks that do not meet the deadline, as shown in Fig. 3.8.
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Figure 3.8: System throughput.

With DAS-QF, MC (GP) was approximately equal to MC (ST).

3.3.3 Use Case of Connected Car Services

The parameters for connected car services in terms of delay budget and arrival ratio

within the delay budget were presented in [40]. According to [40], in the case of urban

intersections, the delay budget and arrival ratio within the delay budget are 100 ms

and 95 %, respectively. These are defined as network requirements for safe driving.

This subsection evaluates each method in terms of the number of vehicles satisfying

the network requirements for safe driving. One chunk size was set to 3 KB, a relatively

large size, because it is assumed that vehicles will be sending camera image data in

addition to location and authentication data in the near future.
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Figure 3.9 shows the ratio of the number of vehicles satisfying the network re-

quirements to the total number of vehicles when the chunk size was 3 KB. This ratio

is formulated as

Pb =
Nb

Na
(3.4)

where Na is 100 (number of vehicles) and Nb is the number of vehicles satisfying

the network requirements. DAS-QF achieved a higher ratio than the PF and PayDA

schedulers. In particular, the ratios for DAS-QF and the PayDA scheduler were

approximately 0.9 and 0.2, respectively, while the PF scheduler could not satisfy the

network requirements for safe driving at all in the simulation environment.

Figure 3.10 shows the success ratio of the chunk of each UE. This ratio is formulated

as

Pc =
Mb

Ma
· 100 (3.5)

where Ma is the total number of chunks received within simulation time and Mb is the

number of chunks received before the deadline within simulation time. The number of

MC-UEs is 100, and the horizontal axis indicates UE ID in Fig. 3.10. As can be seen,

the success ratios of most UEs were higher than 95% (i.e., the network requirement)

with DAS-QF. In contrast, with the PF scheduler, the success ratios of all UEs were

distributed between 0% and 40%, and no UEs existed in the area above than 95%

because deadline was not considered. The success ratio of the PayDA scheduler was

higher than that of the PF scheduler because PayDA considers the remaining time to

the deadline and the remaining size. However, its success ratio was lower than that of

DAS-QF because it does not consider radio quality. When a scheduler assigns radio

resources to UEs with bad radio quality, it leads to inefficient transmission. As a

result, the success ratio of the PayDA scheduler decreased.
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Figure 3.9: Ratio of number of vehicles satisfying network requirements to total

number of vehicles.

The reason that DAS-QF can obtain a higher success ratio than the conventional

schedulers is that it considers radio quality in addition to chunk size and deadline

when allocating radio resources. Table 3.4 lists the average MCS of MC-UEs with

DAS-QF in the simulation time. As can be seen, the average MCS of the MC-UEs

that had a higher success ratio than 95% and that of the MC-UEs that had a lower

success ratio than 95% were 21.1 and 6.2, respectively. This means that DAS-QF can

achieve efficient radio resource allocation because it allocates radio resources to UEs

with good radio quality. This efficient radio resource allocation enables DAS-QF to

achieve a high success ratio compared to those of the PF and PayDA schedulers.
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Table 3.4: Average MCS of MC-UEs with DAS-QF.

UEs (less than 95%) UEs (more than 95%)

6.2 21.1

3.4 Summary

This chapter presented DAS-QF for connected car services to reduce traffic collisions

and evaluated it with ns-3 in a simulation of an intersection at which traffic collisions

often occur. This chapter first evaluated the characteristics of chunk size to determine

the basic performance when the amount of information that a vehicle sends and
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receives increases. The results show that DAS-QF achieved a higher goodput than

conventional methods (PF and PayDA schedulers) and was especially efficient when

the chunk size was large. This indicates that DAS-QF enables connected cars to send

and receive rich content to avoid traffic collisions. DAS-QF was evaluated against

network requirements (maximum tolerable delay: 100 ms; arrival ratio within 100 ms:

0.95), and it was found that it could achieve approximately four times the number of

vehicles satisfying these requirements than the best-performing conventional method.
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Chapter 4

Congestion-Adaptive and Deadline-Aware

Scheduling with Priority Control

4.1 Background and Outline

To mitigate road traffic collisions at intersections, it is assumed that connected cameras

are allocated around an intersection, as shown in Fig. 4.1. In Fig. 4.1, connected

cameras are added to Fig. 3.1.

One of the objectives of this research is to achieve a higher arrival ratio within the

deadline for a flow that passes through both the radio uplink and downlink. Ideally,

this dissertation envisions a connected camera that periodically sends an image around

an intersection to an MEC server. The MEC server then replies with a message for

controlling the camera. The message for controlling the camera is assumed to include

camera angle, encoding rate, and frame rate. The vehicle periodically sends location

information to the MEC server. Then, the MEC server replies to the same vehicle

with a warning message for avoiding road traffic collisions. The warning message

is generated on the MEC server based on the location information received from the

vehicle and the image most recently received from the camera. This dissertation
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Figure 4.1: Use case intersection with connected cameras.

defines a flow from a vehicle (or camera) to the same vehicle (or camera) via an MEC

server, not a flow from a camera to a vehicle via an MEC server, as an MC cycle

flow. The whole deadline of the MC cycle flow is called the MC cycle deadline and is

defined as 100 ms in this research.

The key to improving the arrival ratio within the MC cycle deadline is determining

how to set each of the uplink and downlink deadlines. When deadline exceedance

occurs in either the uplink or downlink radio section, the eNB discards the exceeded

packet even if does not exceed the MC cycle deadline. This degrades the arrival

ratio within the MC cycle deadline. Therefore, it is important to adaptively set each

deadline on the uplink and downlink radio sections.

El-Hajj et al. proposed an algorithm to decide the optimal deadlines of the uplink

and downlink radio sections [76, 77] based on the throughput in each link. By using

60



the optimal deadline, the MAC scheduler can guarantee that the first packet of each

flow arrives at the destination before the given deadline. However, they did not discuss

the effect of heterogeneous traffic environment, i.e., the fact that chunk sizes on the

radio uplink and downlink are not always the same on an MC cycle flow. Therefore,

this algorithm cannot be applied to the target system of this research.

To improve the arrival ratio within the MC cycle deadline, a deadline coordination

function (DCF) for DAS-QF is proposed in this chapter that adaptively allocates uplink

and downlink deadlines to each link in accordance with the MC cycle deadline and

uplink and downlink congestion levels. Then, DAS-QF with DCF decides priority

in accordance with radio quality, chunk size, and allocated uplink and downlink

deadlines. Simulation results show that DAS-QF with DCF achieves a higher arrival

ratio within the MC cycle deadline than DAS-QF alone.

4.2 Technical Issue with DAS-QF

DAS-QF allocates the same deadline to all UEs. In Fig. 4.2, a vehicle and a camera are

connected to the same eNB. The chunk sizes of the vehicle and camera are assumed to

be light and heavy, respectively. In this case, the effective uplink delay of the camera

chunk is likely to be larger than that of the vehicle chunk. Even so, DAS-QF allocates

the same deadline (α), as shown in Fig. 4.2, to both vehicle and camera. When the

effective uplink delay of a chunk exceeds the uplink deadline, the chunk is discarded

by the eNB. In Fig. 4.2, the effective uplink delays of the vehicle and camera are

βv (< α) and βc(> α), respectively. Then, the chunk from the vehicle to the MEC

server is not discarded in the eNB, while the chunk from the camera to the MEC server

is discarded. As a result, DAS-QF causes degradation of the arrival ratio within the
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Figure 4.2: Technical issue with DAS-QF.

MC cycle deadline for cameras.

4.3 DCF

This chapter proposes a DCF that decides the uplink and downlink deadlines input to

an eNB. The DCF consists of three steps, which are shown in Fig. 4.3. As the first

step, the DCF calculates the minimum coordination required to satisfy the arrival ratio

within the MC cycle deadline. It calculates the uplink and downlink congestion levels

as the second step. As the third step, the DCF updates each of the uplink and downlink

deadlines in accordance with the minimum coordination amount and the uplink and

downlink congestion levels.
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4.3.1 Step 1: Calculation of Minimum Coordination Amount

The number of chunks of MC cycle flow f measured at a certain interval is assumed to

be n. This chapter defines n chunks sorted in chronological order as x1, x2, ···, xk, ···, xn,

where 1 ≤ k ≤ n. The MC cycle deadline vector a f x is expressed as

a f x = (ax1, ax2, · · ·, axk, · · ·, axn ), (4.1)
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where axk is the MC cycle deadline of chunk xk . The effective MC cycle delay vector

b f x is expressed as

b f x = (bx1, bx2, · · ·, bxk, · · ·, bxn ), (4.2)

where bxk is the effective MC cycle delay of chunk xk . A UE is assumed to embed a

unique ID into a message and records the time when it sends the message to the MEC

server. When the MEC server sends a reply message to the same UE, the MEC server

also embeds the received unique ID into the reply message. The UE can measure

effective MC cycle delay based on the time the message was sent to the MEC server,

the time the message was received from the MEC server, and its unique ID. The UE

advertises an effective MC cycle delay to the MEC server.

The remaining time vector δ f x is expressed as

δ f x = (δx1, δx2, · · ·, δxk, · · ·, δxn ), (4.3)

where δxk is the remaining time to the MC cycle deadline of chunk xk . The remaining

time vector δ f x is formulated as

δ f x = a f x − b f x . (4.4)

The DCF sorts x1, x2, · · ·, xk, · · ·, xn in descending order of remaining time to the MC

cycle deadline, where the sorted chunks are represented by y1, y2, · · ·, yk, · · ·, yn. The

sorted remaining time vector δ f y is expressed as

δ f y = (δy1, δy2, · · ·, δyk, · · ·, δyn ), (4.5)

where δyk is the remaining time to the MC cycle deadline of chunk yk . Then, the

minimal coordination amount δmin is expressed as

δmin = δy⌈n ·Qf ⌉
, (4.6)
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where Q f is the required arrival ratio within the MC cycle deadline of flow f , and

0 < Q f ≤ 1. When δmin is greater than or equal to zero, the MC cycle flow f satisfies

the required arrival ratio within the MC cycle deadline. Therefore, Steps 2 and 3 are

not executed when δmin ≥ 0. In contrast, when δmin is negative, the MC cycle flow f

does not satisfy the required arrival ratio within the MC cycle deadline. To satisfy the

required arrival ratio within the MC cycle deadline, Steps 2 and 3 are executed when

δmin < 0.

4.3.2 Step 2: Estimation of Congestion Level

In this step, the DCF estimates the uplink and downlink congestion levels in accordance

with the number of chunk drops in the uplink and downlink. The uplink congestion

level Cup is formulated as

Cup =
Vup

Vup + Vdown
, (4.7)

where Vup and Vdown are the numbers of chunk drops at uplink and downlink, respec-

tively. The downlink congestion level Cdown is formulated as

Cdown =
Vdown

Vup + Vdown
. (4.8)

Vup and Vdown are measured by the eNB, and the eNB advertises Vup and Vdown to the

MEC server. A time stamp is assumed to be used for the measurement of Vup and

Vdown, and all clocks of UEs, eNBs, and the MEC server are synchronized. A UE

embeds a time stamp into a chunk when it sends the chunk to the MEC server, and the

MEC server embeds another time stamp into the chunk when it sends the chunk to the

UE. The eNB calculates the remaining time to the deadline using the time stamp and

deadline when it received the chunk. The eNB discards the chunk and increases the

drop count when the chunk does not meet the deadline.
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When the number of chunk drops is high, it is assumed that the congestion level is

high compared to when the number of chunk drops is low.

4.3.3 Step 3: Update of Uplink and Downlink Deadlines

This step updates the uplink and downlink deadlines of chunk i in accordance with the

minimum coordination amount δmin and uplink and downlink congestion levels Cup and

Cdown, respectively. The uplink and downlink deadlines of chunk i are ULDeadline(i)

and DLDeadline(i) and are defined by (4.9) and (4.10), respectively.

ULDeadline(i) = δmin · Cdown +ULDeadline(i − 1) (4.9)

DLDeadline(i) = δmin · Cup + DLDeadline(i − 1) (4.10)

The uplink and downlink deadlines of the chunk whose effective MC cycle delay

exceeds the MC cycle deadline are set to smaller values in the range that is not

generating chunk drops in the eNB in order to raise the priority of the chunk. A

negative δmin means that the previous chunk i − 1 could not be delivered within the

MC cycle deadline. The next chunk i also cannot meet the MC cycle deadline under

the same network conditions as the previous chunk. Therefore, the sum of the next

uplink and downlink deadlines is set to a shorter value than the sum of the previous

uplink and downlink deadlines. This results in a shorter effective MC cycle delay for

the next chunk than that for the previous chunk because the next chunk has priority

use of radio resources according to Algorithm 1. By this step, it is expected that the

next chunk meets the MC cycle deadline.

After Step 3, the MEC server sends ULDeadline(i) and DLDeadline(i) to the

eNB that the UE is connected to. The eNB then decides the UE priority based on
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the radio quality, chunk size, and target deadline information received from the MEC

server and allocates radio resources to the UE based on this priority.

4.4 Performance Evaluation

This chapter investigates the effect of the DCF through simulations using ns-3. In

particular, this chapter compares the performance of DAS-QF with DCF to that with

DAS-QF alone. In Chapter 3, it was shown that DAS-QF is more effective than the

conventional PayDA and PF schedulers.

4.4.1 Simulation Environment

This research investigated an intersection where road traffic collisions often occur to

evaluate the DCF in a realistic environment. In particular, the realistic environment

shown in Fig. 4.1 was implemented in ns-3. SUMO [72, 73] was used to define the

mobility model of vehicles to simulate the realistic mobility behavior of vehicles as

well as the performance evaluation of Chapter 3.

This chapter evaluates DAS-QF with DCF under the LTE assumption, but it is not

limited to LTE. For example, it is expected that the 5G mobile network will improve

the arrival ratio within the MC cycle deadline compared to with LTE because the

network latency of 5G is smaller. DAS-QF with DCF is expected to be effective in

5G because the network may be congested by increasing the number of connected

devices.

The simulation parameters of the eNB are the same as those used in the performance

evaluation of Chapter 3 and are listed in Table 3.2. The cell formation is seven

hexagonal cells with one eNB allocated at the center of each cell. The road environment
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is allocated around the intersection on the center cell, which has one eNB and several

buildings for interference. The six neighboring cells are also for interference. This

chapter measures the performance only on the center cell. A new vehicle is assumed to

appear in the center cell at the same time as a vehicle moves out of the center cell range

so that the number of vehicles and network load in the center cell remain constant.

Therefore, this simulation does not have a handover situation. When a new vehicle

appears in the center cell, it is assumed that the new vehicle sends a chunk after bearer

establishment by the initial attaching procedure. The effective MC cycle delay does

not include the delay for bearer establishment. The uplink and downlink frequency

and bandwidth are 2 GHz and 20 MHz, respectively, as used in LTE. Pedestrian A [74]

is used as the fading model.

Table 4.1 lists the simulation parameters of the UEs in the use case with connected

cameras. MC-UEs, which are delay-sensitive, are vehicles and cameras, and BE-UEs,

which are non-delay-sensitive, are pedestrians. A BE-UE accesses an application

server on the Internet as usual to receive a certain desired service. A BE-UE sends

a chunk to the application server. The application server replies with a chunk for the

desired service to the BE-UE. This dissertation calls a flow from a BE-UE to the same

BE-UE via an application server the BE cycle flow. The effective delay of the BE

cycle flow is defined as the effective BE delay. The number of cameras is 4, assuming

that each camera is located around each corner of the intersection. The first chunk of

each vehicle, camera, or pedestrian was randomly generated between 0 and 100 ms of

simulation time [78]. The next chunks were generated at 100-ms intervals until the

end of the simulation.

This chapter investigates a proper bitrate of video traffic with the Toomer, which

is a video of a certain intersection and is provided in [79]. This research set the frame

68



Table 4.1: Simulation parameters for UEs in the use case with connected cameras.

Tx power 23 dBm

Uplink power control Enabled

Antenna height 1.5 m

Number of vehicles 100

Number of cameras 4

Number of pedestrians 100

Chunk size of vehicle in uplink and downlink 1.7 KB

Chunk size of camera in uplink 37.5 KB

Chunk size of camera in downlink 1.7 KB

Chunk size of pedestrian in uplink and downlink 1.7 KB

Traffic generation interval 100 ms

MC cycle deadline 100 ms

rate, resolution, and codec to 10 fps, 1280*720 (HD 720), and H.264, respectively.

Cars and pedestrians were detected with YOLOv3 [80], and the mean average precision

(mAP) was measured for cars and pedestrians. When the video was transcoded to

3 Mbps, the mAPs of 95% of all frames were more than 0.9. Assuming that this

accuracy was sufficient for practical application, the video traffic was set to 3 Mbps.

Because each camera sent an image to the MEC server every 100 ms, the size of each

image data chunk was 37.5 KB. In the 3GPP specification, codec delay is not included
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in the deadline. Therefore, the codec delay was not included in the effective MC cycle

delay.

The sizes of other chunks (such as location information from a vehicle, messages

for warning and control from the MEC server, and messages that pedestrians send and

receive) were all 1.7 KB. The size of chunk from a vehicle to the MEC server and the

size of a chunk from the MEC server to a vehicle were also the same. Therefore, in

DAS-QF, the uplink and downlink deadlines were both set to 50 ms. T h2 was set to 1

ms.

UDP was used as a transport protocol to exchange chunks, as 3GPP stipulates that

V2X, such as connected car services, use UDP [75]. The maximum transmission

(Tx) power was 23 dBm, and the power control specified in [81] was applied to the

simulation environment.

In this research, it was assumed that the delay for the sequence of updating uplink

and downlink deadlines was negligible because the MEC server was located near the

eNB and notified the eNB of the updated deadlines by using a control plane, whose

congestion level is lower than that of a data plane.

4.4.2 Simulation Results

The QoS requirements for connected car services in terms of MC cycle deadline and

arrival ratio within the MC cycle deadline were presented in [40]. According to [40],

in the case of urban intersections, the MC cycle deadline and arrival ratio within the

MC cycle deadline should be 100 ms and 95%, respectively. These were defined as

network requirements for connected car services in this research.

Figure 4.4 shows the arrival ratio within the MC cycle deadline, which is formulated
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Figure 4.4: Arrival ratio within MC cycle deadline.

as

Pd =
Xb

Xa
, (4.11)

where Xa is the total number of chunks that MC-UEs sent within the simulation time

and Xb is the number of chunks that MC-UEs received before the MC cycle deadline

within the simulation time.

As shown in Fig. 4.4, DAS-QF with DCF obtained higher vehicle and camera

arrival ratios within the MC cycle deadlines than DAS-QF alone. Specifically, DAS-

QF with DCF could attain 95% of arrival ratio within the MC cycle deadline at both

vehicle and camera, while DAS-QF alone could not.
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DAS-QF also obtained a high arrival ratio within the MC cycle deadline compared

to the camera arrival ratio within the MC cycle deadline. In this chapter, the size of

chunk from a vehicle to the MEC server and the size of chunk from the MEC server

to a vehicle were also the same. Therefore, DAS-QF, where each of the uplink and

downlink deadlines was set to the same value, i.e., 50 ms, worked well.

For the camera arrival ratio within the MC cycle deadline, DAS-QF could not

obtain a high arrival ratio because it allocated the same uplink and downlink deadline

value, i.e., 50 ms, even though the size of the chunk from the camera to the MEC

server was larger than that of the chunk from the MEC server to the camera.

The reason that DAS-QF with DCF obtained a higher success ratio than DAS-QF

was alone is that it could adaptively set each of the uplink and downlink deadlines, thus

decreasing the number of chunk drops. Figures 4.5–4.8 show the delay distribution of

chunks and its cumulative distribution function (CDF) for each case. The horizontal

axis is the delay of each chunk, e.g., 30 ms on the horizontal axis means 20 ms < delay

≤ 30 ms.
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Figure 4.5: Delay distribution of DAS-QF alone (vehicle).
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Figure 4.6: Delay distribution of DAS-QF with DCF (vehicle).

In the case of vehicles, the number of chunks that did not meet the MC cycle
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Figure 4.7: Delay distribution of DAS-QF alone (camera).

deadline for DAS-QF with DCF was approximately one-third that for DAS-QF alone,

as shown by comparison of Figs. 4.5 and 4.6. In the case of cameras, the number

of chunks that did not meet the MC cycle deadline for DAS-QF with DCF was

approximately one-fifteenth that for DAS-QF alone, as shown by comparison of Figs.

4.7 and 4.8.

The peak delay distribution for vehicles existed at the delay of 20 ms, as shown

in Fig. 4.5, when the DCF was not used. In contrast, when the DCF was used, the

peak shifted from 20 ms to 70 ms, as shown in Fig. 4.6. This shift generated vacant

radio resources that were then efficiently utilized by assigning them to camera traffic.

DAS-QF with DCF shifted radio resources that are likely to be assigned to vehicles to

cameras by setting the camera deadline to a smaller value. From Figs. 4.7 and 4.8,

it can be confirmed that the vacant radio resources were assigned to camera traffic.

Approximately 600 chunks did not meet the MC cycle deadline (100 ms) in Fig. 4.7.
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Figure 4.8: Delay distribution of DAS-QF with DCF (camera).

In Fig. 4.8, approximately 93% of these chunks were distributed to the left of 100 ms

on the horizontal axis. These results demonstrate that DAS-QF with DCF could obtain

higher arrival ratios within the MC cycle deadlines for both vehicles and cameras than

DAS-QF alone.

The impact on BE cycle flow is now discussed. DAS-QF with DCF degraded

the arrival rate for the BE cycle flow and average effective BE delay compared to the

DAS-QF alone. The arrival rates for the BE cycle flow of DAS-QF with DCF and

DAS-QF alone were 0.88 and 0.90, respectively. The average effective BE delays of

DAS-QF with DCF and DAS-QF alone were 254 ms and 245 ms, respectively. This is

because DAS-QF with DCF allocated less radio resources to the BE cycle flow than

DAS-QF alone. In fact, the total bitrates received by all BE-UEs for DAS-QF with

DCF and DAS-QF alone were 12.5 Mbps and 13.0 Mbps, respectively.
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4.5 Summary

This chapter proposed a DCF that adaptively allocates uplink and downlink deadlines

for MC cycle flows. The proposed DCF calculates the minimum coordination amount

required to satisfy the arrival ratio within the MC cycle deadline and the uplink and

downlink congestion levels. It updates the uplink and downlink deadlines based on

their calculation results to avoid unintentional drops in an eNB.

This chapter investigated the DCF in a realistic environment by simulating an

intersection where road traffic collisions often occur in ns-3 and then evaluating its

performance. The results show that DAS-QF with DCF achieved a higher performance

than DAS-QF alone. Specifically, the vehicle arrival ratio within the MC cycle deadline

of DAS-QF with DCF achieved an improvement of approximately 5% compared to

DAS-QF alone. In addition, the camera arrival ratio within the MC cycle deadline

for DAS-QF with DCF achieved an improvement of approximately 70% compared

to DAS-QF alone. The QoS requirements for connected car services were achieved

through this improvement by applying the proposed DCF to DAS-QF.
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Chapter 5

Deadline-Aware Bandwidth Assignment with

MBR Control

5.1 Background and Outline

Mobile networks, such as LTE and 5G, are assumed to be used as platforms for

real-time IoT applications [82, 83]. IoT devices, such as vehicles, cameras, drones,

and sensors, exchange real-time information with each other to cooperate and work

effectively with one another [84, 85].

In the IoT era, to satisfy the various QoS requirements on a shared mobile network

with limited resources, adaptive control of network resources that considers each ap-

plication behavior and communication environment is required because QoS require-

ments differ for each application [86]. Video streaming also focuses on QoE [87].

Model-based network resource management may miss deadlines due to the model

uncertainties of mobile networks. For example, the throughput of an eNB is determined

by a modulation scheme selected based on radio quality between each UE and the eNB.

Different eNB vendors select different modulation schemes in accordance with radio

quality; thus, mobile networks that include the eNBs of multiple vendors tend to have
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disturbances in their throughput estimation for deadline-aware scheduling.

MBR control is one of the resource management methods for mobile networks.

Ramamurthi et al. [62] proposed an MBR control method to enhance QoE in video

streaming. This method conforms with 3GPP specifications and is useful for net-

work resource management. However, there are currently no MBR-based resource

management methods that support deadline-aware scheduling for mobile networks.

This dissertation proposes a deadline-aware resource management method based

on MBR control with a feedback controller for delay-sensitive applications. The

proposed method is suitable for practical use because MBR conforms with 3GPP

specifications. The MBR can control both GBR and non-GBR traffic in the wireless

uplink direction. GBR control is also a resource management method for mobile net-

works. However, GBR cannot control non-GBR traffic. The proposed deadline-aware

resource management method uses MBR parameters to assume control of both GBR

and non-GBR traffic. This research treats the model uncertainties as disturbances.

The feedback controller maintains the effective throughput at a target level to meet the

deadline even if disturbances exist. Numerical simulations demonstrate that the pro-

posed method improves the success rate of data delivery within the deadline constraint

in the presence of disturbances.

5.2 Mobile System and Its Modeling

The assumed mobile system is the LTE system shown in Fig. 5.1. Figure 5.2 shows the

model of MBR control for an LTE uplink, and its parameters are listed in Table 5.1.

This research assumes that MBR is used to control a mobile system. An MEC server

calculates the MBR, and when the MEC server advertises the MBR to the PCRF, the

78



MME

MEC server

PCRF

S/P-GW
L3-Switch

eNB

UE

UE

UE

Internet

HSSApp 1

App 2

App 3

Uu

S1-U

S1-MME

S6a

S11

SGi

App 1

AppServerIP: App 1IP: App 2

IP: App 3

Gx

C-Plane

U-Plane

MEC I/F

MBR reference

App 2

App 3

Figure 5.1: LTE system.

Table 5.1: System parameters

ri (k) Transmission rate of UEi at sampling time k

ui (k) MBR reference allocated to UEi at sampling time k

di (k) Total disturbance in the dimension of throughput for UEi at sam-

pling time k

τi (k) Effective throughput of UEi at sampling time k

sdl,i (k) Individual disturbance in the dimension of throughput for UEi at

sampling time k

PCRF sets the MBR to the mobile system. These functions are modeled as the MBR

setting block in Fig. 5.2.

When UEi sends a data chunk, its transmission rate at sampling time k, ri (k), is

formulated as

ri (k) =


ui (k) (If UEi has a chunk to be transmitted)

0 (Otherwise)

, (5.1)
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where ui (k) is the MBR reference allocated to UEi at sampling time k. The effective

throughput of UEi at sampling time k, τi (k), might have a smaller value than the

transmission rate of UEi at sampling time k, ri (k), if the mobile system has some

disturbances:

τi (k) = ri (k) − di (k) (5.2)

.

A disturbance is considered to cause a difference between the target throughput

and effective throughput. The mobile system might have various disturbances caused

by the selection of different modulation schemes, fluctuation of radio quality, and

other factors. Ideally, the mobile system should detect all disturbances and estimate

their degrees. However, it is not realistic to consider all possible disturbances; thus,

this research treats the summation of all disturbances as the total disturbance. It is

advantageous that there is no need to estimate each disturbance separately, which

results in a favorable implementation for mobile operators. The total disturbance in

the dimension of throughput for UEi at sampling time k, di (k), is defined as

di (k) = sd1,i (k) + sd2,i (k) + sd3,i (k), (5.3)

where sd1,i (k), sd2,i (k), and sd3,i (k) denote disturbances caused by the selection of

different modulation schemes, those caused by fluctuation of radio quality, and other

disturbances, respectively.
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Table 5.2: Parameters for deadline-aware MBR control.

τT
i (k) Target throughput of UEi at sampling time k

ri,n(k) Nominal throughput of UEi at sampling time k

K Feedback gain

5.3 Deadline-Aware MBR Control

5.3.1 Static Controller

A block diagram of the MBR control system with a static controller is shown in Fig. 5.3,

and additional parameters for deadline-aware MBR control are listed in Table 5.2. The

static controller calculates the target throughput of UEi at sampling time k, τT
i (k),

needed to meet the deadline. The target throughput of UEi at sampling time k, τT
i (k),

is formulated as

τT
i (k) =

ChunkSizei

Deadlinei
, (5.4)

where ChunkSizei and Deadlinei are the chunk size of UEi and relative deadline

from the time when a new chunk of UEi is generated, respectively. This research

assumes that the deadline is shorter than the interval at which a chunk is generated.
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The nominal throughput of UEi at sampling time k, ri,n(k), is defined as

ri,n(k) =


τT

i (k) (ti ≤ Deadlinei)

0 (Otherwise)

, (5.5)

where ti is the elapsed time from when a new chunk of UEi was generated. This

research sets ri,n(k) to τT
i (k) in the interval from when a chunk is generated to its

deadline and sets ri,n(k) to zero in the interval from when the deadline of the chunk

expires to when the next chunk is generated. When only a static controller is used in

the mobile system, as shown in Fig. 5.3, the MBR reference of UEi at sampling time

k, ui (k), is equal to the output of the static controller, ri,n(k):

ui (k) = ri,n(k). (5.6)

The mobile system cannot strictly allocate the target throughput because of the

disturbance di (k) within the system. The effective throughput is smaller than the

target throughput, as shown in (5.2) and Fig. 5.3. Therefore, MBR control with only
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a static controller cannot meet the deadline constraints.

5.3.2 Feedback Controller

A block diagram of the proposed MBR control system with static and feedback

controllers is shown in Fig. 5.4. The MBR reference allocated to UEi at sampling time

k, ui (k), is formulated as

ui (k) = K (ri,n(k) − τi (k − 1)) + ui (k − 1), (5.7)

where K is feedback gain.

The feedback controller adjusts the MBR reference ui (k) by comparing the target

throughput τT
i (k) and effective throughput τi (k) to address the throughput degradation

caused by the total disturbance di (k). The proposed system has the advantage that

there is no need to estimate disturbances d1,i (k), d2,i (k), and d3,i (k) separately, which

results in a favorable implementation for mobile operators.

5.4 Numerical Simulation

In this section, the proposed resource control management is compared with resource

control management without DC to evaluate the efficacy of DC.

5.4.1 Simulation Setup

This research compared a system with only a static controller with the proposed

system with static and feedback controllers by numerical simulations in the presence

of disturbances. The simulation topology is shown in Fig. 5.5. These simulations

assumed there were three UEs connected to the same eNB: UE1, which sent 150-Mb

chunks at intervals of 3 s, with its deadline set to 1 s; UE2, which sent 125-Mb
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chunks at intervals of 4 s, with its deadline set to 2 s; and UE3, which sent 145-Mb

chunks at intervals of 5 s, with its deadline set to 3 s, as shown in Table 5.3. The

simulation parameters are listed in Table 5.4. The three UEs shared an uplink with a

bandwidth of 300 Mbps. The feedback gain K and control interval were set to 1 and

100 ms, respectively. It was assumed that an eNB performs radio resource allocation

at intervals of 1 ms in accordance with bandwidth information from the proposed

resource control management.

It was assumed that d1,i (k), d2,i (k), and d3,i (k) follow a normal distribution.

Therefore, the total disturbance is formulated as

di (k) = (1 − NF (k))ri (k), (5.8)

where NF (k) is the noise factor (NF) at sampling time k and follows a normal

distribution. It is assumed that the range of NF (k) is from 0 to 1.0. Therefore, when

NF (k) is calculated to be more than 1.0, it is set to 1.0. Similarly, when NF (k) is
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Table 5.3: UE settings.

UE Period

[s]

Chunk size

[Mb]

Deadline

[s]

Target throughput

[Mbps]

UE1 3 150 1 150

UE2 4 125 2 62.5

UE3 5 145 3 48.3

Table 5.4: Simulation parameters.

Bandwidth 300 Mbps

Control interval 0.1 s (1 step)

Number of steps 1000

K 1

calculated to be less than 0, it is set to 0.

5.4.2 Simulation Results

This section presents two sets of simulation results: throughput characteristics and

success rate.

Throughput Characteristics

To evaluate the effectiveness of the feedback controller, the NF shown in Fig. 5.6 was

applied to the simulation environment. For example, when time was 0–10 s, the NF

is 0.8, as indicated by Fig. 5.6. This means that the effective throughput is the value
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obtained by multiplying the NF and target throughput.

The throughput characteristics of each UE when the feedback controller is not

used are shown in Figs. 5.7, 5.8, and 5.9. Data are delivered to their destinations

within the deadline when the effective throughput is equal to the target throughput. As

shown in Figs. 5.7, 5.8, and 5.9, when the feedback controller is not used, the effective

throughput is lower than the target throughput. This means that a chunk generated by

any UE cannot meet its deadline.
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Figure 5.8: Effective throughput of UE2 (without feedback controller).
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Figure 5.9: Effective throughput of UE3 (without feedback controller).

The throughput characteristics of each UE when the feedback controller is used

are shown in Figs. 5.10, 5.11, and 5.12.
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Figure 5.10: Effective throughput of UE1 (with feedback controller).
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Figure 5.11: Effective throughput of UE2 (with feedback controller).

89



0

50

100

150

200

250

300

0 20 40 60 80 100

Target throughput

Effective throughput

Time [s]

Th
ro

ug
hp

ut
 [

M
bp

s]

Figure 5.12: Effective throughput of UE3 (with feedback controller).

The MBR reference is the set value of MBR compensated by the feedback con-

troller. As shown in Figs. 5.10, 5.11, and 5.12, when the feedback controller is used,

the effective throughput is closer to the target throughput compared with the proposed

system without the feedback controller.

The proposed system with the feedback controller guarantees the deadline by

adaptively adjusting the MBR reference that the proposed system with the feedback

controller sets considering not only the deadline and chunk size but also disturbances.

The effectiveness of the feedback controller is exemplified by the results for UE1. As

shown in Fig. 5.6, when time is 0–10 s, the NF is 0.8. When the feedback controller

detects the noise level, it updates the MBR reference to 190 Mbps to achieve the

target throughput. The feedback controller allocates the throughput required to meet

its deadline even though the mobile system contains the NF, including disturbances.
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Figure 5.13: Success rate for each interval of NF change (standard deviation of NF =

0.1).

Figures 5.11 and 5.12 show that the compensation with the feedback controller achieves

adaptive effective throughput for UE2 and UE3 as well as for UE1.

Success Rate

The success rates are compared by changing the total disturbance to evaluate robustness

to the total disturbance. The success rate SuccessRate is formulated as

SuccessRate =
∑

i SuccessChunksi∑
i TotalChunksi

, (5.9)

where SuccessChunksi and TotalChunki are the number of chunks meeting the

deadline constraint for UEi during the simulation time and the total number of chunks

that UEi sends during the simulation time, respectively.

The success rate for each interval of NF change is shown in Fig. 5.13. These are

the simulation results of two cases where the average NF (NFave in the figure) is equal
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Figure 5.14: Success rate for standard deviation of NF (interval of NF change = 10 s).

to 0.8 and 1.0 when the standard deviation of NF is equal to 0.1. As can be seen, the

proposed system with the feedback controller achieved a higher success rate than that

without the feedback controller for both cases. This is because the feedback controller

set the MBR reference by considering the throughput degradation caused by the total

disturbance. However, even when the feedback controller was used, the shorter the

interval of NF change was, the lower the success rate was. This is because the interval

of NF change was shorter than the convergence time of the disturbance response.

The success rate for each standard deviation of NF is shown in Fig. 5.14. The

interval of NF change is set to 10 s. As can be seen, the proposed system with

the feedback controller achieved a higher success rate than that without the feedback

controller for both cases. However, when the feedback controller was used, the larger

the standard deviation of NF was, the lower the success rate was. This is because each

MBR reference was set to a large value, and the summation of each MBR reference
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exceeded the link bandwidth because the total disturbance was large. On the other

hand, when the feedback controller was not used and the average of NF was equal to

0.8, the larger the standard deviation of NF was, the higher the success rate was. This

is because, in this situation, the total disturbance was frequently equal to zero, as the

standard deviation of NF was large.

5.5 Summary

This dissertation proposed a deadline-aware resource management method based on

MBR control with a feedback controller to suppress the disturbances caused by model

uncertainties of mobile networks. The results of numerical simulations revealed that

the proposed method with the feedback controller provided a higher success rate

than the proposed method without the feedback controller, even in the presence of

disturbances. The proposed system has the advantage that there is no need to estimate

each disturbance separately, which results in a favorable implementation for mobile

operators. The proposed method is suitable for practical use because MBR conforms

with 3GPP specifications. In the future, the proposed method should be evaluated to

confirm its effectiveness in public cellular networks.
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Chapter 6

Conclusions

This dissertation proposed DAS-QF, DAS-QF with DCF, and MBR control using a

feedback controller for delay-sensitive applications to meet a certain deadline con-

straint.

In Chapter 3, DAS-QF, which decides priority in accordance with chunk size,

cycle deadline, and radio quality, was proposed for delay-sensitive applications. With

DAS-QF, chunks in a cycle flow were delivered within the cycle deadline. Simulation

results showed that DAS-QF achieved higher performance than the PayDA and PF

schedulers.

In Chapter 4, a DCF for DAS-QF was proposed to achieve higher performance than

with DAS-QF alone. The DCF adaptively allocates uplink and downlink deadlines to

each link in accordance with the cycle deadline and uplink and downlink congestion

levels. The DCF is efficient for decreasing the number of chunks discarded by an eNB.

Simulation results showed that DAS-QF with DCF achieved higher performance than

DAS-QF alone.

Chapter 5 proposed a bandwidth assignment method with MBR control based on

throughput feedback for delay-sensitive applications. This method treats the model
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uncertainties as disturbances. The feedback controller in the proposed method main-

tains the effective throughput at a target level to meet the cycle deadline even if

disturbances exist. Simulation results showed that MBR control with the feedback

controller achieved higher performance than MBR control without the feedback con-

troller. The proposed method has the advantage that there is no need to estimate

each disturbance separately, which results in a favorable implementation for mobile

operators. The proposed method is suitable for practical use because MBR conforms

with 3GPP specifications.

This research contributes to the optimization of network resource management.

Mobile networks, have evolved decade after decade, especially in terms of radio

technologies. The development of radio technologies has enabled higher capacity, and

this is expected to continue. 3GPP is still discussing sixth generation (6G) mobile

networks to realize higher capacity and lower latency today. Mobile traffic data and the

number of mobile users are assumed to continuously increase in the future. Therefore,

the proposed network resource management methods, which efficiently allocate finite

network resources, are important for realizing delay-sensitive applications, such as

vehicle traffic collision avoidance and robotics automation, with mobile networks.

In this dissertation, network resource management methods for delay-sensitive

applications were proposed under the LTE assumption, but this research is not limited

to LTE. It is possible in principle that the proposed methods can be introduced to

5G or 6G networks. However, the implementation of the proposed methods on such

networks has not been designed sufficiently. In the future, it should be considered

how the proposed methods can be implemented in accordance with the standard

specifications of 5G or 6G networks. The proposed methods must be evaluated to

confirm their effectiveness in public cellular networks.
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