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Chapter 1

Introduction

1.1 Recent trends in security and the importance

of fraud detection

In the late 20-th century, the networking technologies have been greatly improved.

Those technologies including Internet have brought us a considerably convenient life.

We can communicate with each other wherever we are and get the useful information

at any time. In such situation, unfortunately, malicious users called “Attacker” have

emerged and their activities threaten our secure use of networking technologies. For

example, the eavesdropping attack threatens our privacy of communication and the

spoofing attack disguises a communication from an unknown source as being from a

known, trusted source [1]. The security researchers have dealt with them by cryp-

tography, authentication technique, and so on. However, these traditional security

techniques cannot be applied to all threats because of the divergence of network-

ing services and that of attacking. In other words, these traditional techniques are

not countermeasures themselves but the elements of constructing secure systems [2].

Under the circumstances, it is vital to detect malicious activities since we can take

some countermeasures by knowing their existence. Such research area of detecting

malicious activities or contents is called “Fraud Detection”. The fraud detection is

important since it can be a second protection for enhancing entire security system. In
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this dissertation, we mainly deal with fraud detection in the fields of “Sybil accounts

on online SNS (Social Networking Services)” and “Phishing websites”. On the other

hand, there are various fields where fraud detection is applied. Therefore, we first

introduce these fields and describe main themes later.

1.2 The fields of fraud detection

There are various fields where fraud detection is applied. In each field, the target of

detection and the type of data are different. Thus, it is necessary to use the fraud

detection schemes dedicated to the cases. At the early stage of fraud detection, it

is utilized in the limited fields, which are the detection of fraud use of credit card,

money laundering fraud, health care insurance fraud and so on [3]–[8]. Recently,

the fraud detection have become vital especially in many security fields since the

fraudsters can directly attack users connected to Internet or widespread networking

services. These emerging fields of fraud detection are classified into two types by

the kinds of attacking targets: attacks for many unspecified users or services, and

attacks for people who use specific services. In the following sections, we summarize

the examples of fields of the fraud detection.

1.2.1 Fraud detection in attacks for many unspecified users

or services

Computer virus detection

The personal computer are infected with computer viruses via network. There are

many types of computer viruses including trojan horses and ransomware [9]–[13]. This

attack covers a lot of malicious objectives. For example, in case of trojan horses, they

allow an attacker to access users’ personal information, delete users’ file and so on.

In the case of ransomware, it encrypts user’s files and requests money in exchange

for the decryption key. They are detected by so-called anti-virus software. Anti-virus

software is a kind of fraud detection tool and schemes dedicated to each virus are
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needed.

Malicious document detection

The de facto standard document files which are Microsoft Word, Adobe PDF (Portable

Document Format), and HTML (Hyper Text Markup Language) are also target of

attack [14]–[20]. Attackers insert malicious codes to their internal file structure. For

example, a variety of behavior of browser can be written by Javascript in HTML.

The objective of these attacks is to steal sensitive information such as ID and Pass-

word. Since many people casually open these files, the detection prior to opening is

important.

DoS/DDoS attack detection

DoS (Denial of Service) and DDoS (Distributed DoS) attack is another example.

In DoS attack, the network resources such as web servers are targeted by attackers.

Attackers send a large amount of packets and make the network resources unavailable

by the flood of packets [21]. In a DDoS attack, many different sources called “botnet”

send packets in order to effectively make it impossible to stop the attack simply by

blocking a single source [22]. Many researches try to detect botnets [23]–[25].

Nuisance behavior detection in emerging physical network

Emerging physical networks such as VANET (Vehicular Ad hoc Network), DTN (De-

lay Tolerant Network), and NDN (Named Data Network) might suffer from nuisance

behavior by attackers [26]–[28]. VANET is a basic technique which realize automatic

driving. DTN provides the reliable communication in the disaster area. NDN reduces

the burden of the content servers. In each network, there might exist malicious en-

tities which send the falsified information and disturb communication of others. For

example, in VANET, although it is vital to share traffic information among vehicles,

there might exist malicious ones which send falsified traffic information [29]. Since

the falsified traffic information might incur traffic accidents, such vehicles should be

detected.
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1.2.2 Fraud detection in attacks for people who use specific

services

Detection of malicious apps on smartphone

Smartphones have been major communication tool many people use all over the world.

Especially, Android is the most popular smartphone platform occupying 85% of share

in the world [30]. Unfortunately, smartphones apps running on Android system have

become the main target of attackers due to its popularity. The Android apps released

on Google Play which is the official store of apps are automatically evaluated because

manual evaluation spends a lot of expenses and more time. Since such evaluation

cannot completely prevent malicious apps from spreading, users are under the risk of

installing them. Thus, this circumstance results in the urgency of detecting malicious

apps [31]–[36].

Sybil accounts detection on SNS

Due to the widespread of the mobile devices like smartphones, SNS such as Facebook

and Twitter has revolutionized the ways in which people interact, think and conduct

business all over the world [37]. However, the system of SNS is vulnerable to the

Sybil attack [38]. In this attack, the attackers can create an unlimited number of

fake accounts (Sybil accounts) with the intention to bother legitimate users by the

behavior such as sending spams to legitimate users and illegal voting to some contents

[39]. Thus, the service providers have to detect Sybil accounts for securing SNS to

prevent attacker’s activity [39]–[41].

Phishing websites detection

Recently, people all over the world benefit from online services such as e-banking, e-

commerce and so on [42], [43]. In this situation, the phishing websites have emerged

for attackers to steal personal information (e.g. credit card number, login ID or

password) of innocent users [44]–[46]. The phishing websites target the famous le-

gitimate websites and mimic their appearance. Thus, unaware Internet users input
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sensitive information to the phishing websites and the attack succeeds. Since the

stolen information incurs a large amount of financial losses, phishing websites should

be detected.

1.3 Main themes of this dissertation

Recently, Internet is used by people all over the world and the number of attacks

using Internet increases. Since the web services are main platforms of today’s Internet

utilization, we propose some countermeasures to attacks for them. In this dissertation,

we deal with the fraud detection of Sybil accounts on SNS and phishing websites. We

mention the motivations below.

The reasons why we focus on detection of Sybil accounts on SNS are as follows;

Sybil accounts on SNS can become the entrance of many kinds of attacks including

phishing, spreading spams, and so on since SNS can be primary touch point with

many legitimate users and attackers. It is also easy for attackers to target specific

users. In addition to that, the number of SNS users will still increase in the future [47].

In other words, the number of potential victims of Sybil accounts is large. Therefore,

we consider the research to detect Sybil accounts leads the large part of Internet

environment to be secure and they can be a great impact on the field of security.

The reasons why we focus on detection of phishing websites are as follows; First,

the number of victims and the financial loss by phishing websites are very large [48].

This is because phishing websites can be easily made by using parts of targeted

legitimate website. Hence, everyone can be an attacker if he/she has the knowledge

about HTML. Second, the phishing attack can be applied to all web services dealing

with users’ sensitive information. In other words, the risk of phishing attack always

exists when new web services appear. Therefore, we consider the research to detect

phishing websites is very important and can contribute to both services and innocent

legitimate users.

In the following sections, we describe the detailed background of each research

and the overview of defence mechanisms.
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1.4 Sybil accounts on SNS and defences

Thanks to the widespread of the mobile devices like smartphones, SNS such as Face-

book and Twitter are used as the communication tools all over the world. As men-

tioned in section 1.2.2, although these services are convenient to communicate, they

are vulnerable to the Sybil attack. The Sybil attack is named after the subject of

the book Sybil, which describes a person diagnosed with dissociative identity disorder

[38]. In this attack, the attackers can create an unlimited number of fake accounts

(Sybil accounts) with the intention to bother legitimate users by the behavior such as

sending spams, illegal voting to social contents, and so on. Thus, the service providers

have to detect Sybil accounts for securing SNS. However, today’s SNS operators man-

ually detect Sybil accounts and its coverage is not good. Today’s major SNS such

as Facebook have a function to report abusive accounts [49]. In this situation, SNS

operators have to manually detect Sybil accounts based on the inspection of users’

reports and it takes considerable cost and time. In fact, according to [50], Facebook

estimates that 83.09 million users can be fake accounts and the manual inspection is

inefficient.

Recently, many schemes have been proposed in order to combat Sybil accounts.

We describe the overview of those schemes in the next section.

1.4.1 Defences against Sybil accounts

The schemes against Sybil accounts are classified into two types, namely, “Sybil tol-

erance schemes” and “Sybil detection schemes”. Figure 1-1 shows a typical classifi-

cation of defences against Sybil accounts on SNS. Sybil tolerance schemes [51]–[61]

are classified into two types.

The first type of Sybil tolerance schemes [51]–[56] is designed for specific function-

alities or purposes of SNS such as communications [51], [53], [55], voting [52], [54],

[55], and analysis [56]. For example, in Ostra [51], that scheme prevents legitimate

accounts from receiving malicious messages. By depressing the credit values of the

directional relationship that Sybils use to send malicious messages based on user’s
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Defences against Sybil accounts on SNS

Sybil tolerance schemes Sybil detection schemes

For specific purposes
e.g. [51]–[56]

Resources Testings
e.g. [57]–[61]

Graph-based approaches
e.g. [62]–[68]

Machine learning-based
approaches
e.g. [69]–[73]

Figure 1-1: Classification of defences against Sybil accounts.

judgement, the credit value of Sybil accounts quickly depletes. Another example is

SumUp [52] which aims at limiting the number of bogus votes that Sybil accounts

cast in a voting functionality of SNS. Similar to Ostra, that scheme also uses a social

network and assigns the credit values on the social relationships between users. That

scheme chooses a vote collector and distributes voting tickets. To cast a vote, each

voter must find a path to the vote collector with sufficient credit. If such path cannot

be searched, the vote is considered to be invalid. It is difficult for Sybils to search such

path since the number of the relationships between Sybils and legitimate accounts

is small. Second type of Sybil tolerance schemes is resources testing [57]–[61]. The

basic idea behind the resources testing schemes is that an account has to consume

some resources when participating in SNS. If an attacker participates in SNS, those

schemes succeed to limit Sybil accounts since he/she consumes a lot of resources be-

cause of the large number of Sybils. These resources may include computation power,

memory, and so on. The simplest example is CAPTCHA (Completely Automated

Public Turing test to tell Computers and Humans Apart) [61]. CAPTCHA requests

challenges (e.g. illegible characters) to users and requires human resource to solve.

In [59], [60], such challenge is computation puzzle.

On the other hand, Sybil detection schemes are classified into two types, namely

graph-based approaches [62]–[68] and machine learning-based approaches [69]–[73].

First, we introduce graph-based approaches [62]–[68]. Most of graph-based schemes
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propose the attempt to detect Sybil accounts by utilizing topological feature of social

graph on the basis of two assumptions. The first assumption is that Sybil accounts

cannot make a lot of relationships between legitimate accounts since it is rare for

legitimate accounts to accept friend requests from strangers even if Sybil accounts can

make relationships among themselves. The second assumption is that the legitimate

communities are “Fastmixing”. Fastmixing means that if we take a random walk

in a social graph, we will quickly arrive at the stationary distribution compared to

Sybil communities [62]. The representative graph-based approach is SybilRank [66].

SybilRank distinguishes Sybil from non-Sybil accounts based on their trust values

[66]. That scheme ranks all accounts’ trust values and identifies low trust value

accounts as Sybil ones by leveraging the fact that Sybil accounts might be isolated

from non-Sybil accounts’ community. That scheme uses power iteration [74], which

is a technique to efficiently calculate the landing probability of random walks in large

graphs. The trust values in legitimate communities are fastmixed by power iteration

and low trust value might be distributed to Sybil accounts since legitimate accounts

hardly connect with Sybil accounts.

Finally, we describe machine learning-based approaches [69]–[73]. Those ap-

proaches detect Sybil accounts by utilizing machine learning classifier such as SVM

(Support Vector Machine) [75] and decision tree models [76]. The features fed into

classifier are dependent on each scheme. For example, Yang et al. use the ratio

of accepted incoming friend requests as a feature [69]. The friend requests of Sybil

accounts tend not to be accepted. In [71], the clickstream model is proposed to char-

acterize the click behaviors of users. Authors analyze clickstream activity of click

patterns of legitimate and Sybils and the result is reflected to the models.

Sybil tolerance schemes are applied to limited aspects of SNS. The features in

machine learning-based approaches can be easily avoided by attacker and it is difficult

to obtain them without full-access to each account. Thus, although several schemes

are proposed in various forms, we pay attention to graph-based approaches. Note

that the proposal of this dissertation about Sybil detection on SNS is classified into

graph-based approaches. Therefore, the box of graph-based approaches in Figure 1-1
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is filled with gray. The detailed descriptions about graph-based approaches are shown

in section 2.1.5.

1.5 Phishing websites and defences

Recently, people all over the world use online services such as e-banking, shopping

and so on. As mentioned in section 1.2.2, in this situation, the phishing websites have

emerged for attackers to steal personal information (e.g. credit card number, login ID

or password) of innocent users [44]. Since attackers fish for a “P”ersonal information,

this attack is referred to as “Phishing” attack [77]. The phishing websites target

the famous legitimate websites and mimic their appearance. Thus, unaware Internet

users input sensitive information to the phishing websites and the attack succeeds.

According to the report of Anti-Phishing Working Group (APWG), in third quarter of

2018, more than 150 thousand unique phishing websites are found and their threat has

continued [78]. Therefore, the defences against phishing websites are urgent demand.

Recently, many schemes have been proposed in order to combat phishing websites.

We describe the overview of those schemes in the next section.

1.5.1 Defences against phishing websites

The defences against phishing websites are classified into three types, namely, “User

training”, “Phishing prevention”, and “Phishing detection”. Figure 1-2 shows classi-

fication of defences against phishing attack. This classification is based on the review

paper [124].

The first one is user training based schemes [79]–[86]. The purpose of those scheme

is to educate users’ literacy and avoid the phishing attack. They are classified into

two types, namely simulation-based training and game-based training. In simulation-

based training schemes [79]–[83], those schemes simulate phishing attack such as

receiving phishing e-mails. Various type of phishing websites are displayed and users

can train the literacy for phishing websites. In game-based training [84]–[86], users

can train their literacy via game of identifying phishing websites. The game-based
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Figure 1-2: Classification of defences against phishing attack.

education allows users to learn through experience and the use of virtual environment

while leading them to solve problem via critical thinking [85].

The second type of defences is phishing prevention schemes which are device-based

prevention [87]–[89] and software-based prevention [90]–[92]. Those schemes try to

prevent phishing attacks by providing an extra layer of authentication techniques

which are similar to two factor authentication. This reduces the probability of a

user being deceived by phishing website. Device-based prevention schemes utilize the

external authentication devices. For example, in [89], a smart card which is created

by web service provider a user want to login is utilized. When the user wants to

login, he/she sends access token of smart card to the server and it returns PIN code

to user’s smart card. If that does not match the PIN which the smart card has,

the login attempt fails. Since phishing websites cannot return correct PIN, the user

can find it phishing. Software-based prevention schemes realizes the procedure like

this based on algorithms such as watermarking and picture password. In the case

of watermarking-based phishing prevention scheme [90], watermarking image and its
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position which are set in registering the system are utilized to authenticate. When

the user tries to login by access token, the service returns the watermarking image to

the preset area. Since the user knows the image and its position, he/she can find it

phishing if a different image is shown or its position is different.

The final type of defences is phishing detection. The phishing detection schemes

are roughly classified into three types, list-based approaches [93]–[99], search engine-

based approaches [100]–[106], and feature-based approaches [107]–[123]. Feature-

based approaches are further classified into text feature-based approaches [107]–[116]

and visual feature-based approaches [117]–[123].

The list-based approaches detect phishing websites by blacklist [93]–[96] and whitelist

[97]–[99]. Blacklist-based approaches register the information of phishing websites

such as URL (Uniform Resource Locator) and DNS (Domain Name Server) and de-

tect phishing websites based on that. On the other hand, whitelist-based approaches

register the information of legitimate website and raise alert when accessing to the

websites which are not listed. List-based approaches are generally used and the in-

terests of researches are how to update lists or searching time in most of cases. It

is said that the detection rate of security products sold in the market is more than

99% and most of them are based on these approaches. However, there are many cases

where the phishing websites which is not listed cannot be detected. In fact, although

Google Chrome, a kind of web browser, has a phishing detection mechanism based

on blacklist [94], some phishing websites can be accessed without alerts [125]. Thus,

the notion of defence in depth and detecting them from many aspects are important.

In Search engine-based approaches [100]–[106], most of schemes use the result of

search engine as whitelist. That is, the idea behind those approaches is that the

website indexed by Google is not a phishing website. The representative approach is

Cantina [100] by Zhang et al.. In that scheme, they utilize TF-IDF (Term Frequency

and Inverse Document Frequency) algorithm [126] to extract keywords of a website

and these keywords are searched by Google. If the website appears in the whitelist

(search results), it is legitimate; otherwise phishing.
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In feature-based approaches [107]–[123], many features have been proposed. Text

feature-based approaches [107]–[116] include the text features such as entire length

of URL, domain information, DNS information, Alexa [127] rank, Alexa reputation,

number of links and so on. The different points in those schemes are the type and

number of features extracted, the classifier which brings the best performance, the

use of logic from other schemes and so on. On the other hand, the idea behind visual

feature-based approaches [117]–[123] is that the visual contents of phishing websites

tend to be similar to the targeted legitimate website since a phishing website naturally

mimics the appearance of the target. Those approaches use “signature” which is

feature map in layout, position of colors, etc. extracted from the targeted legitimate

website or phishing websites. Signatures are stored in SDB (Signature DataBase)

and the website whose signature is similar to SDB’s one is detected as a phishing

website. Thus, visual feature-based approaches are referred to as “signature-based

approaches” or “visual similarity-based approaches”. For example, in [122], that

scheme uses position of colors as a signature. The similarity of signatures is calculated

by EMD (Earth Mover’s Distance) [128], [129]. Hereinafter, we refer visual feature-

based approaches as “visual similarity-based approaches” since that name clearly

indicates using visual features and implies using signatures.

In user training-based approaches, it is difficult to apply such educations to all

low literacy users. In phishing prevention schemes, it is necessary to use additional

devices or complicated knowledge about schemes. List-based phishing detection can-

not deal with websites whose information is not listed and it incurs zero-day attack.

Search engine-based approaches and text feature-based approaches cannot deal with

attacker’s manipulating of features. For example, the feature of URL is easily changed

by attackers. In addition to that, although search engine-based approaches use search

engine through a search API (Application Programming Interface) provided by search

engines, it is expensive. Thus, we pay attention to visual similarity-based approaches.

Note that the proposal of this dissertation about phishing detection is classified into

visual similarity-based approaches. Therefore, the box of visual feature-based ap-

proaches in Figure 1-2 is filled with gray. The detailed descriptions about visual
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similarity-based approaches are shown in section 2.2.4.

1.6 Research motivations and overviews

Although many researchers have solved important issues, they have shortcomings

and require further improvements. In the research of Sybil detection on SNS, the

promising approaches are SybilRank [66] and graph pruning scheme [67]. However,

in the SybilRank, legitimate seeds, which are accounts the initial trust values are

given, are concentrated on the specific communities because they are selected from

nodes that have largest number of friends, and thus the trust value is not evenly

distributed. In the graph pruning scheme, although it tries to prune relationships

between legitimate accounts and Sybils for the purpose of limiting trust values Sybils

get, a sophisticated attacker can avoid graph pruning by making relationships between

Sybil accounts. Hence, we propose a robust seed selection and graph pruning scheme

to detect Sybil accounts more accurately. To more evenly distribute trust value

into legitimate nodes, we first detect communities in the SNS and select legitimate

seeds from each detected community. In addition to that, by leveraging the fact that

Sybils cannot make dense relationships with legitimate nodes, we also propose a graph

pruning scheme based on the density of relationships between trusted accounts. We

prune the relationships which have sparse relationships with trusted accounts and

this enables robust pruning malicious relationships even if the attackers make a large

number of common friends.

In the research of phishing detection, the promising approaches are visual similarity-

based approaches which use signatures. However, they can only detect phishing web-

sites whose signatures are highly similar to SDB’s one. This incurs the vulnerability

of zero-day phishing attack. In order to address this issue, though an auto signature

update mechanism is needed, the previous approaches’ signatures are not suitable for

auto updating since their similarity can be highly different among targeted legitimate

website and subspecies of phishing website targeting that legitimate website. Hence,

we propose a novel visual similarity-based phishing detection scheme using hue in-

25



formation with auto updating database. Since a phishing website is created based

on targeted legitimate website or other subspecies whose hue information is similar

each other, many phishing websites can be exhaustively detected by tracing similar

colored subspecies. By repeating this procedure and automatically updating SDB,

the detection scope can be effectively expanded. In order to avoid the misdetection of

legitimate websites which have similar hue information to SDB’s ones, the proposed

scheme utilizes the fact that the combination of used colors is hard to be similar

among legitimate and phishing websites.

1.7 Outline of dissertation

As shown in Figure 1-3, this dissertation is constructed as follows:

Chapter 2 deals with the related works of the proposals.

In chapter 3, we deal with Sybil detection scheme on SNS. We focus on the fact

that the legitimate accounts on SNS belong some communities and that Sybil accounts

establish sparse relationships with legitimate accounts. Based on this fact, we propose

a scheme which effectively detect Sybil accounts. The effectiveness is shown by the

computer simulation with real dataset.

In chapter 4, we deal with a detection scheme of phishing websites. Since a phish-

ing website is created based on targeted legitimate website or other subspecies whose

hue information is similar each other, many phishing websites can be exhaustively

detected by tracing similar colored subspecies. By repeating this procedure, the de-

tection scope can be effectively expanded. We demonstrate that the proposed scheme

improves the detection performance as the number of detected phishing websites in-

creases by the computer simulation with real phishing websites’ dataset.

Chapter 5 concludes this dissertation and summarizes the contribution of this

work.
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Chapter 2

Models and Related Works for

Sybil Detection on SNS and

Phishing Detection

In this chapter, we first define the system and attacker model for each research. After

the definition of models in each research, the related works of this dissertation and

their shortcomings are described.

2.1 Graph-based Sybil detection on SNS

2.1.1 System model

We consider an undirected social network modeled as a graph 𝐺 = (𝑉,𝐸), where

each node in 𝑉 represents an account in the network and each edge in 𝐸 represents

a relationship (friendship) between accounts. In an undirected social network like

Facebook, each account has to send friend requests when making friends. That is,

accounts can make relationships after mutual agreement. We define 𝑛, 𝑛𝐿, and 𝑛𝑆 as

the total number of all accounts, legitimate accounts, and Sybil accounts, respectively,

i.e. |𝑉 | = 𝑛 = 𝑛𝐿 + 𝑛𝑆. Similarly, we define 𝑚 as the total number of edges, i.e.

𝑚 = |𝐸|. Hereinafter, according to the term used in a graph theory, let the term
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Legitimate Sybil

Figure 2-1: The simple structure of SNS.

“node” denote the account. Moreover, we refer to the number of friends of each node

as “degree”.

A structure model of legitimate region and Sybil region is shown in Figure 2-1.

In Figure 2-1, the white nodes, grey nodes, and thick edge denote legitimate nodes,

Sybil nodes, and attack edges, respectively. In this dissertation, we assume that the

service provider of SNS knows all nodes and their relationships. However, it does not

know which nodes are legitimate or Sybil nodes. Although today’s SNS operators

manually detect Sybil accounts, it typically takes considerable time. The objective

of this research is for the service provider to detect as many Sybil nodes as possible

without judging legitimate nodes as Sybil nodes. The structure model like this is

adopted in many researches [66].

2.1.2 Definition of Sybils on SNS

Generally, Sybil attack is defined as “conducting nuisance behavior to network par-

ticipants by using large number of network entities”. In the case of SNS, accounts

created for the following purposes are defined as Sybil accounts:

1. Illegal voting to web contents and spreading fake news

2. Pretending legitimate accounts

3. Preparing other accounts against main attack account’s suspension

For these purposes, a large number of accounts is needed. Since many researches are

based on this definition (e.g. [66]), we also follow this.
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2.1.3 Attacker model

In our attacker model, we assume there are multiple attackers 𝒜 = {𝑎𝑖|1 ≤ 𝑖 ≤ 𝑛𝑎𝑡𝑡}.

𝑛𝑎𝑡𝑡 represents the number of attackers. The reason why we define 𝑛𝑎𝑡𝑡 is to model

the situation where multiple types of Sybils exist, e.g. sending spams and illegal vote

[130], [131]. We assume each attacker creates 𝑛𝑆/𝐴𝑡𝑡𝑎𝑐𝑘𝑒𝑟 Sybils and thus the total

number of Sybils 𝑛𝑆 can be represented as 𝑛𝑆 = 𝑛𝑎𝑡𝑡 × 𝑛𝑆/𝐴𝑡𝑡𝑎𝑐𝑘𝑒𝑟 in the evaluation.

Each attacker can execute the following operations:

1. Creating 𝑛𝑆/𝐴𝑡𝑡𝑎𝑐𝑘𝑒𝑟 Sybil nodes.

2. Making relationships among Sybil nodes created by an attacker.

3. Making as many as 𝑔 relationships called attack edges between Sybil nodes and

legitimate nodes. The number of attack edges 𝑔 is smaller value than 𝑚 because

it is rare for legitimate nodes to accept friend requests from strangers.

2.1.4 Validity of attack model

According to [132], general SNSs have “homophily property”, which indicates two

linked nodes share the same label with a high probability. That is, the friends of

a legitimate node tend not to be Sybils but legitimate nodes. In fact, “homophily

among legitimate nodes” and “non-homophily between a legitimate node and Sybils”

are found in Tuenti which is largest SNS in Spain. The attack model in the previous

section is valid since it models homophily property mentioned above. Graph-based

approaches often work well in this assumption. Although there is the case where

homophily cannot hold [69], the authors in [133] mention that the situation like this

can be mitigated by machine learning based approaches. Hence, we basically follow

this attack model.

2.1.5 Related works

As mentioned in section 1.4.1, there have been several Sybil detection schemes based

on topological features on the basis of two assumptions. The first assumption is that
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Sybil nodes cannot make a lot of relationships between legitimate nodes since it is

rare for legitimate nodes to accept friend requests from strangers even if they can

make relationships among themselves. The second assumption is that the legitimate

communities are “Fastmixing”. Fastmixing means that if we take a random walk in

a social graph we will quickly arrive at the stationary distribution compared to Sybil

communities [133]. Yu et al. propose SybilGuard and SybilLimit [62], [63] which

are the first two protocols to exploit topological features to detect Sybil nodes. In

SybilGuard they define verifier route composed with legitimate nodes and each node

executes random walk with length 𝑂(
√
𝑛 log 𝑛). Since random walk in legitimate

communities are fastmixing, random walks starting from legitimate nodes tend to

intersect verifier route. Based on this notion, Sybils can be detected. Furthermore,

SybilLimit can accept the larger number of attack edges than SybilGuard by using

multiple walk. However, both schemes suffer from high false rate. Although SybilInfer

uses the Bayesian inference that calculates the probability of being Sybil, it takes

much computational cost [64]. Cao et al. propose SybilRank [66]. They give a trust

value to “legitimate seeds” which is randomly selected from high degree nodes and

its trust value is evenly distributed to its neighbors recursively. Since the trust value

that Sybils obtain is only via attack edges, the final trust values that legitimate nodes

have tend to be higher than Sybils. Since this trust distribution is repeated 𝑂(log 𝑛)

times, total computational cost is 𝑂(𝑛 log 𝑛). In [67] by Zhang et al., in order to avoid

the trust value from being distributed into Sybil nodes, they prune such suspicious

relationships based on the number of common friends prior to performing SybilRank.

This idea comes from the perspective that the relationships with a few common

friends are to be suspicious. In contrast to all previously discussed approaches, Tran

et al. propose Gatekeeper which does not leverage random walk for Sybil detection

[68]. Rather than using random walk, Gatekeeper employs a breadth-first-search. In

that scheme, a central authority called admission controller selects a number of ticket

sources like legitimate seeds in SybilRank and gives them a number of tickets. Then,

ticket sources evenly distributes the tickets to theirs neighbors. To be admitted into

System, a node must obtain a certain number of tickets. The idea of Gatekeeper is
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similar to SybilRank. However, in the modern scenario, it becomes easier for Sybils to

obtain the trust values or tickets in SybilRank and Gatekeeper. The most easiest way

for Sybils to obtain them is connecting attack edges near seeds. In order to avoid this,

Zhang et al. propose a scheme to prune attack edges placed near seeds [67]. Although

many graph-based approaches have been proposed, we pay attention to SybilRank

[66] and the graph pruning scheme [67] which is extended work of SybilRank. The

detection accuracy of SybilRank is higher than other schemes and the effectiveness

is proven in real environment [66]. There are many schemes based on SybilRank and

the graph pruning scheme [67] is a kind of it. The graph pruning scheme can be

utilized without degrading performance and thus is promising. This is why we select

them as the previous schemes.

2.1.6 SybilRank

Cao et al. propose a Sybil nodes detection scheme called “SybilRank” which distin-

guishes Sybil from non-Sybil nodes based on their trust values [66]. That scheme

ranks all nodes’ trust values and identifies nodes with low trust value as Sybil ones

by leveraging the fact that Sybil nodes might be isolated from non-Sybil nodes’ com-

munity. That scheme uses power iteration [74], which is a technique to efficiently

calculate the landing probability of random walks in large graphs. The intuition be-

hind this is that if each node evenly distributes its trust value to its neighbors, low

trust value might be distributed to Sybil nodes since legitimate nodes hardly connect

with Sybil nodes. More specifically, the power iteration scheme randomly selects 𝑀

legitimate seeds from nodes that have high degree and gives an initial trust value to

each node as

𝑇 (0)(𝑣) =

⎧⎨⎩ 𝑇𝐺

𝑀
if 𝑣 is a seed,

0 otherwise,
(2.1)

where 𝑇 (0)(𝑣) denotes the initial trust value on node 𝑣 and 𝑇𝐺 indicates the total trust

value given to 𝑀 legitimate seeds. After giving initial trust value to each node, each

node evenly distributes its trust value to its neighbors. Let 𝑇 (𝑖)(𝑢) denote a node 𝑢’s

33



trust value after 𝑖th iterations and it is represented as

𝑇 (𝑖)(𝑢) =
∑︁
𝑢𝑗∈𝑈𝑢

𝑇 (𝑖−1)(𝑢𝑗)

𝑑𝑒𝑔(𝑢𝑗)
, (2.2)

where 𝑈𝑢 and 𝑑𝑒𝑔(𝑢𝑗) denote the set of node 𝑢’s neighbors and the degree of 𝑢𝑗,

respectively. The scheme iterates the above procedures 𝑤 = ⌈log 𝑛⌉ times and iden-

tifies nodes whose trust value is lower than the threshold 𝐶TH as Sybil nodes. By

terminating the iterative trust distribution procedure by ⌈log 𝑛⌉ times, it is possible

to limit the trust value being given to Sybil regions and reduce the computational

cost. Since this scheme requires 𝑂(log 𝑛) power iterations for each node, the total

computational cost is 𝑂(𝑛 log 𝑛).

2.1.7 Graph pruning

Zhang et al. propose a graph pruning scheme which tries to cut attack edges prior to

power iteration [67]. A graph pruning scheme reduces the possibility that a legitimate

node gives its trust value to Sybil nodes at the power iteration scheme. Intuitively,

when two nodes have few common friends, their relationships are appeared to be

an attack edge. From this point of view, that scheme prunes relationships based on

the number of common friends. That scheme randomly selects legitimate seeds and

determines the size of pruning region 𝐺′, which is defined by 𝑇𝑝. Pruning region 𝐺′

is composed of legitimate seeds and their 𝑇𝑝 hop neighbors. And then, this scheme

calculates 𝑤𝑖𝑗, where 𝑤𝑖𝑗 is the number of common friends of nodes 𝑖 and 𝑗 in 𝐺′.

Finally, the edges whose 𝑤𝑖𝑗 ≤ 𝑇𝑠 are to be pruned, where 𝑇𝑠 is the threshold to

determine whether to be pruned. The values of 𝑇𝑠 and 𝑇𝑝 used in the simulation are

shown in Table 3.1. Figure 2-2 shows an example of the previous graph pruning. In

this figure, thick edge, white nodes, and gray nodes indicate an attack edge, legitimate

nodes and Sybil nodes, respectively. The number of common friends between node

𝐴 and 𝐵 is zero (i.e. 𝑤𝐴𝐵 = 0) and thus the edge between node A and B has the

possibility of an attack edge. If we set the pruning threshold 𝑇𝑠 as 𝑇𝑠 = 0, since the

inequality 𝑤𝐴𝐵 ≤ 𝑇𝑠 holds, this thick edge is to be pruned.
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A B

Figure 2-2: Example of graph pruning in previous scheme.

2.1.8 Shortcoming of legitimate seed selection

Both of the previous schemes randomly select legitimate seeds from nodes with high

degree. However, since nodes with high degree generally tend to belong to the same

community, the previous schemes select legitimate seeds only from specific commu-

nities as shown in Figure 2-3. In this figure, LS1,LS2, and LS3 are nodes selected as

legitimate seeds in the previous schemes. We can see that seeds are concentrated on a

specific community. Figure 2-4 shows communities where the top 𝐾% highest degree

nodes belong. We use a Facebook dataset in [134] and detect communities with the

scheme in [135]. For example, when 𝐾 = 5%, most of high degree nodes belong to one

of the 4 out of 13 communities. When 𝐾 = 30%, most of high degree nodes belong to

one of the 5 out of 13 communities. From this result, legitimate nodes which belong

to a small community and far from legitimate seeds may not get a sufficient trust

value when power iteration is executed and are regarded as Sybil nodes.

2.1.9 Shortcoming of graph pruning

The previous scheme [67] prunes the relationships appeared to be an attack edge

based on the number of common friends. However, since the number of common

friends are easily increased by attackers’ tactic, it is possible for attackers to avoid

attack edges from being pruned. Figure 2-5 shows the example of avoiding pruning.

In this figure, a white node 𝐿 and grey nodes 𝑆1, 𝑆2, 𝑆3, and 𝑆4 show an legitimate

node and Sybil nodes, respectively, and thick relationships are attack edges. Each

Sybil node makes attack edges not only with 𝐿 but also with other Sybil nodes. This

assumption is reasonable since such a legitimate node accepts friend requests from
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Figure 2-3: Example of seeds selected in
the previous scheme.

0.00

0.25

0.50

0.75

1.00

5 10 15 20 25 30

K

R
a

ti
o

Community

1

2

3

4

5

6

7

8

9

10

11

12

13

Figure 2-4: The ratio of nodes with high
degree in each community.

L

S1

S2

S3

S4

Legitimate
Sybil

Figure 2-5: Example of avoiding pruning.

any unknown users in order to increase the number of friends for gaining popularity

[136]. In this case, the number of common friends between 𝐿 and a Sybil node is

increased to three. Thus, since graph pruning scheme using the number of common

friends cannot prune attack edges in Figure 2-5, the accuracy of finding Sybil nodes

is degraded.

The scheme which solve these shortcomings is proposed in Chapter 3.
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2.2 Visual similarity-based phishing detection

2.2.1 System model

Figure 2-6 shows the system model of phishing detection. As shown in Figure 2-6, we

assume signature based phishing detection. A signature indicates website’s feature.

The user sends URL of visited website to the detection server when it is suspicious.

In the detection server, there are detection scheme and SDB which possesses each

targeted website’s signature. SDB is maintained by a system administrator. The

detection scheme creates a signature from the website sent by the user and searches

a similar signature from SDB. If a similar signature is found, the detection scheme

sends the user that it is phishing website; otherwise legitimate. Prior to the detection,

the system administrator registers the signatures for detecting phishing websites by

hand.

System
Administrator

Detection Server

A B C D
User

Signarure Database
(SDB)

Detection
Scheme

Each targeted website′s signarure

Matching

suspicious
URL

detection
result

Figure 2-6: System model in the signature-based phishing detection.
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2.2.2 Target of detection

In this section, we clearly define the target of detection. Figure 2-7 shows the classi-

fication of malicious websites. As shown in Figure 2-7, there are roughly two types of

malicious websites, which are phishing website and exploit kit website [137]. Exploit

kit websites make visitors download malicious files or programs and they conduct

malicious activities. Although those malicious activities include leaking personal in-

formation of users, we do not define this as a kind of phishing attack. In this disser-

tation, we define phishing websites as “the website which mimics the appearance of

famous legitimate website and steals personal information by letting unaware users

input”. We focus on phishing websites and do not deal with exploit kit websites.

2.2.3 Attacker model

Figure 2-8 shows the example of the attacker model we assume. The attacker steals

innocent users’ sensitive information as follows:

1. Attacker creates a phishing website whose URL is URLphishing. The phishing

website target a specific legitimate website and is visually similar to it.

2. Attacker sends URLphishing to users via e-mail or SNS.

3. Unaware users open URLphishing, believe it to be a legitimate website, and input

their sensitive information.

4. Attacker steals sensitive information through the phishing website.

Malicious websites

Phishing 
websites

Exploit Kit
websites

Figure 2-7: The classification of malicious websites.
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Figure 2-8: Attacker model of a phishing website.

2.2.4 Related works

As mentioned in section 1.5.1, there have been several visual similarity-based phishing

detection schemes. In [117], Mao et al. focus on the similarity of CSS (Cascading Style

Sheet) which defines the design of the website. However, attackers can create phishing

websites without using CSS by embedding background image of targeted legitimate

website. In other words, attackers can hide the features. From this point of view,

since the information rendered by browsers can be always available, the schemes using

screenshot of displayed website have been proposed [118]–[123]. In [118], Dalgic et

al. propose to train the screenshots of phishing website targeting same legitimate

website by machine learning technique. However, the detection performance depends

on the quality of dataset and a large number of dataset is needed. For this issue,

we focus on the schemes [119]–[123] which do not require a large number of dataset.

These schemes use “signature” which is feature map in layout, position of colors,

etc. extracted from targeted legitimate website or phishing websites. Signatures are

stored in SDB and the website whose signature is similar to SDB’s one is detected

as phishing website. However, since they can only detect phishing websites whose

signatures are highly similar to SDB’s ones, the system administrator has to register

many signatures by hand in order to achieve high detection performance.
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2.2.5 Shortcomings and requirements for the proposed scheme

The visual similarity-based approaches can only detect phishing websites whose sig-

natures are highly similar to SDB’s ones which are registered by the system adminis-

trator. Thus, the system administrator has to register multiple signatures in order to

achieve high detection performance. However, since there are generally many types of

subspecies which target the same legitimate website, the cost of registering signatures

becomes very high if the number of subspecies increases. This might incurs a zero-day

attack. Generally, the zero-day attack is defined as the situation where an attacker

exploits a vulnerability which the administrator or the developer does not notice.

In the context of phishing, the zero-day attack is defined as the situation where a

new type of phishing website cannot be detected until the system administrator adds

the signature for it. A straightforward way to address this issue is to implement

an auto signature update mechanism in the system. In signature-based phishing de-

tection schemes, implementing automatic updating indicates adding the signature of

detected phishing website to SDB and using it for the next and succeeding detection.

By repeating this procedure, it is expected that the detection scope can be expanded.

However, aforementioned approaches’ signatures are not suitable for auto updating

since their similarity can be highly different among targeted legitimate website and

subspecies of phishing website targeting that legitimate website.

In order to prove this, we investigate the similarity among the legitimate website

and phishing websites in the scheme [122]. Figure 2-9 shows the similarity distribution

of Facebook’s legitimate and phishing websites in the scheme [122]. As we can see

from Figure 2-9, the similarities of phishing websites are distributed. This is because

the scheme [122] uses the positions of colors which can be highly different in each

phishing website. In this situation, even if the auto updating is applied, the highly

similar signatures are gathered in SDB and the scope of detection cannot effectively

be expanded. From these point of view, the requirements of signature based phishing

detection system are as follows:
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Figure 2-9: The similarity distribution of Facebook’s legitimate and phishing web-
sites in the scheme [122]

∙ The system automatically updates SDB for the better detection performance

and the zero-day phishing attack.

∙ To automatically update SDB, the signature used for detection has common

feature among the targeted legitimate website and most of subspecies of phishing

websites targeting that legitimate website.

The scheme which meets the requirements is proposed in Chapter 4.
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2.2.6 Summarization of shortcomings

We summarize the shortcomings of the previous schemes as follows.

Sybil detection on SNS

∙ Seeds are concentrated in specific communities.

∙ Based on the number of common friends, there are cases where attack edges

cannot be pruned

Phishing detection

∙ The system automatically updates SDB for the better detection performance

and the zero-day phishing attack.

∙ To automatically update SDB, the signature used for detection has common

feature among the targeted legitimate website and most of subspecies of phishing

websites targeting that legitimate website.
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Chapter 3

Trust-based Sybil Detection

Scheme on Social Networking

Services

3.1 Proposed scheme

In order to solve the shortcomings mentioned in section 2.1.8 and 2.1.9, we propose a

seed selection scheme with community detection and graph pruning scheme based on

the TA (Trusted Area) which is focused on the density of relationships with nodes.

For the first shortcoming discussed in section 2.1.8, we first detect communities in

the entire network and then select high degree legitimate seeds from them. This

enables to select legitimate seeds uniformly from the network and avoid trust value

from being concentrated on the specific communities. For the second shortcoming

discussed in section 2.1.9, we recursively calculate the TA and prune the relationships

with respect to how much nodes are in the TA. We prune the relationships with high

probability when the nodes have less relationships with nodes in the TA and vice

versa. This improves the accuracy of pruning attack edges even if the attackers make

a large number of common friends. Our scheme consists of these two procedures and

we explain each procedure in detail in the following sections. Figure 3-1 shows the
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Figure 3-1: Flowchart of the proposed scheme.

flowchart of the proposed scheme. Since the procedure after the graph pruning we

propose is the same as SybilRank, we omit the explanation in this section.

3.1.1 Seeds selecting scheme

Prior to graph pruning and SybilRank, we detect communities in SNS with so-called

the fast greedy community detection scheme [135]. The reason why we choose the

fast greedy community detection scheme is that its computation complexity is as

low as 𝑂(𝑛 log2 𝑛) and it effectively works against large scale network like SNS [138].

According to recent work [139], although fast greedy community detection is proposed

in 2004, it achieves enough performance compared with latest community detection

algorithms. After the communities are detected, seeds are selected from legitimate

nodes which have the top 𝐾% highest degree from each detected community. The

reason why we choose high degree nodes as seed candidates is that such nodes can

effectively distribute trust values toward a large number of friends. However, it could

be the case where Sybils are chosen as seeds. In order to avoid this, each seed

candidate is manually checked whether it is Sybil or not, which is the same procedure

as the previous scheme [66]. It is not a big issue since finding legitimate nodes is

further easier than finding Sybils. In the proposed scheme, at most only the number of
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detected communities (e.g., 13 communities in [134]) should be inspected. Note that if

no top 𝐾% degree node exists, we do not select any seeds from the community. Based

on the above idea, the proposed seed selection scheme is formalized with equations

as follows. Let 𝐶𝑝 denote the nodes in 𝑝 th community, where 1 ≤ 𝑝 ≤ 𝑙. In addition,

let 𝑑𝐾 denote the top 𝐾% highest degree of these nodes. We then represent seed

candidates 𝑣seedcand𝑝 with 𝐶𝑝 and 𝑑𝐾 as

𝑣seedcand𝑝 =

⎧⎪⎨⎪⎩MDN(𝐶𝑝) If 𝑑𝑒𝑔(MDN(𝐶𝑝)) ≥ 𝑑𝐾 ,

𝜑 Otherwise,

(3.1)

where MDN(𝐶𝑝) denotes a function that returns the Maximum Degree Node in the

community 𝐶𝑝. However, 𝑣seedcand𝑝 could be a Sybil and thus it is manually checked.

If a chosen seed candidate is found to be a Sybil, it is not chosen as a seed. Hence,

𝑣seedcand𝑝 can be expressed as

𝑣seedcand𝑝 =

⎧⎪⎨⎪⎩𝜑 If 𝑣seedcand𝑝 is Sybil,

𝑣seedcand𝑝 Otherwise.

(3.2)

Finally, since we look for seed candidates for each community from 𝐶1 to 𝐶𝑙, vseeds

which denotes the set of 𝑣seedcand𝑝 , can be represented as the union of 𝑣seedcand𝑝 in

1 ≤ 𝑝 ≤ 𝑙. That is,

vseeds =
⋃︁

1≤𝑝≤𝑙

𝑣seedcand𝑝 . (3.3)

Figure 3-2 shows an example of seeds selection in the proposed scheme. This figure

shows the situation where three communities 𝐴, 𝐵, and 𝐶 are detected by the fast

greedy community detection and we select one seed from each community. For ex-

ample, the community 𝐴 consists of nodes 𝐴1−𝐴7 and 𝐴4 has the highest degree. In

this case, we select 𝐴4 as the seed for community 𝐴. The same procedure is applied

for 𝐵 and 𝐶. When there exist multiple nodes with highest degree in a community,

we randomly select one node as a seed. For example, although community 𝐵 has the

same highest degree nodes 𝐵1 and 𝐵3, 𝐵1 may be randomly selected as a seed.

45



A1

A2

A3

A4

A5

A6

A7

B1

B2 B3

C1

C2 C3

C4

Figure 3-2: Example of seeds selected in the proposed scheme.

3.1.2 Pruning scheme based on trusted area

We prune attack edges based on seeds selected at section 3.1.1. In our scheme, each

legitimate seed 𝑣𝑖 in vseeds has its own TA and 𝑣𝑖’s initial TA TA𝑣𝑖 is denoted as

TA𝑣𝑖 = {𝑣𝑖, neig(𝑣𝑖)} , (3.4)

where {𝑥} and neig(𝑣𝑖) denote a set of 𝑥 and 𝑣𝑖’s neighbors, respectively. We argue

that the possibility that an initial TA includes Sybil nodes is very low because we

choose legitimate seeds from nodes with considerably high degree. Such nodes are

to be famous rather than ordinary people and they tend to have non-Sybil nodes as

friends. For example, Shinzo Abe (the Prime minister of Japan) has more than 4,500

friends in Facebook1, but it is unlikely that he easily accepts friend requests from

strangers[140]. Here, we decide whether to add nodes just around the TA. We define

node 𝑢’s trust value 𝑇TA(𝑢) for calculating TA as

𝑇TA(𝑢) =
𝑑𝑒𝑔in(𝑢)

𝑑𝑒𝑔(𝑢)
, (3.5)

where 𝑑𝑒𝑔in(𝑢) denotes the number of nodes included in TA. 𝑇TA(𝑢) represents how

much nodes are in the TA. The larger this value is, 𝑢 has the closer relationships

with TA and the smaller this values is, 𝑢 has the more sparse relationships with TA.

1As of September 2015.
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We argue that the nodes accepting the friend requests from strangers must accept

almost all of requests, but the number of such nodes are relatively small in the entire

SNS. Thus, our pruning criteria is much robust compared to the previous scheme. If

𝑢 satisfies

𝑇TA(𝑢) ≥ 𝑅TA, (3.6)

we add 𝑢 to TA. Here, 𝑅TA is a threshold value to decide whether a node 𝑢 should be

included in a TA. 𝑅TA is set to 2
3

based on “Byzantine generals problem” [141], which

is the problem of how much reliable persons are required to correctly communicate

information to all persons in a specific group under the situation that some of them

incorrectly inform it, namely traitors. In this situation, it has been proven that more

than 2
3

persons must be reliable [141]. We can adapt this notion to calculate TA. In

our case, a reliable person is an legitimate node, whereas a traitor is a Sybil node.

Since a trust value distributed toward them can be seen as information, more than 2
3

friends of a node must be reliable when deciding whether to involve him/her in TA.

Thus, based on above equations, updating TA𝑣𝑖 is formulated as

TA𝑣𝑖 =

⎧⎪⎨⎪⎩TA𝑣𝑖 ∪ 𝑢𝑐𝑎𝑛𝑑 If 𝑇TA(𝑢𝑐𝑎𝑛𝑑) ≥ 𝑅TA = 2
3
,

TA𝑣𝑖 Otherwise,

(3.7)

where 𝑢𝑐𝑎𝑛𝑑 denote the friend of nodes in TA. The above procedure is repeatedly

executed whenever 𝑢𝑐𝑎𝑛𝑑 is included in TA𝑣𝑖 and is finished when no 𝑢𝑐𝑎𝑛𝑑 exists.

Next, we explain how to prune attack edges. We define the probability of pruning

relationships between 𝑋 and 𝑣, that is 𝑃cut(𝑋, 𝑣) as

𝑃cut(𝑋, 𝑣) = 1 − 𝑇TA(𝑣)

𝑅TA

, (3.8)

where 𝑋 and 𝑣 denote the nodes in TA which have connection with 𝑣 and the node in

non-TA, respectively. This possibility is higher when 𝑢 has sparse relationships with

nodes in TA and vice versa. Figure 3-3 shows the example of above procedures. In

Figure 3-3, the white nodes, grey node, and black nodes represent as nodes in TA,
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Figure 3-3: Example of judging if 𝑢 is captured into trusted area.

node to be judged, and unknown nodes, respectively. The unknown nodes are the

nodes which have not judged yet. Furthermore, the values beside thick edges denote

𝑇TA(𝑢). In this case, since 𝑢 has 3 trusted friends (𝑑𝑒𝑔in(𝑢) = 3) out of 5 friends

(𝑑𝑒𝑔(𝑢) = 5), the added coefficient 𝑇TA(𝑢) = 3
5
. Hence, Eq. (3.6) does not hold

and we finish calculating TA because there are no other nodes around the TA. The

pruning probability 𝑃cut(𝑋, 𝑢) = 1 −
(︀
3
5

)︀
/
(︀
2
3

)︀
= 1

10
. The proposed graph pruning

scheme can automatically set the pruning probability with respect to closeness to its

seed.

3.2 Simulation results

In order to show the effectiveness of the proposed scheme, we evaluate the AUC (Area

Under Curve) of ROC (Receive Operating Characteristic) curve [142]. We introduce

the ROC curve and the AUC. The ROC curve indicates the performance of a bi-

nary classifier system. The curve is created by plotting the TPR (True Positive rate)

against the FPR (False Positive rate) at various threshold settings. Here, we define

the true positive rate and false positive rate as the ratio that Sybils are accurately

classified and legitimate nodes inaccurately classified, respectively. Since the true

positive rate and false positive rate depend on the specified threshold 𝑇 , we want to

compare the detection accuracy irrespective of threshold setting. Hence we first cal-

culate ROC with TPR and FPR by varying the threshold and then AUC from ROC.
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Figure 3-4: An example of relationships between legitimate nodes and Sybils.

AUC ranges between 0 and 1 and the higher value indicates the better classification

algorithm. We use a Facebook dataset [134] for evaluation. Since all nodes in the

dataset are legitimate nodes, we add Sybil nodes by assuming two attack scenarios.

This situation is based on the previous schemes [66], [67]. Hereafter, we refer the legit-

imate nodes which have relationships with Sybil nodes as Sybil supporters. The first

attack scenario is the same as [67] and we randomly choose 100 Sybil supporters from

legitimate nodes and repeat connecting an attack edge between a randomly chosen

Sybil supporter and a Sybil node for 200 times i.e. the total number of attack edges

𝑔 = 200. Figure 3-4(a) shows the topology of the first attack scenario. As the second

attack scenario, we assume the sophisticated attackers who try to avoid pruning at-

tack edge mentioned in section 2.1.9. In this scenario, we randomly choose 20 Sybil

supporters from legitimate nodes and add 10 attack edges for each Sybil supporter

from randomly selected Sybil nodes, i.e., the total number of attack edges 𝑔 = 200.

Furthermore, in order to increase the number of common friends, Sybil nodes that

have relationships with a certain Sybil supporter are connected each other as shown in

Figure 3-4(b). In each simulation, we set the number of attackers 𝑛att = 5. Table 3.1

shows the simulation parameters.

3.2.1 Overall detection performance

Figure 3-5(a) and 3-5(b) show AUC versus the total number of Sybil nodes in the

attack scenario 1 and 2, respectively. Prop. (CD+GPProp.), Prop. (CD+GPPrev.),

and Prev. (GPPrev.) indicate the proposed Community Detection-based seed selecting
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Table 3.1. Parameter values used in the simulation.

parameter value

dataset Facebook [134]
number of nodes 4039
number of edges 88234
graph model Random graph with BA

model[143] with ave. degree
10

𝑇𝑠 in the previous scheme 1
𝑇𝑝 in the previous scheme 2
𝑛att 5
𝐾 10
simulation tools R with igraph package[144]

scheme with the proposed Graph Pruning, CD-based seed selecting scheme with the

previous Graph Pruning, and the Previous scheme, respectively. In addition, Sybil-

Rank (Random Seeds) and SybilRank (CD) denote the original SybilRank [66] and

SybilRank with community detection in Figure 3-5(a). We first discuss the result of

attack scenario 1 in Figure 3-5(a). In this figure, the both proposed schemes achieve

almost same accuracy with the previous scheme. This is because the efficiency of

graph pruning approaches is significantly high regardless of the proposed and previ-

ous ones against the attack scenario 1. As we can see from this figure, all schemes

that use graph pruning achieve high AUC values compared with the schemes without

the graph pruning schemes. Furthermore, the proposed graph pruning scheme is also

effective against the attack scenario 1. This is because the density of relationships

among Sybils and legitimate nodes in the attack scenario 1 is sparse. We can also see

that as the number of Sybils gets larger, we can obtain the better AUC regardless

of schemes. This is because the total number of attack edges is fixed, as the total

number of Sybils gets larger, true positive tends to be higher.

We then discuss the detection accuracy in the attack scenario 2 with Figure 3-5(b).

From Figure 3-5(b), we can see that the proposed scheme with community detection

and our graph pruning considerably improve AUC against the previous scheme. In

this attack scenario, the previous graph pruning scheme cannot prune most of attack

edges since Sybil nodes intentionally increase the number of common friends between

legitimate nodes and Sybil nodes. On the contrary, the proposed graph pruning
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Figure 3-5: AUC versus total number of Sybils 𝑛𝑆 (𝑛att = 5).

scheme effectively prunes attack edges since the proposed scheme prunes the edges

which have less closeness with trusted nodes. Then, we pay attention to the proposed

seed selecting scheme with the previous graph pruning (Prop. (CD+GPPrev.)) and

previous scheme (Prev. (GPPrev.)). From these results, we can see the degradation

of detection accuracy. This is because the previous graph pruning does not prune

attack edges and it is likely to give Sybils trust value because of the proposed seed

selecting scheme.

In order to show the case where Sybils cannot be detected, we inspect the trust

values Sybils get after distributing trust. As a results, we find that Sybils with attack

edges tend to get more trust values than other Sybils. Table 3.2 shows the trust

values Sybils get after distributing trust. In this table, AS indicates Attack Scenario

and values are normalized by the trust values of Sybils with attack edges. As we can

see from Table 3.2, there is difference between Sybils with attack edges and Sybils

without attack edges. This is obvious result and that is to say, Sybils near seeds

can tend to get more trust values. Although the effectiveness of the proposed graph
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Table 3.2. Trust values Sybils get after distributing trust.

Trust value
Sybils with AE Sybils without AE

AS1 1.0 0.59
AS2 1.0 0.33

pruning is shown in Figure 3-5, it cannot prune attack edges in the case where they

are directly added to seeds. This is because TA is initialized by neighbors of seeds.

From these reasons, we can say that the performance of the proposed scheme gets

worse when Sybils exist near seeds and especially, Sybils are directly connected to

seeds.

From results mentioned above, the previous scheme does not work well especially

in the attack scenario 2. We argue this is because the attack scenario 2 destroys ho-

mophily mentioned in section 2.1.4. As mentioned in section 2.1.4, although destroyed

homophily can be mitigated by machine learning-based approaches, we consider they

cannot detect all of Sybils. Under this circumstance, this scenario assumes the re-

alistic situation where some legitimate nodes accept friend requests from unknown

accounts in order to increase the number of friends for gaining popularity. Thus, it is

meaningful to evaluate the graph-based approaches in the situation where homophily

is not held. We believe that the proposed scheme is useful since it effectively detects

Sybils in this scenario.

Furthermore, we evaluate our scheme with dataset described in [131]. Although

the basic parameter settings are the same as other simulations, we randomly picked

10,000 nodes from the datasets in [131]. Figure 3-6(a) and Figure 3-6(b) show AUC

versus the total number of Sybils 𝑛𝑆 for other datasets, namely, Epinions, WikiTalk,

and DBLP. The attack scenarios 1 and 2 are assumed in Figure 3-6(a) and 3-6(b),

respectively. In the Figure 3-6(a), as 𝑛𝑆 increases AUC remain stable or slightly gets

better for all datasets. This tendency is same as the result in Figure 3-5(a). We

can also see that our scheme outperforms the previous scheme in Epinions dataset.

In order to clarify this, we analyze Epinions dataset. In the Epinions dataset we

sampled, 2,166 nodes have only one friend, and 603 nodes have only two friends. In
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Figure 3-6: AUC versus total number of Sybils 𝑛𝑆 (𝑛att = 5) in other datasets.

this situation, the previous graph pruning mistakenly prunes many non-attack edges.

As a consequence, a trust value may not be effectively distributed to such low degree

legitimate nodes and degrades the AUC. In contrast, in the proposed graph pruning,

low degree nodes are included in TA because there is few friend other than a friend in

TA. As a result, the value of AUC is higher than that of the previous graph pruning

scheme. From Figure 3-6(b), we can see that AUC improves for all datasets by using

the proposed scheme. This result does not contradict with that of Facebook dataset.

Therefore, it can be concluded that the proposed graph pruning scheme is effective

against the attack scenario 2.
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3.2.2 Evaluation of seed selecting scheme

We compare the proposed seed selecting scheme with the case where each node is

randomly chosen as a seed. Since the proposed scheme intends to distribute trust

values toward the entire legitimate node, we evaluate the mean and standard devi-

ation of trust vales distributed to each node. If the standard deviation is decreased

without lowering the mean value, it can be concluded that trust values are effectively

distributed. Table 3.3 and 3.4 show mean and standard deviation of trust values each

node obtains. In these tables, if an element of the columns “Community Detection”

is T, the proposed graph pruning scheme is used, whereas if it is F, the community

detection is not used. As we can see from both tables, legitimate nodes obtain almost

the same mean values irrespective of use of community detection while the standard

deviation is much decreased by the proposed scheme. In both attack scenarios, the

mean trust value Sybils obtain are slightly higher than that of the schemes with the

community detection. However, the distinguishability between Sybils and legitimate

nodes is higher because the misclassified ratio of legitimate nodes is decreased.

Table 3.3. Statistics of trust values distributed to nodes in the attack scenario 1.

Node Type Community

Detection

Mean Standard

Deviation

Legitimate F 8.9 × 102 1.6 × 103

Legitimate T 8.9 × 102 1.3 × 103

Sybil F 9.6 × 10 5.7 × 10

Sybil T 1.5 × 102 5.6 × 10

Table 3.4. Statistics of trust values distributed to nodes in the attack scenario 2.

Node Type Community

Detection

Mean Standard

Deviation

Legitimate F 8.9 × 102 1.8 × 103

Legitimate T 8.9 × 102 1.3 × 103

Sybil F 7.7 × 10 6.9 × 10

Sybil T 1.1 × 102 7.5 × 10
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3.2.3 Evaluation of graph pruning

Figure 3-7 and 3-8 show how accurately each scheme prunes attack edges. We define

TP𝐺𝑃 and FP𝐺𝑃 as the ratio that the attack edges are accurately pruned and non-

attack edges are inaccurately pruned, respectively. Figure 3-8 shows the false positive

rate in graph pruning FP𝐺𝑃 versus the number of attackers 𝑛𝑎𝑡𝑡 and a numeric above a

point is the average number of pruned edges. We first discuss the result in the attack

scenario 1. From Figure 3-7(a) and 3-8(a), we can observe that the previous scheme

effectively prunes attack edges with high TP𝐺𝑃 and low FP𝐺𝑃 . This is because the

number of common friends between legitimate nodes and Sybil nodes is small and

there are few legitimate nodes that do not have common friends. The proposed

graph pruning scheme degrades TP𝐺𝑃 and FP𝐺𝑃 compared with the previous one.

This is natural since attack scenario 1 is the situation where the previous graph

pruning effectively works. Although FP𝐺𝑃 seems to be high in both scheme, it can be

acceptable because the number of entire edges is about 90,000 as shown in Table 3.1,

and the average number of total cut is relatively small.

In attack the scenario 2, from Figure 3-7(b) and 3-8(b), the previous scheme

cannot accurately cut attack edges. This is because the number of common friends

between legitimate nodes and Sybil nodes are increased in this scenario. On the

other hand, in the proposed scheme, TP𝐺𝑃 is much higher than the previous one and

we can say that graph pruning with TA works well in the attack scenario 2. Since

attack edges are concentrated in specific nodes, the proposed graph pruning scheme

can easily detect attack edges by checking nodes’ closeness among trusted nodes.

In both attack scenarios, the proposed graph pruning scheme cannot prune attack

edges if they are directly added to seeds (see section 3.2.1). In addition to that, the

proposed graph pruning cuts attack edges by using probability defined in Eq.(3.8) in

order to prevent many legitimate relationships on boundary of TA from being pruned.

Thus, there is the case where the proposed graph pruning scheme cannot prune attack

edges even if they are detected by calculating TA.

Furthermore, we evaluate the calculation time of the proposed graph pruning.
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Figure 3-7: TP𝐺𝑃 versus 𝑛𝑎𝑡𝑡.
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Figure 3-8: FP𝐺𝑃 versus 𝑛𝑎𝑡𝑡.

Table 3.5 shows the calculation time and TA’s properties. In Table 3.5, AS, AVG,

and STD indicate Attack Scenario, AVeraGe, and STandard Deviation, respectively.

Since the proposed graph pruning scheme cuts attack edges by recursively calculating

TA, it is expected that the calculation time increases per iteration. However, as

shown in Table 3.5, the standard deviation of all iterations time is small regardless

of attack scenario. In other words, it takes almost the same time in each iteration.

This is because the number of nodes included in TA is relatively small as shown in

Table 3.5’s right columns. Since initial TA is composed of neighbor nodes of seeds
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Table 3.5. Calculation time and trusted area’s properties.

Iteration Number of nodes in TA
Time (s) AVG # of iter. STD of all iter. time Before expansion After expansion

AS1 0.288 2 0.005 3718.9 3742.8
AS2 0.938 2 0.05 3718.1 3742.9

which are representative nodes in each community, the nodes which do not belong

to initial TA tend not to have dense relationships with each community. Since the

nodes which are not near seeds but have dense relationships only become the target

of calculation, the calculation time is not large. Note that there may be the case

where we should stop calculating TA to some extent (e.g. for real social network). In

that case, attack edges can be pruned since the nodes which are not added to TA for

a long time have sparse relationships with most of legitimate nodes.

3.2.4 Limitation and discussion

In order to show the limitation of the proposed scheme, we evaluate the classification

performance with the attack scenario described in [131]’s Fig.1. In this scenario,

almost all of Sybils’ friends are legitimate nodes and the relationships among Sybils

are few. This scenario corresponds to the real case where a legitimate node mutates

into Sybil node via account trading. Since there is no formal definition of this attack

in [131], we assume the situation where Sybils’ friends are only legitimate nodes.

In this evaluation, we add 200 Sybils and randomly choose 100 Sybil supporters

from legitimate nodes. Each Sybil adds attack edges to 𝑘 Sybil supporters. Since

[131] shows that SybilRank’s detection accuracy degrades in this attack scenario,

we evaluate the community detection schemes with the previous and proposed graph

pruning schemes. Figure 3-9 shows AUC versus the number of attack edges per Sybil.

As we can see from this figure, the larger 𝑘 is, the worse AUC is obtained in both

graph pruning schemes. This is because attack edges are not accurately pruned in

both schemes. In the previous one, the AUC is almost one when 𝑘 = 1. This is

because there are no common friends among Sybils and legitimate nodes and the
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Figure 3-9: AUC versus the number of attack edges per Sybil.

previous scheme completely prunes attack edges when 𝑘 = 1. However, as 𝑘 gets

larger, the number of common friends among Sybils and legitimate nodes increases.

As a result, the previous scheme cannot prune attack edges, and AUC gets worse. In

contrast, the AUC of the proposed scheme is considerably bad regardless of 𝑘. This

is because all Sybils’ friends are legitimate nodes and thus they are involved into TA

with high probability. From this result, our scheme cannot deal with this attack.

Finally, we summarize the situation where the proposed scheme effectively works as

follows:

1. Sybils following the model described in section 2.1.3.

2. Sybils most of whose friends consist of Sybils.

The proposed scheme cannot detect Sybils which do not correspond to above two

cases. Furthermore, the proposed scheme cannot deal with the dynamic situation

described in [145]. In such cases, machine learning-based approaches might effectively

work. Recently, Lê et al. propose a hybrid approach using graph based scheme and

features of accounts’ properties [146]. Since results of that scheme show that both

graph based detection and accounts’ properties effectively work, it might deal with

many types of Sybils.
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3.3 Conclusion and future works

In this chapter, we have proposed a Sybil nodes detection scheme with robust seed

selection and graph pruning on SNS. The proposed scheme is composed of two propos-

als. The first one is a seed selecting scheme by detecting communities and choosing

seeds from them. The second one is a graph pruning scheme that considers trusted

area. We model SNS and Sybil nodes by two scenarios for evaluation. In the first

scenario, we model the general SNS and Sybils from the homophily’s point of view.

The proposed scheme achieves almost the same detection accuracy of the previous

scheme. In the second scenario, we assume more realistic case where some legitimate

nodes accept friend requests from Sybil accounts in order to increase the number

of friends for gaining popularity. The proposed scheme outperforms the previous

scheme by about 20 % in the metric of AUC. Since the second scenario is the attack

which destroys entire SNS’s homophily, most of graph-based approaches might not

effectively work. The strong point of the proposed scheme is that it effectively works

especially in the situation where most of Sybils’ friends consist of other Sybils like

second scenario. As future works, in order to achieve lower errors and effective results

in the real environment, we should consider the SNS’s dynamic scenario and using

other features of accounts in addition to graph-based properties and dynamic.
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Chapter 4

Phishing Detection Scheme using

Hue Information with Auto

Updating Database

4.1 Proposed scheme

In order to meet the requirements mentioned in section 2.2.5, we propose a novel

visual similarity-based phishing detection scheme using hue information with auto

updating database. Since a phishing website is created based on targeted legitimate

website or other subspecies whose hue information is similar each other, many phish-

ing websites can be exhaustively detected by tracing similar colored subspecies. The

hue information includes the common feature among the targeted legitimate website

and subspecies of phishing websites, which meets the requirement for auto updating

SDB. Based on this notion, the proposed scheme detects a new phishing website which

has similar hue information to already detected phishing websites. By repeating this

procedure and automatically updating SDB, the detection scope can be effectively

expanded. To avoid the misdetection of legitimate websites which have similar hue

information to SDB’s ones, the proposed scheme utilizes the fact that the combination

of used colors is hard to be similar among legitimate and phishing websites.
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Figure 4-1: Overview of the proposed scheme.

As shown in Figure 4-1, the detection procedure of the proposed scheme consists

of five phases, which are “check of domain”, “hue signature creation”, “check of

dominant color ratio”, “check of color combination” and “updating SDB”. Note that

the system administrator stores targeted legitimate website’s hue signature(s) to SDB

in the initial state. Let 𝑤input denote the input website. In the first phase, if 𝑤input’s

URL contains the same domain information as the targeted website’s one, it is judged

as legitimate. In the second phase, our scheme accesses 𝑤input’s URL and takes its

screenshot. The hue signature 𝑆(𝑤input) is created from that screenshot. In the third

phase, 𝑆(𝑤input) is compared with each hue signature stored in SDB. If there do not

exist any similar signatures in SDB, 𝑤input is declared as legitimate and the detection

procedure is finished; otherwise the next fourth phase is started. In the fourth phase,

if 𝑆(𝑤input) has the sufficiently same colors compared with signatures in SDB, 𝑤input

is declared as a phishing website; otherwise a legitimate website. In the fifth phase,

if 𝑤input is judged as a phishing website in the previous phase, the proposed scheme
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adds 𝑆(𝑤input) to SDB if it is not completely the same as SDB’s one. In the following

sections, we detailedly explain each phase.

4.1.1 Check of domain

In the first phase, the proposed scheme checks if the 𝑤input is the targeted legitimate

website itself or not. If this phase does not exist, the targeted legitimate website can

be judged as a phishing website in the case where itself is an input. This is realized

by comparing the entity name of 𝑤input’s domain and that of the targeted legitimate

website. For example, consider the case where the system has SDB of Facebook

(www.facebook.com) and the input website’s domain is “www.facebooooook.co.jp”.

The entity names of them are “facebook” and ”facebooooook”. In this case, since

the proposed scheme cannot judge if input website is legitimate or not by only using

the domain information, the detection process goes to the next phase.

4.1.2 Hue signature creation

At the beginning of this phase, the proposed scheme accesses 𝑤input’s URL and takes

a screenshot of 𝑤input for creating a hue signature. To reduce the computational cost,

we resize that screenshot to a 100×100 image. Let 𝑂 denote the matrix of the resized

screenshot image. We define the component in the 𝑖 th row and 𝑗 th column of 𝑂 as

𝑜𝑖𝑗 = (𝑟𝑜𝑖𝑗, 𝑔
𝑜
𝑖𝑗, 𝑏

𝑜
𝑖𝑗), (4.1)

where 𝑟𝑜𝑖𝑗, 𝑔𝑜𝑖𝑗, and 𝑏𝑜𝑖𝑗 denote 𝑜𝑖𝑗’s color value of red, green, and blue. In order to

eliminate colors which almost all of websites have, we remove grayscale colors from

𝑂. When each element in 𝑜𝑖𝑗 is converted to the grayscale color, it is converted

according to

𝑌𝑖𝑗 = 0.299𝑟𝑜𝑖𝑗 + 0.587𝑔𝑜𝑖𝑗 + 0.114𝑏𝑜𝑖𝑗. (4.2)
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Suppose 𝑃 is a grayscale expression of 𝑂 and we can express the component in the 𝑖

th row and 𝑗 th column of 𝑃 as

𝑝𝑖𝑗 = (𝑌𝑖𝑗, 𝑌𝑖𝑗, 𝑌𝑖𝑗). (4.3)

Let 𝑀 denote the matrix whose elements of grayscale are eliminated from 𝑂. The

component in the 𝑖 th row and 𝑗 th column of 𝑀 is expressed as

𝑚𝑖𝑗 =

⎧⎪⎨⎪⎩(𝑟𝑜𝑖𝑗, 𝑔
𝑜
𝑖𝑗, 𝑏

𝑜
𝑖𝑗) if ‖𝑜𝑖𝑗 − 𝑝𝑖𝑗‖ > 𝐷gray,

Null otherwise,

(4.4)

where 𝐷gray denotes the threshold value of this procedure. Since there can be too

many color patterns in 𝑀 , we degrade each color to 𝑁 levels. Let 𝑀 ′ denote degraded

version of 𝑀 . Each element in 𝑀 ′ is expressed as

𝑚′
𝑖𝑗 =

⎧⎪⎨⎪⎩Null if 𝑚𝑖𝑗 = Null,

(⌊ 𝑟𝑜𝑖𝑗
𝑁/256

⌋, ⌊ 𝑔𝑜𝑖𝑗
𝑁/256

⌋, ⌊ 𝑏𝑜𝑖𝑗
𝑁/256

⌋) otherwise.

(4.5)

Here, the set of colors included in 𝑀 ′ is expressed as

𝐶 = unique({𝑚′
𝑖𝑗|𝑚′

𝑖𝑗 ̸= Null}), (4.6)

where the function “unique” returns non-duplicated set of argument. We define the

set of used colors 𝐶used as

𝐶used = {𝑐𝑘|0 ≤ 𝑘 ≤ |𝐶|}, (4.7)

where 𝑐𝑘 and |𝐶| are the 𝑘-th most occupied color included in 𝑀 ′ and the number of

elements included in 𝐶. Suppose 𝑛𝑐𝑘 denotes the number of 𝑐𝑘 appeared in 𝑀 ′ and

the hue signature of 𝑤input is represented as

𝑆(𝑤input) = {(𝑐𝑘,
𝑛𝑐𝑘

Σ𝑘𝑛𝑐𝑘

)|0 ≤ 𝑘 ≤ |𝐶used|}, (4.8)
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where
𝑛𝑐𝑘

Σ𝑘𝑛𝑐𝑘
indicates the ratio of color 𝑐𝑘 in that signature.

4.1.3 Check of dominant color ratio

In this phase, the proposed scheme calculates the similarity of 𝑆(𝑤input) and each

signature stored in SDB in terms of the dominant color. If at least one signature

in SDB is similar to 𝑆(𝑤input), the proposed scheme goes to the next check of color

combination phase. We use EMD (Earth Mover’s Distance) [128] as a metric of

similarity. EMD indicates the distance between two distributions. In order to calcu-

late EMD, weight vectors and cost matrix of two distributions are needed. In this

case, the weight vectors are two signatures’ ratio of colors and the cost matrix is

euclidean distance of each color pair of two signatures. Here, in order to extract

dominant colors from the signature, we limit the number of used color by introducing

𝐷color. For example, we suppose that 𝑆(𝑤input) and 𝑆(𝑤) stored in SDB are com-

pared. Let 𝑆(𝑤) denote {(𝑑𝑡,
𝑛𝑑𝑡

Σ𝑡𝑛𝑑𝑡
)|0 ≤ 𝑡 ≤ 𝑇}. The used part of signature is limited

by 𝐷color. Thus, the ranges of 𝑘 and 𝑡 are 0 ≤ 𝑘 ≤ 𝑘top = min(|𝐶used|, 𝐷color) and

0 ≤ 𝑡 ≤ 𝑡top = min(𝑇,𝐷color). The weight vectors are (
𝑛𝑐0

Σ𝑘𝑛𝑐0
,

𝑛𝑐1

Σ𝑘𝑛𝑐1
, . . . ,

𝑛𝑐𝑘𝑡𝑜𝑝

Σ𝑘𝑛𝑐𝑘𝑡𝑜𝑝

) and

(
𝑛𝑑0

Σ𝑡𝑛𝑑𝑡
,

𝑛𝑑1

Σ𝑡𝑛𝑑1
, . . . ,

𝑛𝑑𝑡𝑡𝑜𝑝

Σ𝑡𝑛𝑑𝑡𝑡𝑜𝑝

), and the component in the 𝑘-th row and 𝑡-th column of the

cost matrix is |𝑐𝑘 − 𝑑𝑡|/𝑁 . If the value of EMD calculated by these values does not

exceed the threshold value 𝐷EMD, 𝑤input is declared as legitimate. Note that EMD

values indicates distance between two distributions. In Figure 4-2, the similarity is

calculated by normalized EMD.

4.1.4 Check of color combination

The proposed scheme checks if 𝑆(𝑤input) has the sufficiently same colors of signatures

in SDB. If the condition of the color combination is fulfilled, 𝑤input is declared as

phishing. We leverage Jaccard similarity coefficient[147] which is often used in cal-

culating the similarity of two sets to compare the color combination. With Jaccard

similarity, the condition of color combination of two signature (𝑆(𝑤input) and 𝑆(𝑤))
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is represented as

|{𝑐𝑘|0 ≤ 𝑘 ≤ |𝐶used|} ∩ {𝑑𝑡|0 ≤ 𝑡 ≤ 𝑇}|
|{𝑐𝑘|0 ≤ 𝑘 ≤ |𝐶used|} ∪ {𝑑𝑡|0 ≤ 𝑡 ≤ 𝑇}| > 𝐷comb, (4.9)

where 𝐷comb denotes threshold value for the color combination.

4.1.5 Updating signature database

Finally, we store 𝑆(𝑤input) to SDB if there do not exist any completely same signa-

ture in SDB. Stored signatures are used for the next detection. In this situation,

we consider the initial signature should be searched first when detection process is

executed. This is because the initial signature is selected by the system administrator

and the probability of contributing detection is high. Thus, in order to decide the

searching order, we introduce “rank” for each signature stored in SDB. The rank of

initial signature is zero and the signature which is similar to the signature whose rank

is 𝑟 has rank 𝑟 + 1. Note that the similarity in this phase corresponds the color ratio

mentioned in Section 4.1.3. Suppose 𝑅𝑎𝑛𝑘(𝑆(𝑤)) denotes the rank of 𝑆(𝑤) stored in

SDB and 𝑆(𝑤input) is judged as similar to 𝑆(𝑤) in the phase of check of color ratio.

The rank of 𝑆(𝑤input) is calculated as

𝑅𝑎𝑛𝑘(𝑆(𝑤input)) = 𝑅𝑎𝑛𝑘(𝑆(𝑤)) + 1. (4.10)

4.2 Simulation results

In order to demonstrate the effectiveness of the proposed scheme, we compare the

proposed scheme with the scheme [123] which uses logo detection and is extended

work of [122]. This is because that scheme is signature-based phishing detection

and uses the information extracted from websites’ screenshot. We call that scheme

“previous scheme”. Following [123], we get legitimate websites from Google’s search

result whose query keywords are bank, biology, car, Chinese, company, computer,

English, entertainment, government, health, Hong Kong, house, Linux, money, movie,
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network, phishing, regional, research, science, spam, sport, television, university, Web,

and Windows. In each simulation, we randomly choose twenty categories as legitimate

dataset and use the average of ten simulations as a simulation result. The dataset of

phishing websites are collected from Phishtank [148] from Nov. to Dec. in 2018. In

the collected phishing websites, we use the ones targeting famous legitimate websites,

which are Facebook, Paypal and BoA (Bank of America). This is because these three

kind of phishing websites have different features: their hue information is clearly

different, and the appearances of Facebook’s phishing websites are highly various and

those of BoA’s phishing websites are fewer various. Those of Paypal are medium

degree.

The metric of the evaluations are TPR (True Positive Rate), and FPR (False

Positive Rate) defined as

TPR =
TP

TP + FN
, (4.11)

FPR =
FP

TN + FP
, (4.12)

where TP, TN, FP, and FN denote the number of True Positive, True Negative, False

Positive, and False Negative, respectively. We evaluate the proposed scheme with

these metrics by two scenarios which are the number of initial signatures is one and

five. First of all, we have to decide suboptimal threshold value of 𝐷EMD and 𝐷comb for

each of three kinds of websites since the optimal threshold value might be dependent

on a dataset and is difficult to be decided. We conduct a grid search when the

number of initial signature is one. In this simulation, the suboptimal values of 𝐷EMD

and 𝐷comb are decided when the lowest FPR and the highest TPR are simultaneously

achieved. The threshold value of the scheme [122] is similarly decided. Table 4.1

shows summarization of 𝐷EMD and 𝐷comb. Other parameters are shown in Table 4.2.

For all simulations, we use a desktop computer which has Intel Core i7 3.5 GHz

processor and 16 GB memory. Among all figures of results, Prop. represents the

proposed scheme and Prev. represents the previous scheme.

67



Table 4.1. Summarization of 𝐷EMD and 𝐷comb.

Target legitimate website 𝐷EMD 𝐷comb

Facebook 0.12 0.15
Paypal 0.20 0.40
BoA 0.20 0.35

Table 4.2. Simulation parameters.

Name Value

𝑁 10
𝐷gray 20
𝐷color 10
Phishing dataset Phishtank [148]
Number of Facebook phishing 656
Number of Paypal phishing 1295
Number of Bank of America phishing 992
Number of each simulation 10 (The result value is average)
Total number of legitimate websites 2435 (26 categories)
The tool of calculating EMD Python with POT package [129]
The tool of image processing Python with OpenCV [149]
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4.2.1 Hue information similarity among phishing websites

and a target website

Figure 4-2 shows the similarity distribution of Facebook’s legitimate and phishing

websites in the proposed hue signature. As we can see from Figure 4-2, the similarities

of phishing websites are concentrated compared with Figure 2-9. This indicates that

hue signature has common feature among the targeted legitimate website and sub-

species of phishing websites targeting that legitimate website. Thus, we argue that

it meets the requirement of auto updating. Note that EMD values indicates distance

between two distribution. In Figure 4-2, the similarity is calculated by normalized

EMD.
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Figure 4-2: The similarity distribution of Facebook’s legitimate and phishing websites
in our hue signature.
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4.2.2 Comparison of signature’s suitability for auto update

In order to show the proposed hue signature’s suitability for auto update, we imple-

ment a naive auto update mechanism to the previous scheme. That is, the websites’

signatures which are judged as phishing websites are added to SDB in the previous

scheme. In this simulation, we use initial signatures which are created from subpages,

e.g.,“top page”,“login/signup page”,“forget password/help page”,“security

page” and so on, of targeted legitimate websites. In order to show the expansion of

the scope of detection, we evaluate true positive rate and false positive rate versus

the number of input website. Figure 4-3 shows true positive rate and false positive

rate versus the number of input websites. In these figures, init. indicates the number
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Figure 4-3: TPR and FPR versus the number of input websites when all of initial sig-
natures are created from subpages of targeted legitimate website. Prev. implements
auto updating SDB.
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of initial signatures of each scheme. Moreover, 1 Leg. and 5 Leg. indicate that one

and five initial signatures which are created from the targeted legitimate website are

used, respectively. As we can see from Figure 4-3(a), Figure 4-3(b), and Figure 4-3(c),

both Prop.(init.= 1) and Prop.(init.= 5) can increase true positive rate as the number

of input websites increases. This indicates the hue signature is suitable for the auto

updating signature. Especially, true positive rate rapidly increases when the number

of input website is smaller than 500. This is because similar colored phishing websites

are concentrated and the expansion of detection scope is fast. Comparing Prop.(init.=

1) with Prop.(init.= 5), it can be observed that the detection scope of init.= 5 rapidly

expands compared with init.= 1 when the number of input websites is small. This is

reasonable because, in the initial state, the number of detectable phishing websites

slightly increases compared with init.= 1. This can be a merit in terms of detecting

zero-day phishing attacks. However, we cannot see significant differences between

Prop. (init.= 1) and Prop.(init.= 5) in terms of true positive rate. There are two

reasons for this result: (1) in case all of initial signatures are created from subpages of

the targeted legitimate website, the ratio of dominant colors is almost the same among

those signatures and thus a detection scope of one signature eventually covers that of

the others, and in addition to that, (2) in case the system administrator selects a single

initial signature, the signature is created from targeted legitimate website’s subpage

which tends to be especially targeted by attackers and thus effectively contributes to

the detection. As a result, the detection scope of multiple initial signatures created

from subpages of the targeted legitimate website becomes almost the same as that

of single initial signature. Thus, although using many legitimate websites’ signatures

as initial signatures has a merit in terms of rapid detection scope expansion, it does

not significantly improve the detection performance. The false positive rates do not

increase in all cases. This is because the check of color combination effectively works.

On the other hand, as we can see from Figure 4-3(a) and Figure 4-3(b), the true

positive rate does not increase in the previous scheme with auto updating. This is

because there are various appearances of phishing websites in Facebook and Paypal

dataset. In other words, the previous scheme which uses the positions of colors
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cannot effectively expand the scope of detection to cover the various subspecies of

phishing website with different positions of colors. Thus, the true positive rate does

not increase in spite of using auto update mechanism. However, in Figure 4-3(c),

we can see the auto update mechanism effectively works in the BoA dataset. This

is because the BoA dataset includes fewer various appearances of phishing websites.

Figure 4-4 shows an example of the phishing website targeting BoA. Almost all of

phishing websites in BoA have BoA’s logo and red horizontal bar in the upper side of

their screenshot. Although this commonness existed in subspecies of BoA’s phishing

websites enables auto update in the previous scheme, it might not detect phishing

website if the attacker creates a phishing website with highly different color positions.

Although it is forecasted that the false positive rate becomes higher with the growth

of SDB, the previous scheme achieves low false positive rate. This is because the

previous scheme uses logo detection which can effectively reduce false positive rate.

Figure 4-4: An example of phishing website targeting BoA.
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4.2.3 True positive rate and false positive rate versus the

number of input websites

In order to compare the performance of the proposed scheme with that of previous

scheme without auto updating, we evaluate true positive rate and false positive rate

versus the number of input websites in the situation where the number of initial

signatures is five. In addition to legitimate website’s signature, we add four initial

signatures created from the phishing websites’ screenshot which are not detected in

Section 4.2.2. Figure 4-5(a), 4-5(b), and 4-5(c) show true positive rate versus the

number of input websites in each dataset. As we can see from Figure 4-5, the basic

tendency is similar to the result shown in Figure 4-3. The different point is the true
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Figure 4-5: TPR and FPR versus the number of input websites when initial signatures
created from phishing websites are included in the initial SDB.
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(a) Added initial signature (b) Newly detected phishing

Figure 4-6: An example of Facebook phishing website.

positive rate of the proposed scheme. By using additional only four phishing signa-

tures, the proposed scheme brings a great improvement in all dataset. This is because

a hue signature’s scope of detection is wide and this fact effectively works especially

when using multiple initial phishing signatures. In other words, adding initial phish-

ing signatures leads to an effective expansion of the detection scope. Especially, in the

Facebook dataset, it can be observed that about 30% of improvement compared with

Figure 4-3(a). This is because the types of Facebook’s phishing websites are various

and it is difficult for legitimate signatures to cover all types of them. For example,

Figure 4-6 shows one of added initial signature and newly detected phishing website.

Note that, this added signature is not detected when the initial signatures are created

from legitimate website because of its different atmosphere from the legitimate Face-

book website. By adding this screenshot as an initial signature, the proposed scheme

can detect phishing websites like Figure 4-6(b). We consider the performance can be

improved if more phishing signatures are added in the initial state. With regard to

the previous scheme, by the same reason mentioned in Section 4.2.2, the tendency

of the true positive rate and the false positive rate are similar to Figure 4-3 except

for BoA dataset. The performance of the previous scheme in BoA dataset degrades

compared with Figure 4-3(c) and the proposed scheme outperforms it. This result

also indicates the previous scheme can only detect phishing websites which are highly

similar to the signatures in SDB. Note that the performance can be better if there is

74



a sufficient number of initial signatures. However the cost to realize it is very high.

Moreover, since the Facebook phishing websites often have no logo of Facebook, the

true positive rate of the previous scheme is about 0.3, which is especially low.

4.2.4 False positive and false negative analysis

In this section, we analyze the websites resulted in the false positive and false neg-

ative. The false positive occurs in each dataset although the false positive rate of

the proposed scheme is small as Figure 4-5 shows. There are two types of false pos-

itive in each dataset. The first type is the legitimate website which are detected as

phishing by initial signatures. The second type is occurred when the scope of de-

tection is over expanded. Unfortunately, it is not easy for the proposed scheme to

completely avoid the second type of false positive, we discuss the first type of false

positive. Figure 4-7(a), Figure 4-7(c), and Figure 4-7(e) show the first type of false

positive of each website. Since our scheme only uses the dominant color information

and its combination, they are classified as phishing. For example, in Figure 4-7(a), it

uses Facebook’s purple color on the upper side and light green which is used in the

button of Facebook’s legitimate website. In Figure 4-7(e), the website is judged as

a phishing website since it uses completely same red and blue of the legitimate BoA

and most of other grayscale colors are ignored in our hue signature. However, it is

not a critical problem in the real environment because the scheme administrator has

only to register their domain to the white list. We consider the cost of that action is

not high since the false positive rate of the proposed scheme is small. Figure 4-7(b),

Figure 4-7(d) and Figure 4-7(f) show false negative of each website. The Facebook

phishing website shown in Figure 4-7(b) does not use purple but bluish color in the

background image. That phishing website’s atmosphere is far from legitimate Face-

book. We can see the logo is hidden by the input area and login button. We consider

this is an example way of logo detection avoidance. The Paypal phishing website

shown in Figure 4-7(d) only uses grayscale colors while the legitimate Paypal uses

bluish colors. The proposed scheme cannot detect this type of phishing website and

other detection schemes are needed. The BoA phishing website shown in Figure 4-7(f)
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(a) FP of Facebook (b) FN of Facebook

(c) FP of Paypal (d) FN of Paypal

(e) FP of BoA (f) FN of BoA

Figure 4-7: Example of FP and FN in each target website.
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uses flash contents. Although in this case the colors of displayed credit card interrupt

the detection, we might detect it if more types of phishing website are input. This is

because other color factors are similar to the SDB’s signature.

4.2.5 Evaluation of each phase

In order to show the effectiveness of the check of dominant color ratio and the color

combination, we investigate how input websites are judged in each phase. Table 4.3

shows how input website are judged in each phase. As we can see from this table,

almost all of the legitimate websites are correctly judged as legitimate and many

phishing websites are judged as similar in terms of dominant color. The legitimate

websites suspected by this phase are relieved in the phase of check of color combination

in most cases. However, we can see the phase of color combination does not work

effectively in Facebook’s case. We consider there are two reasons for this. The first

reason is that there exist many legitimate websites whose color is similar to Facebook.

The second reason is that the number of websites which go to the phase of the color

combination is small. On the other hand, most of the phishing websites which go to

the phase of the color combination are accurately detected as phishing website.

Table 4.3. The average number of websites which are judged in each phase.

Dataset Facebook Paypal BoA

Label leg. phish. leg. phish. leg. phish.

# of Dataset 1797.0 656.0 1802.0 1295.0 1817.0 992.0

Check of color

ratio ̸= similar
1765.8 108.2 1674.1 116.3 1754.8 159.6

Check of color

ratio= similar
31.5 547.8 128.7 1178.6 62.8 832.3

Check of color

comb. ̸= phish.
2.6 9.6 125.9 51.9 53.9 22.4

Check of color

comb. = phish.
28.9 538.2 2.8 1126.6 8.8 809.9
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4.2.6 Limitations

Impact of legitimate website’s redesign

There are cases where the proposed scheme cannot detect the phishing website mim-

icking the renewal design, and it can cause an increase of false negatives (note that

the false positive keeps same degree since the old signatures stored in SDB are not

changed by redesign.). For example, Mailchimp, which is one of legitimate web ser-

vice, has been drastically redesigned in 2018. Figure 4-8(a) and Figure 4-8(b) show

the redesign of Mailchimp’s top page (The old version of website can be obtained

(a) Before redesign (b) After redesign

Figure 4-8: The example of a legitimate website’s redesign in Mailchimp case.

(a) Before redesign (b) After redesign

Figure 4-9: The example of a legitimate website’s redesign in BoA case.
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Figure 4-10: The case where initial signatures are created from redesigned BoA.

from Wayback Machine [150]). We evaluate EMD value and combination similarity

which are leveraged in the proposed scheme. The EMD value and the combination

similarity of these two figures are 0.82 and 0.03, respectively. Both of them indicate

that their hue information is highly different from each other. In such cases, the

system administrator has to add the signature of Figure 4-8(b) to SDB as another

website, otherwise the phishing website mimicking the new design cannot be detected.

However, if the change of redesign is small, the proposed scheme can detect phishing

website with the new design. The redesign of BoA in 2019 is a good example of such

a situation. Figure 4-9(a) and Figure 4-9(b) show the login pages of BoA before and

after the redesign, respectively. As we can see from these figures, the used colors are

almost the same between them except for the logos on upper left. In order to prove our

argument, we conduct a simulation in the situation where five new design subpages

of legitimate BoA are in the initial SDB 1. Figure 4-10 shows true positive rate and

false positive rate versus the number of input websites in the BoA dataset. As we

can see from this figure, the scope of detection effectively expands. This indicates

that redesigned phishing websites can be detected by signatures with old design if the

change caused by redesign is small.

1Note that, only in this simulation, we use initial signatures created from the redesigned legitimate
BoA. In other simulations, we use initial signatures created from BoA with the old design.
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Phishing website with manipulated color

The proposed scheme is unable to detect a phishing website with drastically different

hue information from a legitimate website, without modifying its contents such as

layout, component, and messages. Figure 4-11 shows an example of such a website

in Facebook case. In this figure, we painted the purple part of Facebook red without

changing its contents. The EMD value and combination similarity between legitimate

Facebook and this are 0.795 and 0.19, respectively. This result implies that the

proposed scheme cannot detect the phishing website like this. As mentioned in a

review paper [77], almost all of visual similarity-based phishing detection schemes

are based on the fact that phishing websites look very similar in appearance to their

corresponding legitimate websites to attract large number of Internet users. From

this point of view, while it is difficult for most of visual similarity-based approaches

to detect such phishing websites, the possibility that Facebook’s users are deceived

by red colored Facebook is low due to its strange looks. Moreover, in this case,

other schemes which uses contents of HTML [100], [151] perform well because the

contents are not changed. Since these schemes and the proposed scheme can be used

complementarily, the hybrid approach is suitable for detecting such websites.

Figure 4-11: Red colored facebook.
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4.2.7 Computational cost

Figure 4-12 shows the computational time per detection versus the number of input

websites in Facebook dataset. As we can see from Figure 4-12, the computational time

increases as the number of input websites increases. Since the proposed scheme stores

detected phishing websites’ signatures to SDB, it is natural that the computational

cost becomes larger. When the number of input websites is small, the computational

time of the proposed scheme is smaller than that of the previous scheme. This is

because the previous scheme uses many colors for calculating similarity and uses logo

detection scheme. From the point of computational cost, some readers may consider

auto updating can be stopped when true positive rate is saturated. However, we

cannot assert to stop auto updating due to zero-day attack. For all signature-based

phishing detection scheme, the computational cost becomes larger as the number of

signatures stored in SDB increases regardless of applying automatic updating. We

consider detecting phishing websites with low computational cost is a challenge for

all signature-based phishing detection scheme.
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Figure 4-12: The computational time in Facebook dataset.
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4.2.8 Discussion

Although the proposed scheme achieves 80%-90% of true positive rate, we should

discuss that it is enough or not. This is because it is obvious that we should aim for

100% of true positive rate. Although there are some schemes achieving more than 99%

of true positive rate in the field of phishing detection, it is not necessarily important

due to the issues of the dataset dependency and zero-day attack. From these points of

view, the combination of various detection schemes is practically needed. As shown in

section 4.2.4, 10%-20% of the phishing websites which are not detected in the proposed

scheme are far from the targeted legitimate websites. Thus, they are not the target of

the proposed scheme and should be detected by other schemes. On the other hand, in

the phishing websites detected in the proposed scheme include the ones which cannot

be detected by the scheme like text feature-based approaches. Figure 4-13 shows an

example of HTML source code of a phishing website which cannot be detected by

text feature-based approaches. Although this is Paypal’s phishing website, there are

any strings of “paypal”. The screenshot of Paypal’s login page is embedded in the

highlighted part. Hence, text feature-based approaches cannot deal with it though

humans can recognize it as Paypal’s website. Although other signature-based schemes

can detect it if a signature for it is prepared, the proposed scheme can considerably

reduce the cost of system administrator and thus is useful. We argue that true

positive rate achieved in the proposed scheme is enough in terms of aiming for 100%

by combining various schemes.
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Figure 4-13: An example of HTML source code of a phishing website which cannot
be detected by text feature-based approaches.
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4.3 Conclusion and future works

We have proposed a novel visual similarity-based phishing detection scheme using

hue information with auto updating database. Our proposal is the hue signature

which is suitable for auto updating of signature database in phishing detection. By

applying auto updating to our hue signature, the proposed scheme can have tolerance

to zero-day phishing attack while reducing human cost. By the computer simulation

with real dataset, we show the proposed scheme achieves high detection performance

compared with the previous scheme.

As the future works, we consider as follows:

Although the proposed scheme in this paper utilizes hue signature with auto up-

dating, the problems may be solved by incremental learning techniques. Furthermore,

GAN (Generative Adversarial Network) which is a kind of deep learning technique,

is promising for visual feature-based approaches. This is because it learns images

of specific category and can generate other images of that category. In the context

of phishing websites, it is easier to take countermeasures since researchers can gen-

erate phishing websites targeting specific legitimate website. The fields of detecting

phishing websites will march toward using GAN or some deep learning techniques.
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Chapter 5

Conclusions

This dissertation has discussed a study of fraud detection for Sybil accounts on social

networking services and phishing websites. More and more people all over the world

use Internet. The web services such as social networks, e-commerce, e-banking and

so on are main platforms of today’s Internet utilization. They yield not only con-

venient lives for us but also threats that cannot be solved by the traditional defence

approaches. Therefore, the countermeasures against these attacks are needed. One

of the countermeasures is fraud detection. In each field of fraud detection, the target

of detection and the type of data are different. Thus, it is necessary to use the fraud

detection schemes dedicated to the case. In this dissertation, we have solved two

issues regarding detection of Sybil accounts on SNS and that of phishing websites.

The motivations for these are as follows;

Sybil accounts on SNS can become the entrance of many kinds of attacks including

phishing, spreading spams, and so on since SNS can be primary touch point with many

legitimate users and attackers. We consider the research to detect Sybil accounts lead

the large part of Internet environment to be secure and they can be a great impact

on the field of security.

Phishing websites incur the number of victims and the financial loss since every-

one can be an attacker if he/she has the knowledge about HTML. Moreover, the

phishing attack can be applied to all web services dealing with users’ sensitive in-

formation. We consider the research to detect phishing websites is very important
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and can contribute to both services and innocent legitimate users.

In Chapter 3, we have proposed a Sybil nodes detection scheme with robust seed

selection and graph pruning on SNS. Our scheme is composed of two proposals. The

first one is a seed selecting scheme by detecting communities and choosing seeds

from them. The second one is a graph pruning scheme that considers trusted area.

By the computer simulation, we show that our scheme achieves almost the same

Sybil detection accuracy in the conventional attack scenario and outperforms the

conventional scheme even if the attackers make a large number of common friends.

In Chapter 4, we have proposed a novel visual similarity-based phishing detection

scheme using hue information with auto updating database. Our proposal is the

hue signature which is suitable for auto updating of signature database in phishing

detection. By applying auto updating to our hue signature, our system can have

tolerance to zero-day phishing attack while reducing human cost. By the computer

simulation with real dataset, we show our system achieves high detection performance

compared with the previous scheme.
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