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Chapter 1

Introduction

In this thesis we investigate objects such as tilings, Delone sets, functions and measures.
In particular, we discuss the following two topics: (1) we study the distribution of con-
figurations inside these objects; (2) we study the almost periodicity of these objects. The
following two sections explain each of these two topics in detail.

1.1 Distribution of configurations inside objects such as tilings

To discuss this topic let us start with symbolic dynamics. Let {a, b} be a two-point set.
The space {a, b}Z is considered as a space of words (sequences). The elements of this
space are represented as (wi)i∈Z, where wi ∈ {a, b} is the ith coordinate. We define
σ : {a, b}Z → {a, b}Z by σ((wi))i = wi+1. In other words, the map σ shifts a word to the
left. Closed subspaces X of {a, b}Z which is invariant under σ are called subshifts.

Now consider the following three subshifts. First, ΩB = {a, b}Z itself is a subshift. If
we take w ∈ ΩB, n,m ∈ Z>0 arbitrarily, we can say nothing about wn+1wn+2 · · ·wn+m

from information of w1w2 · · ·wm if n is large.
Second, if the subshift is Ωw0 , the situation is opposite. Here, w0 ∈ {a, b}Z is a periodic

one, that is, there is m > 0 such that σm(w0) = w0. Ωw0 is the space of all the shifts of w0,
namely Ωw0 = {σk(w0) | k ∈ Z}. In this case, if we take w ∈ Ωw0 and n ∈ Z arbitrarily,
we can predict perfectly what is wn+1wn+2 · · ·wn+m from w1w2 · · ·wm.

Third, if the subshift is the one ΩMT from Morse-Thue substituiton, the situation is
in between the above two extreme cases. The words in this subshift are non-periodic and
we cannot perfectly predict what happens in one part of such a word from information
on another part. However, we can “sometimes predict the behavior in another part a
little”. In fact, if n ∈ Z>0 and x1, x2, . . . , xn ∈ {a, b}, the finite word x1x2 · · ·xn never
repeats three times consecutively. Namely, if w ∈ ΩMT ,m ∈ Z and wmwm+1 · · ·wm+n−1 =
wm+nwm+n+1 · · ·wm+2n−1 = x1x2 · · ·xn, then wm+2nwm+2n+1 · · ·wm+3n−1 ̸= x1x2 · · ·xn.
The two-times consecutive appearance of a finite word gives us the information of the
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non-existence for the third appearance.
Now, tilings are geometric analogues for words. In this thesis we first ask if, for non-

periodic tilings, we can predict partially what happens in such a tiling in the distance from
what happens in one part of the tiling.

Let us informally define tilings. A collection of subsets of Rd that are called tiles, such
as polygons, that intersect only on their boundaries is called a patch. If a patch covers
the whole space Rd, then it is called a tiling. For example, set d = 2 and take a square
I of side-length 1. The collection TS = {I + x | x ∈ Z2} is an example of tiling. This is
crystallographic 1: in general, a tiling T of Rd is said to be crystallographic if there is a
basis B of Rd such that T + x = T for any x ∈ B (T + x is the shift of the tiling T by the
vector x).

As in the case of words, we call a closed space consisting of tilings that is invariant
under the Rd-action by translation a subshift. Again let us consider three subshifts.

First, set d = 2 and consider two squares IB, IW of side-length 1, one black and one
white. These IB and IW have the same shape but are distinguished. Just as we constructed
the periodic tiling TS above, we juxtapose these IB and IW in a grid, so that we obtain
tilings, but in this case with arbitrary arrangement of colors. In other words, we consider
all the tilings that are obtained by painting tiles in TS in a random way. Collecting all the
shifts of all such tilings, we obtain a subshift XB, which is similar to ΩB given above. If
we take T ∈ XB and x ∈ Rd arbitrarily, we can say little about what happens in T around
the point x from the knowledge of what happens around the origin 0: we know where the
vertices of the squares are, but can tell nothing about colors.

Second, consider the tiling TS given above and take the subshift XTS = {TS + x | x ∈
Rd}. If we pick S ∈ XTS and x ∈ Rd arbitrarily, we can perfectly predict what happens
around the point x in S from information of what happens around the origin 0.

Third, consider the subshift of all Penrose tilings, which lies in between these two
extreme cases. Penrose tilings are discovered by Penrose in 1970s. These are constructed by
juxtaposing two rhombi with local matching rules (see Figure 1.1). These are not periodic:
if TP is a Penrose tiling and x ̸= 0, then TP + x ̸= TP . However, the arrangement of
tiles in TP is not completely random: for example, the corresponding dynamical system for
Penrose tilings is not mixing (Theorem 2.2.41). Here, the corresponding dynamical system
for a general tiling T is obtained by taking the closure of the orbit {T + x | x ∈ Rd} with
respect to a “local” topology. The group Rd acts on this closure and for many examples,
including Penrose tilings, this topological dynamical system is uniquely ergodic, so that we
can discuss their mixing property.

In this thesis we first discuss non-existence, just as for Morse-Thue words, for non-
periodic tilings such as Penrose tilings. In Theorem 2.3.6, we show for a certain (FLC,
repetitive and FTT) tiling T , a condition on the corresponding dynamical system is equiv-
alent to a condition on non-existence of patches. In other words, we show the following

1some authors call crystallographic tilings periodic tilings or completely periodic tilings.
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Figure 1.1: Two rhombi to construct Penrose tilings. We juxtapose them in such a way
that (1)vertices meet vertices with the same color and (2)edges with arrow meet edges with
arrow of the same direction.

two conditions are equivalent:

1. 0 ∈ Rd is a limit point of the set of topological eigenvalues for the corresponding
dynamical system.

2. for any R1, R2 > 0 and ε > 0, there are L1, L2 > 0 such that

(a) |Lj −Rj | < ε for each j = 1, 2, and

(b) T has (L1, L2)-stripe structure (Definition 2.3.4).

The first condition is on the dynamical system and the second is on the non-existence of
patches in the tiling. In plain language, a tiling T has (L1, L2)-stripe structure if, whenever
we take S ∈ XT , we know translates of a large patch of S around the origin never appear
in S in a periodic “forbidden area”, which is obtained by juxtaposing “bands” of width
2L2 with interval L1 (see Figure 2.2 in page 41).

1.2 A general framework for almost periodic objects such as
tilings, Delone sets, functions and measures

The appearance of periodic region in the above result suggests that such tilings are “close
to” periodic in a sense. The second topic of this thesis is almost periodicity of objects such
as tilings, Delone sets, functions and measures.

To discuss this second topic, let us begin with a historical remark. Crystallographic
tilings have been analyzed since a long time ago. First let the dimension be 2 and consider
the crystallographic tiling TS constructed above. In addition to translations, the tiling TS
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has symmetry by rotations and flips. The symmetry group of TS consists of translations,
nπ/2-rotations, where n = 1, 2, 3, flips, and their compositions. It has been known since a
long time ago that there are only 17 isomorphic classes of symmetry groups of crystallo-
graphic tilings. Hilbert’s 18th problem asked if there are only finitely many such groups in
general dimensions. Bieberbach answered this problem affirmatively (see for example [24],
Theorem 7.5.3).

The obvious next step of Bieberbach’s work is to replace the group of isometries of Rd

with another Lie group and study its lattices. Here, we instead replace the crystallographic
tilings with non-periodic tilings that are almost periodic in several senses.

For example, take Penrose tilings given above. As pointed out above, any Penrose tiling
TP is not periodic. However, TP is almost periodic, in the sense that any finite patches
that appear in TP appear infinitely often in TP with bounded gaps. We call tilings with
this property weakly repetitive tilings.

In general, if a topological group Γ acts on a metric space (Ω, ρ), a point ω ∈ Ω is Bohr
almost periodic if for any ε > 0 the set

Sε = {γ ∈ Γ | ρ(ω, γ−1ω) < ε}

admits a compact set K ⊂ Γ such that SεK = Γ. Weak repetitivity of a tiling is a type
of Bohr almost periodicity where Ω is a space of tilings with a “local” metric on which
Γ = Rd acts by translation.

Besides tilings, there are several objects that exhibit almost periodicity. Many functions
f : R → C are Bohr almost periodic: for example, f(x) = sin(x) + sin(

√
2x) is an example

of Bohr almost periodic functions. Here, Ω above is in this case the space of all uniformly
continuous bounded complex-valued functions on R, on which R acts by translation. We
consider the metric from sup-norm on this space. Note that this f is non-periodic, that is,
f = tf only if t = 0 (tf(s) = f(s− t)).

Likewise, certain discrete and closed subsets of Rd exhibit almost periodicity. For
example, model sets are almost periodic with respect to the autocorrelation topology ([16]).

Such almost periodicity plays an important role in aperiodic order, a branch of math-
ematics which studies objects that are not periodic but are “close to” periodic in some
senses, especially in connection with quasicrystals. First, the repetitivity of certain (FLC
and FTT) tilings is equivalent to the minimality of the corresponding tiling dynamical
system (Proposition 2.1.63). Second, Gouéré [8] proved that, for certain Delone sets, hav-
ing a type of almost periodicity is equivalent to being pure point diffractive. Here, being
pure point diffractive is important in connection with the study of quasicrystals. As to
the relations between almost periodicity and pure point diffraction, [29] and [3] are also
important. Third, by Baake and Moody [3] and Moody and Strungaru [17], we see that,
for certain weighted Dirac combs, having another type of almost periodicity is equivalent
to having higher-dimensional periodic structure behind them, that is, being constructed
from a cut and project scheme. (See also [32].)

9



In the context above it is natural to try to understand almost periodicity. A classi-
fication of almost periodic structures is an ultimate goal. For example, as a next step
from Bieberbach’s work, one can ask whether there are only finitely many almost periodic
structures, if we restrict the subject of study to a class of almost periodic objects. In order
to achieve this goal one have to define almost periodic structure and study in a systematic
way the almost periodic structures, which, as examples, include tilings, Delone sets, func-
tions and measures. A framework for these objects is obtained by extracting the essence
of the theory of tilings. In the theory of tilings, the operation of “cutting off” of a tiling T
by a set C ⊂ Rd is important; we “cut off” T by C by forgetting the tiles in T which do
not lie inside C. We axiomatize the properties that the operation of “cutting off” should
have and several objects such as tilings, Delone sets, functions and measures are captured
by this axiom. These objects are called abstract patterns. The spaces of abstract patterns
are called pattern spaces.

The axiom is sufficient to define local matching uniform structures. In the literature,
“local” metrics for the space of tilings or the space of Delone sets are defined and used.
This is the topology by which we take the closure when we construct tiling dynamical
systems above. With respect to this metric, two tilings are “close” if they coincide inside a
large region after a small translation. All the structure we need to define this metric is the
Rd action on the space of patches by translation and the operation of “cutting off”; thus
we can define similar “local” metric (or uniform structure) for any pattern spaces. Weak
repetitivity can be defined as the Bohr almost periodicity with respect to this metric. Thus
one type of almost periodicity is captured in the framework of pattern space.

This axiom is also sufficient to define “locally drivable (LD)” and “mutually locally
derivable (MLD)” between two abstract patterns. LD and MLD are originally defined by
Baake, Schlottmann and Jarvis ([4]) for tilings (or more generally patterns). Two tilings
P,Q that are MLD are “similar” and the distribution of finite patches in P is the same as
that of Q. We generalize this concept and make it applicable to any two abstract patterns.
Moreover, we give an affirmative answer to the following problem under a mild assumption:

Problem 1. There are several canonical maps, such as

1. the map that sends a Delone setD in a metric spaceX to a positive measure
∑

x∈D δx,
where δx is the Dirac measure at a point x,

2. the map that sends a continuous bounded function f on a locally compact abelian
group G to a measure fdµ, where µ is a Haar measure,

and so on. Do these map send an object P to a one which is MLD with P?

See Proposition 3.2.23, Proposition 3.2.24, Proposition 3.2.25, and Proposition 3.2.31.
These show our generalized MLD is a natural concept. This LD and MLD are relevant in
the study of almost periodicity because we can show weak repetitivity is propagated by
LD (Proposition 4.2.11).

Next, as to LD and MLD, we also answer the following question:
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Problem 2. For an abstract pattern P and an interesting class Σ of abstract patterns,
can we describe a condition on P and Σ that assures that there is Q ∈ Σ which is MLD
with P?

See Theorem 3.3.1. There we describe a condition on P and a one on Σ (not on the
relations between P and Σ) that assures that there is a Q ∈ Σ which is MLD with P. The
conditions are mild enough so that many interesting examples satisfy them. This Theorem
3.3.1 enables us to “translate” an object P to an object Q in another class Σ of objects
so that we can use tools that can only be applicable to objects in Σ. Moreover, by this
theorem we see that, in order to study abstract patterns up to MLD, in many interesting
cases, it suffices to study Delone sets or translation bounded measures. For example, we
can show results on non-existence for Delone sets (Lemma 4.3.5 and Lemma 4.3.12). The
theorem on non-existence for tilings given above is easily deduced from these results on
Delone sets by translating tilings to Delone sets by using Theorem 3.3.1.

As an application of this Theorem 3.3.1, we study pattern equivariant functions, which
were defined by Kellendonk [10] and generalized by Rand [23]. We first show that pattern
equivariant functions for an object P are the functions that are LD from P. In other words,
we can capture pattern equivariant functions in terms of LD and this simplifies the study
of pattern equivariant functions. Next, we show that two objects P and Q are MLD if and
only if the spaces of the pattern-equivariant functions are the same, under a mild condition.
The space of pattern equivariant functions has all the information of the original object up
to MLD; in order to analyze certain abstract patterns up to MLD, it suffices to investigate
its space of pattern equivariant functions.

Before finishing this introduction let us give a remark. In order to capture other types
of almost periodicity (strong and weak almost periodicity for functions, strong, weak, sup
and norm almost periodicity for translation bounded measures, and so on), we need an
additional structure on pattern spaces. We need information on the “local structures”:
for example, the local structures of a function are given by the value of the function on
each point; the local structure of a Dolone set at a point x is described by the position
of the point in D near x relative to x; the local structures of certain tilings are described
by elements of Anderson-Putnam complex ([1]). If we can gauge the distances between
two local structures, we may define other types of almost periodicity. For example, the
distance of two local structures for a function is gauged by the standard metric on C. By
this distance we can say two parts of a function are “close” or not, and thus we can define
usual strong almost periodicity. However we do not deal with such local structures in this
thesis and study only weak repetitivity. We leave the study of other almost periodicities
for further research. (See Chapter 5.)

This thesis is organized as follows. In Chapter 2 we follow [20] and give an introductory
exposition on the theory of tilings, their continuous hulls and tiling dynamical systems.
The argument is based on works by several authors such as Solomyak([27], [28], [31]),
Lee-Solomyak([14], [13]) and Robinson ([25]). In Section 2.1 we start from the definition
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of tiling and introduce their continuous hulls and tiling dynamical systems, followed by
an explanation of important concepts such as FLC and repetitivity. In Section 2.2 we
introduce substitution rules. Properties such as the non-periodicity and the repetitivity of
tilings such as Penrose tilings are proved by their self-similar structure. Such structures are
induced by (tiling) substitution rules, which are geometric versions of word substitutions
in symbolic dynamics (for word substitution, see a book [21]). We explain important
properties of tilings from substitutions.

In Chapter 3 we give a general framework for tilings, Delone sets, functions and mea-
sures to discuss local derivability among them, their weak repetitivity and corresponding
dynamical systems. In Section 3.1 we define pattern spaces, by which we can capture sev-
eral space of objects such as tilings, Delone sets, functions and measures. In Section 3.2
we incorporate group actions in the theory of pattern spaces. This enables us to generalize
local derivability (LD) and mutual local derivability (MLD). In Section 3.3 we show The-
orem 3.3.1, which answer Problem 2 given above. In Section 3.4 we discuss an application
of these theory to the theory of pattern equivariant functions.

In Chapter 4 we define local matching topology and the dynamical system which cor-
responds to a general abstract pattern. This is a generalization of the local matching
topology and the dynamical systems for tilings given in Chapter 2. We show that weak
repetitivity is captured in terms of almost periodicity (Lemma 4.2.8) and is propagated by
local derivability (Proposition 4.2.11). In Section 4.3 we discuss a theorem on non-existence
of abstract patterns in certain abstract patterns.

We will finish the thesis with appendices on dynamical systems and uniform spaces.

Notation 1.2.1. For a topological space X and its subset A, the closure of A is denoted
by A and the open kernel of A is denoted by A◦.

For a metric space X, the closed ball with its center x ∈ X and its radius r > 0 is
denoted by B(x, r).

For a positive integer d, let ρ be the Euclidean metric for the Euclidean space Rd. Let
E(d) be the group of all isometries on the Euclidean space Rd and O(d) be the orthogonal
group. There is a group isomorphism Rd ⋊ O(d) → E(d), by which we can identify these
two groups. Thus elements of E(d) are recognized as pairs (a,A) of a ∈ Rd and A ∈ O(d).
For E(d), define a metric ρE(d) by ρE(d)((a,A), (b,B)) = ρ(a, b) + ∥A − B∥, where ∥ · ∥ is

the operator norm for the operators on the Banach space Rd with the Euclidean norm. For
any closed subgroup Γ of E(d), the restriction ρΓ of ρE(d)is a left-invariant metric for Γ.
Moreover, for any γ, η ∈ Γ, we have

ρ(γ0, η0) ≦ ρΓ(γ, η) ≦ ρ(γ0, η0) + 2. (1.1)

For each j = 1, 2, . . . , d, let ej ∈ Rd be the vector of which ith component is 0 for i ̸= j
and jth component is 1.

The standard inner product in Rd is denoted by ⟨·, ·⟩. That is, for x = (x1, x2, · · · , xd)
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and y = (y1, y2, · · · , yd) in Rd,

⟨x, y⟩ =
d∑

i=1

xiyi.

For S ⊂ Rd set −S = {−x | x ∈ S} and for S1, S2 ⊂ Rd set S1 + S2 = {x + y | x ∈
S1, y ∈ S2}.

We set T = {z ∈ C | |z| = 1}.
For any group Γ which acts on a setX, its isotropy group for a point x ∈ X is denoted by

Γx. That is, Γx = {γ ∈ Γ | γx = x}. For an abstract pattern P such as patches, uniformly
discrete sets, functions, its group of symmetry is denoted by SymΓ P = {γ ∈ Γ | γP = P}.
The orbit {γx | γ ∈ Γ} of x is denoted by Ox.

The identity element of any group is denoted by e.
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Chapter 2

General theory of tilings,
continuous hulls and tiling
dynamical systems

Here, we follow [20] and give an introductory exposition for the theory of tilings.
We will stress the following two points. First, we introduce two topologies on the

space of all patches on Rd: the cylinder topology (Definition 2.1.8) and the local matching
topology (Definition 2.1.19). Tilings are examples of patches (Definition 2.1.2). Thus these
two topologies define two topologies on a space of tilings. We investigate properties of these
two topologies and relations between them. Often on the continuous hull of a tiling the
relative topologies of these two coincide.

Second, relations between properties of tilings and those of continuous hulls and tiling
dynamical systems are stressed. For example, relations between FLC of tilings and com-
pactness of continuous hulls (Corollary 2.1.49), and repetitivity of tilings and minimality
of tiling dynamical systems (Proposition 2.1.63) are fundamental. We can prove that for
tilings from certain substitutions the corresponding tiling dynamical systems are not mix-
ing (Theorem 2.2.41), and this is derived from a property of distribution of patches in
tilings (Remark 2.2.42).

Many results in the literature is on implications of the properties of tilings on the
continuous hulls and the corresponding dynamical systems. In Section 2.3 we conversely
deduce a property on the distribution of patches in certain tilings from a property of the
corresponding dynamical system (the converse of this is also proved).

2.1 Definition of tilings and their properties

Here we introduce patches, tilings and topological spaces consisting of patches. Such
topological spaces often admit an Rd action.

14



Definition 2.1.1. For any P ⊂ 2R
d
, the set suppP defined by

suppP =
∪
T∈P

T

is called the support of the set P.

The support is the closure of the area that elements T ∈ P cover.

Definition 2.1.2. We fix d ∈ Z>0.

• An open, bounded and nonempty subset of Rd is called a tile.

• A set P of tiles such that S, T ∈ P and S ̸= T imply S ∩ T = ∅ is called a patch. A
patch P is said to be bounded if suppP is bounded.

• A patch T such that supp T = Rd is called a tiling.

• For a tiling T and a vector x ∈ Rd, suppose there exists T ∈ T such that T + x ∈ T .
Then we call x a return vector for T .

Remark 2.1.3. In the literature, the word “tile” is defined in various ways. Often tiles
are defined as compact sets which are “simple”. What the word simple means depends on
the authors.

For example, it is defined as (1) a subset of Rd which is homeomorphic to a closed unit
ball of Rd ([1]), (2) a closed polygonal subset of Rd ([33]), or (3) a subset of Rd which is
compact and equal to the closure of its interior ([5]).

Here we put the simplicity assumption by defining tiles as open sets. This change is
not essential and the theory we develop becomes almost the same.

Often we consider labels on tiles in order to distinguish two tiles that are as sets the
same. For example, one can prove the unique ergodicity of certain tiling dynamical systems
from substitutions by considering labels. On the other hand, considering labels gives an
additional complexity in notation. Here we avoid considering labels, and when they are
necessary we find a way round by giving a “puncture” to each tile (i.e. remove one point
from each tile). Two tiles that are originally the same become after this procedure different
if they have different punctures (see Example 2.2.6).

Definition 2.1.4. A tiling T is said to be periodic if there is x ∈ Rd \ {0} such that its
translate by x coincide with itself, that is, T +x = T . Otherwise a tiling is said to be non-
periodic. A tiling T of Rd is said to be crystallographic if there is a basis {b1, b2, . . . , bd}
of Rd such that T + bi = T for all i.

Example 2.1.5 (Square tiling). For any dimension d ∈ Z>0, a tiling Ts = {(0, 1)d + v |
v ∈ Zd} is called Square tiling. This is an example of crystallographic tiling.

15



Many interesting examples of non-periodic tilings can be constructed from substitution
rules, which we will introduce later.

Remark 2.1.6. If P is a patch, then the set P is at most countable.

Definition 2.1.7. Patch(Rd) denotes the set of all patches in Rd. Tiling(Rd) denotes the
set of all tilings in Rd.

Next we introduce two topologies on Patch(Rd).

Definition 2.1.8. For P ∈ Patch(Rd) and a neighborhood U of 0 in Rd, set

C(U,P) = {Q ∈ Patch(Rd) | there exists x ∈ U such that P + x ⊂ Q}.

Such sets are called cylinder sets. The topology generated by

{C(U,P) | U : open neighborhood of 0 in Rd, P ∈ Patch(Rd): bounded} (2.1)

is called the cylinder topology.

Remark 2.1.9. The subbasis (2.1) is in fact a basis. For if n ∈ Z>0, U1, U2, . . . , Un are
open neighborhoods of 0, P1,P2, . . . ,Pn ∈ Patch(Rd) are bounded and

Q ∈
∩
i

C(Ui,Pi),

then for each i there is xi ∈ Ui such that Pi + xi ⊂ Q. Set P =
∪

i(Pi + xi). Then P is a
bounded patch and if we take an open neighborhood U of 0 in Rd small enough, then

Q ∈ C(U,P) ⊂
∩
i

C(Ui,Pi).

Lemma 2.1.10. If P ∈ Patch(Rd), the set

{C(U,Q) | U : neighborhood of 0 in Rd and Q ⊂ P: bounded}

forms a neighborhood basis for P with respect to the cylinder topology.

Proof. Suppose P ∈ C(U,P ′) for some open neighborhood U of 0 and a bounded P ′ ∈
Patch(Rd). Then there is x ∈ U such that P ′ + x ⊂ P. If a neighborhood V of 0 is small
enough,

P ∈ C(V ◦,P ′ + x) ⊂ C(V,P ′ + x) ⊂ C(U,P ′).
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Lemma 2.1.11. The group Rd acts on Patch(Rd) by translation:

Patch(Rd)× Rd ∋ (P, x) 7→ P + x ∈ Patch(Rd). (2.2)

Furthermore this map is continuous with respect to the cylinder topology.

Proof. Take P ∈ Patch(Rd) and x ∈ Rd. Take also a neighborhood O with respect to
the cylinder topology of P + x. To prove the continuity of the map at (P, x), we may
assume O is of the form O = C(U,P0) where U is an open neighborhood of 0 in Rd, P0

is bounded and P0 ⊂ P + x (cf. Lemma 2.1.10). Take a neighborhood V of x and a
neighborhood V ′ of 0 such that if y ∈ V and z ∈ V ′, then y − x + z ∈ U . If y ∈ V and
Q ∈ C(V ′,P0 − x) (cf. Lemma 2.1.10), then there is z ∈ V ′ such that P0 − x+ z ⊂ Q. We
obtain P0 + y − x+ z ⊂ Q+ y and Q+ y ∈ C(U,P0).

Remark 2.1.12. If T ∈ Tiling(Rd) and x ∈ Rd, then T + x ∈ Tiling(Rd).

Next we define a uniform structure on Patch(Rd) and the second topology on it. For a
generality of uniform spaces, see Appendix and [6].

Definition 2.1.13. For any subset P ⊂ 2R
d
and any subset S ⊂ Rd set

P ∩ S = {T ∈ P | T ⊂ S}.

The next lemma is easy to prove.

Lemma 2.1.14. If P ∈ Patch(Rd), x ∈ Rd and S ⊂ Rd, then (P∩S)+x = (P+x)∩(S+x).
If moreover S1 ⊂ S2 ⊂ Rd, then (P ∩ S2) ∩ S1 = P ∩ S1.

Definition 2.1.15. For a compact K ⊂ Rd and a compact neighborhood V of 0 in Rd, set

UK,V = {(P1,P2) ∈ Patch(Rd)× Patch(Rd) |
there exists x ∈ V such that P1 ∩K = (P2 + x) ∩K}.

Remark 2.1.16. If K1 ⊂ K2 and V1 ⊃ V2, then by Lemma 2.1.14, UK1,V1 ⊃ UK2,V2 .

Lemma 2.1.17. The set

{UK,V | K ⊂ Rd: compact and V : a compact neighborhood of 0 in Rd} (2.3)

forms a fundamental system of entourages for Patch(Rd).

Proof. This is a special case of Lemma 4.1.3 and so we omit the proof.

Definition 2.1.18. Let U denote the set of all entourages generated by (2.3) and the
uniform space constructed in this way is represented by (Patch(Rd),U).
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Recall that a uniform structure on a set defines a topology on that set. In this context
{UK,V (P) | K: a compact subset of Rd, V : a compact neighborhood of 0} form a neigh-
borhood basis for P. Here U(P) = {Q ∈ Patch(Rd) | (P,Q) ∈ U} for each U ∈ U and
P ∈ Patch(Rd).

Definition 2.1.19. The topology on Patch(Rd) defined by the uniform structure U is
called the local matching topology.

The uniform structure is metrizable; see Lemma B.0.16. We can describe a metric
explicitly as follows.

For two patches P1,P2 of Rd, set

∆(P1,P2) =

{
0 < r <

1√
2
|there exist x, y ∈ B(0, r) such that

(P1 + x) ∩B(0, 1/r) = (P2 + y) ∩B(0, 1/r)

}
.

Then define

ρ(P1,P2) = inf

(
∆(P1,P2) ∪

{
1√
2

})
. (2.4)

Remark 2.1.20. It is tempting in the definition of the tiling metric to replace ∆(P1,P2)
above with{
0 < r <

1√
2

∣∣∣∣ there exists y ∈ B(0, r) such that P1 ∩B(0, 1/r) = (P2 + y) ∩B(0, 1/r)

}
,

because this definition seems to simplify the following proofs. However if we define the
function ρ in this way ρ does not become a metric; it is not necessarily true that ρ(T1, T2) =
ρ(T2, T1) for two tilings T1 and T2. Here is an easy counterexample: take small r > 0, and
consider three copies of a tile (−1, 1)d. Give each of them a puncture in three different
ways so that we obtain three different tiles (or equivalently, put three different labels to
each of the copies so that we can distinguish them). Let S, T, U denote the three tiles. Set
T1 = {S} ∪ ({T} + 2Zd \ {0}) and T2 = ({S} ∪ ({U} + 2Zd \ {0})) + (r, 0, 0, . . . 0). Then
ρ(T1, T2) = 1√

8+d
and ρ(T2, T1) = 1√

(3−r)2+d−1
.

It is easy to prove that ρ in (2.4) is a metric on Patch(Rd). To prove ρ(T1, T2) = 0
implies T1 = T2, we use the following lemma.

Lemma 2.1.21. Let T be a tile and P be a patch. Suppose x1, x2, . . . are elements of Rd

such that xn → 0 as n → ∞ and T + xn ∈ P for all n. Then T ∈ P.
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To prove the triangle inequality, one has to use the fact that 1
ε − η > 1

ε+η whenever

0 < ε < 1√
2
and 0 < η < 1√

2
.

Lemma 2.1.22. The local matching uniform structure and the uniform structure given by
the metric ρ are the same.

Next we collect several properties of local matching uniform structure.

Lemma 2.1.23. The local matching topology is Hausdorff.

Proof. Since it is metrizable, the statement is clear. We prove a generalization of this in
Corollary 4.1.11.

Lemma 2.1.24. With respect to the local matching topology, the action (2.2) is jointly
continuous.

Proof. We prove this in Lemma 4.1.14 in a more general context.

Proposition 2.1.25. The uniform space (Patch(Rd),U) is complete.

Proof. We prove this in Proposition 4.1.16 in a more general setting.

Proposition 2.1.26. The local matching topology is stronger than the cylinder topology.

Proof. Take P ∈ Patch(Rd). For any bounded patch P0 ⊂ P and an open neighborhood
U0 of 0 in Rd (cf. Lemma 2.1.10), take a compact neighborhood U of 0 such that U ⊂ U0

and set K = U + suppP0. If Q ∈ U−1
K,U (P), then there is x ∈ U such that

Q∩K = (P + x) ∩K.

Since supp(P0 + x) ⊂ K, P0 + x ⊂ (P + x) ∩K ⊂ Q. Then Q ∈ C(U,P0) ⊂ C(U0,P0).
This argument shows that U−1

K,U (P) ⊂ C(U0,P0).

Lemma 2.1.27. Suppose P1,P2 ∈ Patch(Rd) and P1 ⊂ P2. Take S ⊂ Rd such that
suppP1 ⊃ S. Then P1 ∩ S = P2 ∩ S.

Definition 2.1.28. For each R > 0, set

TilingR(Rd) := {T ∈ Tiling(Rd) | sup
T∈T

diamT < R}.

Proposition 2.1.29. For any R > 0, on TilingR(Rd), the relative topologies of the local
matching topology and the cylinder topology coincide.
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Proof. Take T ∈ TilingR(Rd). Take also a compact K ⊂ Rd and a compact neighborhood
V of 0 ∈ Rd. Set K ′ = K + B(0, R) and P0 = T ∩ K ′. Note that suppP0 ⊃ K. If
S ∈ C(−V,P0)∩TilingR(Rd), there is x ∈ V such that P0 − x ⊂ S. By Lemma 2.1.14 and
Lemma 2.1.27,

(S + x) ∩K = P0 ∩K = (T ∩K ′) ∩K = T ∩K,

and S ∈ UK,V (T ). Hence

T ∈ C(−V,P0) ∩ TilingR(Rd) ⊂ UK,V (T ).

We see on TilingR(Rd) the cylinder topology is stronger than the local matching topology
and together with Proposition 2.1.26 we see they are equal on TilingR(Rd).

Remark 2.1.30. With respect to the local matching topology, TilingR(Rd) is a closed sub-
set of Patch(Rd). However Tiling(Rd) is not closed in Patch(Rd) as the following example
shows.

Example 2.1.31. Consider a tiling Ts of Rd defined by Ts = {(0, 1)d + x | x ∈ Zd}. We
start from this tiling Ts and replace tiles with larger ones. For any n ∈ Z>0, choose xn ∈ Zd

such that for any two distinct n and m, ((0, n)d + xn) ∩ ((0,m)d + xm) = ∅. To Ts, we
add tiles (0, n)d + xn, n = 2, 3, . . . and remove tiles with side-length 1 that intersect these
tiles with side-length 2, 3, . . .. The resulting tiling is represented by T ′

s and this consists of
translates of (0, n)d, n = 1, 2, 3, . . .. This tiling is not in TilingR(Rd) for any R > 0 and
a sequence (T ′

s − xn − yn)n, where yn = (12n,
1
2n, . . . ,

1
2n) for each n, converges to ∅ with

respect to the local matching topology.

2.1.1 Finite local complexity and finite tile type

Definition 2.1.32. On 2R
d
(the set of all subsets of Rd), define an equivalence relation ≈

by

A ≈ B ⇐⇒ there exists x ∈ Rd such that A = B + x.

On the set 22
Rd

of all subsets of 2R
d
, we define an equivalence relation ∼ by

P1 ∼ P2 ⇐⇒ there exists x ∈ Rd such that P1 = P2 + x.

Definition 2.1.33. An element P ∈ Patch(Rd) has finite local complexity (FLC) if the
quotient set

{(P + x) ∩K | x ∈ Rd}/∼

is finite for any compact K ⊂ Rd.
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Definition 2.1.34. An element P ∈ Patch(Rd) has finite tile type (FTT) if P/≈ is finite.
In this case there exists a finite set A of tiles such that

• For any P ∈ A, we have 0 ∈ P , and

• For any T ∈ P, there is a unique P ∈ A and a (necessarily unique) x ∈ Rd such that
T = P + x.

Such a set A is called an alphabet for the FTT patch P.
Given a finite non-empty set A of tiles that are not pairwise translationally equivalent,

for any P ∈ A and x ∈ Rd set cA(P+x) = x. For P ⊂ A+Rd, set cA(P) = {cA(T ) | T ∈ P}.

In Proposition 2.1.37 we give a characterization of FLC and FTT.

Definition 2.1.35. For a patch P ∈ Patch(Rd) and S ⊂ Rd, set

P ⊓ S = {T ∈ P | T ∩ S ̸= ∅}.

Lemma 2.1.36. For any subsets Π1,Π2 ⊂ 22
Rd
, suppose the following conditions;

• for any P1 ∈ Π1 there are P2 ∈ Π2 and x ∈ Rd such that P1 + x ⊂ P2,

• each P2 ∈ Π2 is finite, and

• Π2/∼ is finite.

Then Π1/∼ is finite.

Proposition 2.1.37. For P ∈ Patch(Rd), the following conditions are equivalent;

1. P has FTT and FLC.

2. P has FTT and {P ′ ⊂ P | diam suppP ′ < R}/∼ is finite for all R > 0.

3. {P ∩B(x,R) | x ∈ Rd}/∼ is finite for any R > 0 and P has FTT.

4. {P ⊓ (K + x) | x ∈ Rd}/∼ is finite for any compact K ⊂ Rd.

5. P has FTT and cA(P)− cA(P) is discrete and closed in Rd, for any alphabet A.

Proof. 1⇒2. For any R > 0, if P ′ ⊂ P and diam suppP ′ < R, either P ′ = ∅ or we can
take x ∈ suppP ′. In the latter case P ′ ⊂ P ∩ (x+B(0, R)) and Lemma 2.1.36 applies.

2⇒3. For any x ∈ Rd, we have diam supp(P ∩B(x,R)) < 2R. Lemma 2.1.36 applies.
3⇒4. Set r = maxT∈P diamT . For any compact K ⊂ Rd, take R > 0 such that

K ⊂ B(0, R − r). For any x ∈ Rd we have P ⊓ (K + x) ⊂ P ∩B(x,R) and Lemma 2.1.36
implies (4).
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4⇒5. First by taking K = {0} we see P/≈ is finite and so P has FTT. Take R > 0
arbitrarily. We shall show that (cA(P) − cA(P)) ∩ B(0, R) is finite. Set K = B(0, R).
There is a finite F ⊂ Rd such that if x ∈ Rd there are y ∈ F and z ∈ Rd for which

P ⊓ (K + x) = (P ⊓ (K + y)) + z.

Take a ∈ (cA(P)− cA(P))∩B(0, R). Then there are P1, P2 ∈ A and a1, a2 ∈ Rd such that
Pi + ai ∈ P (i = 1, 2) and a = a1 − a2. By a2 ∈ P2 + a2 and ∥a1 − a2∥ < R, we have
P2 + a2 ∈ P ⊓ (K + a1), and

a ∈(cA(P ⊓ (K + a1))− cA(P ⊓ (K + a1))

=(cA(P ⊓ (K + b))− cA(P ⊓ (K + b)))

for some b ∈ F . Hence

(cA(P)− cA(P)) ∩B(0, R) ⊂
∪
b∈F

(cA(P ⊓ (K + b))− cA(P ⊓ (K + b))). (2.5)

Since F is finite and P ⊓ (K + b) is finite by FTT, the right-hand side of (2.5) is finite.
5⇒1. Take a compact K ⊂ Rd arbitrarily. Set C = (cA(P) − cA(P)) ∩ (K − K)

and P ′ = A + C. If x ∈ Rd and P ∩ (K + x) ̸= ∅, then take P0 ∈ A and x0 ∈ Rd

such that P0 + x0 ∈ P ∩ (K + x). If we arbitrarily take P1 ∈ A and x1 ∈ Rd such that
P1 + x1 ∈ P ∩ (K + x), then x1 − x0 ∈ C. This implies that P ∩ (K + x)− x0 ⊂ P ′. Since
P ′ is finite, by Lemma 2.1.36 {P ∩ (K + x) | x ∈ Rd}/∼ is finite.

Remark 2.1.38. Example 2.1.31 is an example of tiling which has FLC but does not have
FTT.

We then introduce another characterization of FLC.

Definition 2.1.39. Let P be a patch and take T ∈ P. We inductively define coronas
Cn(T,P), n = 0, 1, . . . by

C0(T,P) = {T}
Cn+1(T,P) = P ⊓ suppCn(T,P).

Also set C∞(T,P) =
∪

n∈Z>0
Cn(T,P).

Note that if T has finite tile type, any of its coronas are finite sets. Now we prove
another characterization of FLC (Proposition 2.1.41), which will be useful when we try to
prove that an example of substitution rule has FLC.

Lemma 2.1.40. Let P be a non-empty finite patch. If there is a connected set C ⊂ suppP
such that C ∩ T ̸= ∅ for any T ∈ P, then for any T ∈ P we have P = C∞(T,P).
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Proof. For S, T ∈ P we have either

C∞(T,P) = C∞(S,P) (2.6)

or

suppC∞(T,P) ∩ suppC∞(S,P) = ∅.

If the equation (2.6) holds, we set S ∼ T . P/∼ is a finite set and the equivalence class
including S ∈ P is C∞(S,P). There are k ∈ Z>0 and T1, T2, . . . , Tk ∈ P such that
P/∼ = {C∞(T1,P), C∞(T2,P), . . . , C∞(Tk,P)}. We have

C ⊂ suppP =

k∪
i=1

suppC∞(Ti,P)

and for each i, suppC∞(Ti,P) ∩ C ̸= ∅. By the connectivity of C, we necessarily have
k = 1. For any T ∈ P, P = C∞(T1,P) = C∞(T,P).

Proposition 2.1.41. Let T be a tiling of finite tile type. Then the following conditions
are equivalent:

1. T has FLC.

2. {C1(T, T ) | T ∈ T }/∼ is finite.

3. {Cn(T, T ) | T ∈ T }/∼ is finite for any n ∈ Z>0.

Proof. We use Lemma 2.1.36 for several times.
(1)⇒(2): Set Π0 = {C1(T, T ) | T ∈ T } and Π1 = {T ∩ B(x, 2r) | x ∈ Rd}, where

r > maxT∈T diamT .
(2)⇒(3): We prove by induction on n. Suppose we have proved {Cn(T, T ) | T ∈ T }/∼

is finite. There is a finite set Fn ⊂ T such that, if T ∈ T , there are F ∈ Fn and v ∈ Rd

for which Cn(T, T ) = Cn(F, T ) + v. By (2) it can be shown that there is a finite set
F1 ⊂ T such that, for any T ∈ T , there are E ∈ F1 and v ∈ Rd for which T = E + v and
C1(T, T ) = C1(E, T ) + v. For E ∈ F1 and F ∈ Fn, set

V (E,F ) = {v ∈ Rd | E + v ∈ Cn(F, T )}.

Set

P =
∪

F∈Fn

∪
E∈F1

(C1(E, T ) + V (E,F )).

Then P is a finite set, which is not necessarily a patch. We can show that P ⊃ Cn(F, T )
for each F ∈ Fn. Using this we can show that for any T ∈ T there is v ∈ Rd such that
Cn+1(T, T ) + v ⊂ P. It follows that {Cn+1(T, T ) | T ∈ T }/∼ is finite.

23



(3)⇒(1): Take R > 0 and let N be an integer which is large enough. Take x ∈ Rd. By
Lemma 2.1.40, for any S ∈ T ⊓B(x,R),

T ⊓B(x,R) = C∞(S, T ⊓B(x,R)) = CN (S, T ⊓B(x,R)) ⊂ CN (S, T ).

Since {CN (T, T ) | T ∈ T }/∼ is finite, T has FLC.

Definition 2.1.42. For P ∈ Patch(Rd), set

XP = {P + x | x ∈ Rd}

with respect to the local matching topology.

Lemma 2.1.43. If P ∈ Patch(Rd), Q ∈ XP and x ∈ Rd, then Q+ x ∈ XP .

Proof. There is a sequence (xn) of Rd such that Q = limn(P + xn). By Lemma 2.1.24
Q+ x = lim(P + xn + x) ∈ XP .

Definition 2.1.44. A subset X ⊂ Patch(Rd) has FLC if

{P ∩ (K + x) | x ∈ Rd,P ∈ X}/∼

is finite for any compact K ⊂ Rd.

Remark 2.1.45. If X is invariant under translation, X has FLC if and only if

{P ∩K | P ∈ X}/∼

is finite for any compact K ⊂ Rd. If there are only finitely many tile types in X, that is,
(
∪

P∈X P)/≈ is finite, then by Lemma 2.1.36 X has FLC if and only if

{P ∩B(x,R) | x ∈ Rd,P ∈ X}/∼

is finite for any R > 0.

Lemma 2.1.46. Take P ∈ Patch(Rd). Then the following two conditions are equivalent;

1. P has FLC.

2. XP has FLC.

Proof. 1⇒2. Take any compact K ⊂ Rd and a compact neighborhood V of 0 ∈ Rd. If
Q ∈ XP , then there is x ∈ Rd such that P+x ∈ UK,V (Q). This implies that there is y ∈ V
such that (P + x+ y) ∩K = Q∩K and so

{Q ∩K | Q ∈ XP} = {(P + x) ∩K | x ∈ Rd}.

Since XP is translation invariant (Lemma 2.1.43), we see XP has FLC.
2⇒1. This direction is clear because {P + x | x ∈ Rd} ⊂ XP .
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Lemma 2.1.47. Let X be an FLC subspace of Patch(Rd). For any sequence P1,P2, . . .
of X, any compact K ⊂ Rd and any compact neighborhood V of 0 ∈ Rd, we can take a
subsequence Pn1 ,Pn2 , . . . of (Pn)n such that (Pnj ,Pnk

) ∈ UK,V for any j, k > 0.

Proof. Set K ′ = K − V . By FLC there is a subsequence Pn1 ,Pn2 , . . . and x1, x2, . . . ∈ Rd

such that for any j > 0 we have

Pn1 ∩K ′ = (Pnj ∩K ′) + xj .

If Pn1∩K ′ = ∅, we have nothing to prove and we may assume that we can take T ∈ Pn1∩K ′.
Take x ∈ T , then x−xj ∈ K ′ for each j and we see (xj)j is a bounded sequence. By taking
subsequence again we may assume that xj − xk ∈ V for any j, k. For any j, k > 0,

Pnk
∩K ′ = (Pnj ∩K ′) + xj − xk = (Pnj + xj − xk) ∩ (K ′ + xj − xk)

and by Lemma 2.1.14,

Pnk
∩K = (Pnj + xj − xk) ∩K,

which implies (Pnk
,Pnj ) ∈ UK,V .

Note that since the uniform space (Patch(Rd),U) is metrizable, for any X ⊂ Patch(Rd)
the following two conditions are equivalent:

• X is totally bounded, that is, for any U ∈ U there is a finite F ⊂ X such that
X ⊂

∪
P∈F U(P).

• For any sequence in X, there is a Cauchy subsequence of it.

Note also that any X ⊂ Patch(Rd) is compact if and only if it is closed and totally bounded.

Lemma 2.1.48. For any X ⊂ Patch(Rd), consider the following conditions;

1. X has FLC.

2. X is totally bounded with respect to U.

Then condition 1 always implies condition 2 and the converse holds if X is invariant under
translation and the set (

∪
P∈X P)/≈ is finite (that is, there are only finitely many tile types

up to translation).

Proof. 1⇒2. Take countably many open sets O1, O2, . . . and a countable neighborhood
basis {Vn | n > 0} of 0 consisting of compact sets such that

• Kn := On is compact for each n, and

•
∪

nOn = Rd.

25



Take a sequence P1,P2, . . . of X. By Lemma 2.1.47, we can take a subsequence (P(1)
n )

of (Pn) such that (P(1)
n ,P(1)

m ) ∈ UK1,V1 for any n,m > 0. We further take a subsequence

(P(2)
n ) of (P(1)

n ) such that (P(2)
n ,P(2)

m ) ∈ UK2,V2 for any n,m > 0. Proceeding in this way

we can take subsequences (P(k)
n )n for k = 1, 2, . . .. Set Qn = P(n)

n for each n, then (Qn)n
is a Cauchy subsequence of (Pn)n.

2⇒1. AssumeX is invariant under translation and
∪

P∈X P/≈ is finite. Take a compact
K ⊂ Rd and a compact neighborhood V of 0. By condition 2 there is a finite set F ⊂ X
such that

X ⊂
∪
P∈F

UV+K,V (P).

For any Q ∈ X there are P ∈ F and x ∈ V such that (Q+ x) ∩ (K + V ) = P ∩ (K + V ),
and

(Q∩K) + x = (Q+ x) ∩ (K + x) ⊂ (Q+ x) ∩ (K + V ) = P ∩ (K + V ).

Since P ∩ (K + V ) is finite for each P ∈ F , by Lemma 2.1.36 {Q ∩ K | Q ∈ X}/∼ is
finite.

Corollary 2.1.49. Take P ∈ Patch(Rd). Consider the following two conditions;

1. P has FLC.

2. XP is compact with respect to the local matching topology.

Then 1 always implies 2 and if P has FTT 2 implies 1.

Proof. Clear by Lemma 2.1.46, Lemma 2.1.48 and the fact that if P has FTT then
(
∪

Q∈XP
Q)/≈ is finite.

Remark 2.1.50. If a tiling T has FTT, then on XT the cylinder topology and the local
matching topology coincide (Proposition 2.1.29). Thus if a tiling T has FLC and FTT the
space XT is compact with respect to the both topologies.

For some tiling T there is a patch P in XT which is not a tiling (suppP ̸= Rd). For
example, for the tiling T ′

s in Example 2.1.31, we have ∅ ∈ XT ′
s
. For tilings with finite tile

type, we have the following lemma.

Definition 2.1.51. If a tiling T satisfies the condition

sup
T∈T

diamT < ∞ (2.7)

then we say T has bounded tile type.

26



Note that if T has FTT, it has bounded tile type.

Lemma 2.1.52. If T has bounded tile type, then any S ∈ XT is a tiling.

Proof. Take S ∈ XT and R > 0 arbitrarily. Take ε ∈ (0, 1√
2
) such that 1

ε − ε > R +

supT∈T diamT . There is x ∈ Rd such that ρ(S, T + x) < ε, and there is y ∈ Rd such
that S ∩ B(0, 1ε − ε) = (T + x + y) ∩ B(0, 1ε − ε). It follows that suppS ⊓ B(0, R) =
supp(T + x+ y) ⊓B(0, R) ⊃ B(0, R).

The following another characterization of FLC will be useful.

Definition 2.1.53. For R > 0 and a tiling T of finite tile type with a set of proto-tiles A,
set

ΠT ,R,A = {(T − x) ∩B(0, R) | x ∈ Rd, (T − x) ∩ A ̸= ∅}.

Remark 2.1.54. This is a tiling-version of language for sequences.

Proposition 2.1.55. Let T be a tiling of finite tile type with a set of proto-tiles A. Then
the following conditions are equivalent:

1. T has FLC.

2. ΠT ,R,A is finite for all R > 0.

Proof. (1)⇒ (2): It is enough to show that ΠT ,R,A is finite for any R > maxP∈A diamP
since there is a surjection ΠT ,R,A → ΠT ,R′,A for R′ < R.

Suppose R > maxP∈A diamP . It suffices to show for each P ∈ ΠT ,R,A, the set ZP =
{z ∈ Rd | P + z ∈ ΠT ,R,A} is finite since ΠT ,R,A/∼ is finite by (1). Take P ∈ ΠT ,R,A.
Define a map φ : ZP → P as follows. For z ∈ ZP , there is a unique P ∈ (P + z) ∩ A. In
fact, there are y ∈ Rd and P ∈ A such that P+z = (T −y)∩B(0, R) and P ∈ (T −y)∩A.
Since we assumed R was large enough, P ∈ P + z. Set φ(z) = P − z. This map φ is
injective. In fact, if φ(z1) = φ(z2), take Pi ∈ (P + zi) ∩A. Then P1 − z1 = P2 − z2 and so
P1 = P2 and z1 = z2. Since P is finite, we see ZP is finite.

(2)⇒(1): Take R > 0. Set Π1 = {(T − x) ∩ B(0, R) | x ∈ Rd} and we show Π1/∼ is
finite. Take L > max{R,maxP∈A diamP} and set Π2 = {(T − x) ∩B(0, L) | x ∈ Rd}. By
Lemma 2.1.36, it suffices to show Π2/∼ is finite. Take (T − x) ∩ B(0, L) ∈ Π2. Choose
P ∈ A and y ∈ Rd such that P + y ∈ (T − x)∩B(0, L). Then ∥y∥ < L and P ∈ T − x− y.
We have

(T − x) ∩B(0, L)− y = (T − x− y) ∩B(−y, L) ⊂ (T − x− y) ∩B(0, 2L).

We have proved that, for any P ∈ Π2 there are y ∈ Rd and P ′ ∈ ΠT ,2L,A such that
P − y ⊂ P ′. ΠT ,2L,A/∼ is finite since ΠT ,2L,A is finite by assumption. Therefore by
Lemma 2.1.36, Π2/∼ is finite.
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2.1.2 Repetitivity

Definition 2.1.56. A subset S ⊂ Rd is said to be relatively dense if there is a compact
K ⊂ Rd such that S +K = Rd.

Definition 2.1.57. Take P ∈ Patch(Rd). P is said to be repetitive if for any bounded
patch Q ⊂ P, the set

{x ∈ Rd | Q+ x ⊂ P}

is relatively dense.

Lemma 2.1.58. For any P ∈ Patch(Rd), the following two conditions are equivalent;

1. P is repetitive.

2. For any bounded Q ⊂ P, there is an R > 0 such that the following condition holds:

For any a ∈ Rd there is x ∈ Rd such that P ∩B(a,R) ⊃ Q+ x.

Proof. 1⇒2. Take a bounded Q ⊂ P. We may assume Q ̸= ∅. Take a translate Q′ of
Q such that 0 ∈ suppQ′. Since S = {x ∈ Rd | Q′ + x ⊂ P} is relatively dense, there is
R0 > 0 such that S + B(0, R0) = Rd. For any a ∈ Rd there is x ∈ S ∩ B(a,R0). Then
Q′ + x ⊂ P ∩B(a,R0 + diam suppQ). Thus 2 is satisfied for R = R0 + diam suppQ.

2⇒1. For any bounded Q ⊂ P, either Q = ∅ or there is a translate Q′ of Q such that
0 ∈ suppQ′. Consider the latter case. Let R > 0 be a constant for Q in condition 2. For
any a ∈ Rd, there is x ∈ Rd such that P ∩B(a,R) ⊃ Q′ + x. Then x ∈ B(a,R) and we see
SQ′ = {x ∈ Rd | Q′ + x ⊂ P} is relatively dense. Since SQ = {x ∈ Rd | Q + x ⊂ P} is a
translate of SQ′ , the set SQ is relatively dense.

Definition 2.1.59. Let P be a patch. A patch Q is P-legal if there is x ∈ Rd such that
Q+ x ⊂ P.

Definition 2.1.60. Define an equivalence relation ∼LI on Patch(Rd) as follows. For any
two patches P1,P2, we have P1 ∼LI P2 if and only if P1-legality and P2-legality are equiv-
alent for bounded patches, that is,

• for any bounded Q ⊂ P1 there is x ∈ Rd such that Q+ x ⊂ P2, and

• for any bounded Q ⊂ P2 there is x ∈ Rd such that Q+ x ⊂ P1.

Two patches P1,P2 such that P1 ∼LI P2 are said to be locally indistinguishable. The
equivalence class including P is represented by [P]LI.

Lemma 2.1.61. Take R > 0 and T ∈ TilingR(Rd) arbitrarily. Then [T ]LI∩TilingR(Rd) ⊂
XT .
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Proof. Take T ′ ∈ [T ]LI ∩TilingR(Rd). For any compact K ⊂ Rd and a compact neighbor-
hood V of 0 ∈ Rd, there is x ∈ Rd such that T ′ ⊓K + x ⊂ T . Since T ′ ⊓K covers K, by
Lemma 2.1.27 we have T ′ ∩K = (T − x) ∩K. This implies that T − x ∈ UK,V (T ′). Since
K and V were arbitrary, T ′ ∈ XT .

Lemma 2.1.62. For any tiling T of Rd, S ∈ XT and bounded P ⊂ S, there is x ∈ Rd

such that P + x ⊂ T .

Proof. Set K = suppP and take an arbitrary compact neighborhood V of 0 ∈ Rd. There
is x ∈ Rd such that T + x ∈ UK,V (S). Then there is y ∈ V such that P = S ∩ K =
(T + x+ y) ∩K, and P − x− y ⊂ T .

Proposition 2.1.63. Take R > 0 and T ∈ TilingR(Rd) arbitrarily. Consider the following
three conditions;

1. T is repetitive.

2. [T ]LI ∩ TilingR(Rd) = XT .

3. The action Rd ↷ XT is minimal.

Then always condition 1 implies condition 2 and condition 2 and condition 3 are equivalent.
If T has FLC, then condition 2 implies condition 1.

Proof. 1⇒2. Take T ′ ∈ XT . If P ⊂ T is a bounded patch, there is R0 > 0 such that for any
a ∈ Rd there is x ∈ Rd with T ∩B(a,R0) ⊃ P+x. Set K = B(0, R0) and take an arbitrary
compact neighborhood V of 0 ∈ Rd. There exists x ∈ Rd such that T + x ∈ UK,V (T ′).
This means that there is y ∈ V such that (T + x+ y) ∩K = T ′ ∩K. By the property of
R0 there is z ∈ Rd such that T ∩B(−x− y,R0) ⊃ P + z. Then

P + x+ y + z ⊂ (T + x+ y) ∩K = T ′ ∩K,

and so P + x + y + z ⊂ T ′. By Lemma 2.1.62 we have T ′ ∈ [T ]LI. Hence XT ⊂ [T ]LI.
Since TilingR(Rd) is closed with respect to the local matching topology in Patch(Rd),
XT ⊂ TilingR(Rd) and together with Lemma 2.1.61 we obtain condition 2.

2.⇒3. Take T ′, T ′′ ∈ XT . Take a compact K ⊂ Rd and a compact neighborhood V
of 0 ∈ Rd. By condition 2 there is x ∈ Rd such that T ′ ∩ (K + B(0, R)) + x ⊂ T ′′, and
T ′ ∩K = (T ′′ − x) ∩K by Lemma 2.1.27. This means that T ′′ − x ∈ UK,V (T ′).

3⇒2. Take T ′ ∈ XT . Take an arbitrary bounded non-empty patch P ⊂ T . Set
K = suppP and take a compact neighborhood V of 0 ∈ Rd. By minimality there is x ∈ Rd

such that T ′ + x ∈ UK,V (T ). There is y ∈ V such that (T ′ + x+ y)∩K = T ∩K ⊃ P and
P − x− y ⊂ T ′. By Lemma 2.1.61 and Lemma 2.1.62 we obtain condition 2.

Finally we assume that T has FLC and satisfies condition 2 and we will prove condition
1. Suppose conversely that T is not repetitive. Then there are bounded P ⊂ T , a1, a2, . . . ∈
Rd and R1, R2, . . . > 0 such that
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• The sequence (Rn) is monotone increasing and limRn = ∞, and

• For each n the patch T ∩B(an, Rn) does not contain any translates of P.

By Corollary 2.1.49 we can take a subsequence (T − anj )j of the sequence (T − an)n that
converges to a tiling T0 ∈ XT . For any R > 0 and any compact neighborhood V of 0 ∈ Rd

there is j0 ∈ Z>0 such that

j ≥ j0 ⇒ T − anj ∈ U
B(0,R),V

(T0).

For large j, there is xj ∈ V such that

T0 ∩B(0, R) = (T − anj + xj) ∩B(0, R)

⊂ ((T − anj ) ∩B(0, Rnj )) + xj .

This means there are no translates of P inside T0 ∩ B(0, R). Since R was arbitrary, there
are no translates of P inside T0 and so T0 /∈ [T ]LI. This contradicts condition 2.

2.2 Substitution rules

As was mentioned there are several ways to construct tilings of Rd. In this section we
introduce one of the ways, namely the way from substitution rules. After definitions we
introduce some of important results.

Definition 2.2.1. Let A be a finite set of tiles in Rd. Set

PatchA(Rd) = {P ∈ Patch(Rd) | any tile T ∈ P is a translate of a tile in A}.

Lemma 2.2.2. The set PatchA(Rd) is a closed subset of Patch(Rd) with respect to the
local matching topology.

Proof. Take P ∈ PatchA(Rd) and T ∈ P. This patch P and an element Q ∈ PatchA(Rd)
coincide, after a small translation, inside a large ball around the origin. Thus for some
Q ∈ PatchA(Rd) a translate of T appears in Q and T is a translate of an element of A.

Definition 2.2.3. A linear map φ : Rd → Rd is said to be expanding if |λ| > 1 for any
eigenvalue λ for φ.

Definition 2.2.4. A substitution rule (of Rd) is a triple (A, φ, ω) where

• A is a finite nonempty set of tiles in Rd,

• φ is an expanding linear map of Rd, and
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• ω is a map ω : A → PatchA(Rd) such that

suppω(P ) = φ(P ).

Tiles in A are called proto-tiles for the substitution rule.

Remark 2.2.5. In plain language, a substitution rule is an operation to expand each proto-
tile, subdivide it and obtain a patch consisting of translates of proto-tiles. The following
example will illuminate this point.

We can also consider substitution rules with rotations or flips. Radin’s pinwheel tiling
[22] is an example. We do not deal with such substitution rules in this article.

Example 2.2.6 (Figure2.1). Set τ = 1+
√
5

2 . Take the interior of the triangle which has
side-length 1,1, and τ , and remove one point anywhere from the left side or the right side.
Moreover take the interior of the triangle of the side-length τ, τ and 1, and remove one
point from the left side or the right side. The proto-tiles of this substitution are the copies
of these two punctured triangles by 2nπ/10-rotations and flip, where n = 0, 1, . . . , 9. There
are 40 proto-tiles.

The expansion map is τI, where I is the identity map. The map ω is depicted in Figure
2.1. The image of the other proto-tiles by ω is defined accordingly, so that ω and rotations,
ω and flips will commute.

Tilings for this substitution are called Robinson triangle tilings. Such tilings are known
to be related (MLD) to Penrose tilings by kites and darts.

Figure 2.1: Example of substitution

31



Definition 2.2.7. For a substitution rule (A, φ, ω), P ∈ A and x ∈ Rd, we set a patch
ω(P + x) ∈ PatchA(Rd) by

ω(P + x) = ω(P ) + φ(x).

An easy computation shows the next lemma:

Lemma 2.2.8. Let (A, φ, ω) be a substitution rule. Then suppω(P +x) = φ(P )+φ(x) =
φ(P + x).

Definition 2.2.9. Let σ = (A, φ, ω) be a substitution rule. Define a map ωσ : PatchA(Rd) →
PatchA(Rd) by

ωσ(P) =
∪
T∈P

ω(T ).

Lemma 2.2.10. For any substitution rule σ, the map ωσ is well defined, that is, for any
P ∈ PatchA(Rd) we have ωσ(P) ∈ PatchA(Rd). Moreover the following conditions hold:

• For any P1,P2, . . . ∈ PatchA(Rd), if
∪

n Pn is a patch, then we have ωσ(
∪

Pn) =∪
ωσ(Pn).

• For any P ∈ PatchA(Rd), suppωσ(P) = φ(suppP).

• For any P ∈ PatchA(Rd), x ∈ Rd and m ∈ Z>0, ω
m
σ (P + x) = ωm

σ (P) + φm(x).

The following lemma also holds for the local matching topology, but we omit the proof.

Lemma 2.2.11. For any substitution rule σ = (A, φ, ω), the map ωσ is continuous with
respect to the cylinder topology.

Proof. Take P ∈ PatchA(Rd). Take any finite Q ⊂ ωσ(P) and a neighborhood U of 0
in Rd (cf. Lemma 2.1.10). For any T ∈ Q there is ST ∈ P such that T ∈ ω(ST ). Set
P ′ = {ST | T ∈ Q} and U ′ = φ−1(U). Then ωσ(C(U ′,P ′) ∩ PatchA(Rd)) ⊂ C(U,Q).

Remark 2.2.12. Often in the literature the letter σ is suppressed and ωσ is simply written
as ω. Clearly, ωσ({P + x}) = ω(P + x) for P ∈ A and x ∈ Rd.

Definition 2.2.13. A substitution rule (A, φ, ω) is said to be primitive if there is K ∈ Z>0

such that for any P, P ′ ∈ A there is x ∈ Rd with P + x ∈ ωK
σ ({P ′}).

Definition 2.2.14. Let σ = (A, φ, ω) be a substitution rule. A patch P ∈ Patch(Rd) is
said to be σ-legal if there are P ∈ A, n ∈ Z>0 and x ∈ Rd such that

P ⊂ ωn
σ({P + x}).
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Definition 2.2.15. Let σ = (A, φ, ω) be a substitution rule of Rd. Define

Xσ = {T ∈ Tiling(Rd) | if P ⊂ T is a finite patch, then P is σ-legal}.

In the following arguments we show Xσ is not empty.

Lemma 2.2.16. Let σ = (A, φ, ω) be a substitution rule. There are P ∈ A, m > 0, and
x ∈ Rd such that

• P + x ∈ ωm
σ ({P}), and

• P + x ⊂ φm(P ).

Proof. Since φ is expanding, for any P ∈ A, there are m > 0, x ∈ Rd and P ′ ∈ A such that

P ′ + x ∈ ωm
σ ({P}), and (2.8)

P ′ + x ⊂ φm(P ). (2.9)

If for some m,x the conditions (2.8) and (2.9) hold, we write P ⇝ P ′.
We have a sequence P1, P2, . . . of A such that for each n we have Pn ⇝ Pn+1. Since

A is finite, for some k, l with k < l we obtain Pk = Pl. Thus it suffices to show that if
P, P ′, P ′′ are in A and P ⇝ P ′ and P ′ ⇝ P ′′ hold, then P ⇝ P ′′. But this is clear by a
simple computation.

Lemma 2.2.17. Take a finite nonempty set A of tiles. Let φ : Rd → Rd be an expanding
linear map. Let ω : PatchA(Rd) → PatchA(Rd) be a map such that suppω(P) = φ(suppP)
for each P ∈ PatchA(Rd). Suppose there is P0 ∈ PatchA(Rd) such that

• P0 ⊂ ω(P0), and

• suppP0 ⊂ φ(suppP0)
◦.

Then there is r > 0 such that suppωn(P0) ⊃ φn(B(0, r)) for any n ∈ Z>0.

Proof. For each n we have (suppP0)
◦ ⊃ φ−n(suppP0) ⊃ φ−n−1(suppP0). Take x ∈

φ−1(suppP0). Then 0 = limn φ
−n(x) ∈ φ−1(suppP0) ⊂ (suppP0)

◦. There exists r > 0
such that B(0, r) ⊂ suppP0. For each n

suppωn(P0) = φ(suppωn−1P0)

= φ2(suppωn−2P0)

= · · ·
= φn(suppP0)

⊃ φn(B(0, r)).
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Proposition 2.2.18. Let σ = (A, φ, ω) be a substitution rule. Then there are P ∈ A,
b ∈ Rd and m ∈ Z>0 such that P + b ∈ ωm

σ ({P + b}) and∪
n>0

ωnm
σ ({P + b})

is a tiling in Xσ.

Proof. By Lemma 2.2.16, there are P ∈ A, a ∈ Rd and m ∈ Z>0 such that

P + a ∈ ωm
σ ({P}), and

P + a ⊂ φm(P ).

Since φ is expansive, the linear map I −φm is invertible. Set b = (I −φm)−1(a). Then we
have

P + b ∈ ωm
σ ({P + b}), and (2.10)

P + b ⊂ φm(P + b). (2.11)

Set

T =
∪
n>0

ωnm
σ ({P + b}).

By (2.10), T is a patch. Moreover suppωm
σ (P) = φm(suppP) for any P ∈ PatchA(Rd)

and supp{P + b} ⊂ φm((supp{P + b})◦). Applying Lemma 2.2.17 for P0 = {P + b} and
ω = ωm

σ , we see supp T = Rd and so T is a tiling.
Finally if P is a finite subset of T , then for some n, the patch P is included in ωmn

σ ({P+
b}) and so P is σ-legal. Thus T is in Xσ.

Lemma 2.2.19. Let T be a tiling of Rd such that supT∈T diamT < r for some r > 0.
Then for any subset S ⊂ Rd, supp T ∩ (S +B(0, r)) ⊃ S.

Lemma 2.2.20. Let σ = (A, φ, ω) be a substitution rule. Then Xσ is closed in Patch(Rd)
(and in PatchA(Rd)) with respect to the local matching topology.

Proof. Take T ∈ Xσ. For any compact K ⊂ Rd and any compact neighborhood V of
0 ∈ Rd, there is T ′ ∈ UK,V (T ) ∩Xσ. We can take x ∈ V such that T ∩K = (T ′ + x) ∩K.
Thus if P is a finite subset of T , by taking K large enough, we see that there are T ′ ∈ Xσ

and x ∈ Rd such that P − x ⊂ T ′. Since P − x is σ-legal, P is also σ-legal. Next, for any
compact L set K = L + B(0, r) where r > maxP∈A diamP . By the above argument and
Lemma 2.2.19,

supp T ⊃ supp T ∩K

= supp(T ′ + x) ∩K

⊃ L

for some T ′ ∈ Xσ and x ∈ Rd. It follows that supp T = Rd and so T ∈ Xσ.
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Remark 2.2.21. By Proposition 2.1.29, Xσ is closed in TilingR(Rd) with respect to the
cylinder topology for any R > maxP∈A diamP .

Remark 2.2.22. Since a translate of σ-legal patch is again σ-legal, it is clear that Xσ is
invariant under translation.

Lemma 2.2.23. If T ∈ Xσ, then ωσ(T ) ∈ Xσ.

Proof. Take a finite P ⊂ ωσ(T ). For any T ∈ P there is ST ∈ T such that T ∈ ω(ST ).
Set P ′ = {ST | T ∈ P}, then P ⊂ ωσ(P ′). Since P ′ is σ-legal, there are P, x, n such that
P ′ ⊂ ωn

σ({P + x}), and P ⊂ ωn+1
σ ({P + x}). This means that P is σ-legal. Moreover

suppωσ(T ) = φ(supp T ) = Rd by Lemma 2.2.10.

Proposition 2.2.24 ([1], Proposition 2.2). Let (A, φ, ω) be a substitution rule. Then
ωσ : Xσ → Xσ is surjective.

The following easy lemmas will be useful later.

Lemma 2.2.25. Let σ = (A, φ, ω) be a substitution rule and take n ∈ Z>0. Then

ωn
σ(P) =

∪
T∈P

ωn
σ({T})

for any P ∈ PatchA(Rd).

Definition 2.2.26. For a substitution rule σ = (A, φ, ω) and n ∈ Z>0, define a substitution
rule σn by σn = (A, φn, ωn) where ωn(P ) = ωn

σ({P}) for each P ∈ A.

Remark 2.2.27. If σ is primitive, then so is σn for any n.

Lemma 2.2.28. Let σ = (A, φ, ω) be a substitution rule and take n ∈ Z>0. Then (ωσ)
n =

(ωn)σn (the iterate of ωσ coincides with the map associated to σn in regard to Definition
2.2.9).

Lemma 2.2.29. Let σ be a primitive substitution. Then for any n ∈ Z>0 we have Xσ =
Xσn.

Proof. Take T ∈ Xσn and a finite subset P ⊂ T . There are P ∈ A,m > 0 and x ∈ Rd such
that P ⊂ ωnm

σ ({P + x}) (cf. Lemma 2.2.28). This shows that P is σ-legal and T ∈ Xσ.
Next, take T ∈ Xσ and finite P ⊂ T . There are P ∈ A,m > 0 and x ∈ Rd such that

P ⊂ ωm
σ ({P + x}). There is K ∈ Z>0 as in Definition 2.2.13. Take l ∈ Z>0 such that

nl ≥ K +m. We can take y ∈ Rd such that P + y ∈ ωnl−m
σ ({P}). Then

P ⊂ (ωn
σn)l({P + φm−nl(x− y)}),

and so P is σn-legal.
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Definition 2.2.30. Let σ = (A, φ, ω) be a substitution rule. If the set

{ωn
σ({P}) ∩B(x,R) | P ∈ A, n > 0, x ∈ Rd}/∼

is finite for each R > 0, then σ is said to have FLC.

Note that by Proposition 2.1.29, on Xσ the relative topologies of the local matching
topology and the cylinder topology coincide. We endow Xσ this relative topology.

Lemma 2.2.31. Let σ = (A, φ, ω) be a primitive substitution rule. Then the following
conditions are equivalent:

1. σ has FLC.

2. Xσ has FLC.

3. Xσ is compact.

Proof. 1⇒2. Suppose σ has FLC. Take a positive number R > 0. Take T ∈ Xσ and x ∈ Rd,
and set P = T ∩B(x,R). By definition of Xσ there are P ∈ A, n > 0 and y ∈ Rd such that
P ⊂ ωn

σ({P + y}). For some z ∈ Rd a translate of P appears inside ωn
σ({P}) ∩ B(z,R).

Thus by Lemma 2.1.36,

{T ∩B(x,R) | x ∈ Rd, T ∈ Xσ}/∼

is finite.
2⇒1. Take R > 0 arbitrarily. If P ∈ A, then by primitivity and Lemma 2.2.23, there

is T ∈ Xσ such that P ∈ T . Take n ∈ Z>0 and x ∈ Rd. Then ωn
σ({P}) ∩ B(x,R) ⊂

ωn
σ(T ) ∩B(x,R). Since ωn

σ(T ) ∈ Xσ (Lemma 2.2.23), by Lemma 2.1.36 and condition 2,

{ωn
σ({P}) ∩B(x,R) | P ∈ A, n > 0, x ∈ Rd}/∼

is finite.
The equivalence of 2 and 3 follows from Lemma 2.2.20 and Lemma 2.1.48.

Remark 2.2.32. It is known that given a substitution rule σ = (A, φ, ω), it is often
possible to prove FLC of σ by observing coronas (Definition 2.1.39) in iterates ωn

σ({P}) for
any P ∈ A and small n ∈ Z>0.

Remark 2.2.33. By Lemma 2.2.29 and Lemma 2.2.31, we see that for any primitive σ
and n > 0, σ has FLC if and only if σn has FLC.

If σ has FLC we obtain a topological dynamical system (Xσ,Rd) by the action of
translations.

Proposition 2.2.34. If σ = (A, φ, ω) is primitive, then (Xσ,Rd) is minimal and any
T ∈ Xσ is repetitive.

36



Proof. LetK be a positive integer appearing in Definition 2.2.13. Take r > maxP∈A diamP .
Take T ,S ∈ Xσ and a finite P ⊂ T arbitrarily. By the definition of Xσ, there are
P ∈ A, y ∈ Rd and n > 0 such that P ⊂ ωn

σ({P + y}). Take R > 0 such that
φK+nB(0, r) ⊂ B(0, R). We claim

for any x ∈ Rd, there is a translate of P in S ∩B(x,R). (2.12)

Take x ∈ Rd. By Proposition 2.2.24, there is S ′ ∈ Xσ such that ωn+K
σ (S ′) = S. We can

take T ∈ S ′ such that φ−n−K(x) ∈ T . Then there is a translate of P in ωK
σ ({T}), and there

is a translate of P in ωn+K
σ ({T}). Since S ⊃ ωn+K

σ ({T}) and suppωn+K
σ ({T}) ⊂ B(x,R),

there is a translate of P in S ∩B(x,R). Thus the claim (2.12) is proved. This firstly means
that a translate of S contains P. By Lemma 2.1.10, this implies that for any neighborhood
of T , a translate of S is a member of that neighborhood. This means that (Xσ,Rd) is
minimal. Secondly the claim (2.12) shows that (by considering the case where S = T ) T
is repetitive.

Remark 2.2.35. This proposition shows that, if σ is primitive then Xσ = XS for any
S ∈ Xσ.

Definition 2.2.36. Let σ = (A, φ, ω) be a substitution rule. A tiling T ∈ PatchA(Rd) is
called a fixed point if ωσ(T ) = T . A repetitive tiling of FLC which is a fixed point of some
substitution rule is called a self-affine tiling.

Lemma 2.2.37. Let σ be a substitution rule and T be its fixed point. If T is repetitive,
then T ∈ Xσ. If σ is primitive and T ∈ Xσ, then T is repetitive.

Proof. Suppose T is repetitive. Take a finite P ⊂ T . There exists R > 0 such that for
any x ∈ Rd there is y ∈ Rd with T ∩ B(x,R) ⊃ P + y. For arbitrary T ∈ T , if n is large
enough the support of the patch ωn

σ({T}) contains a ball of radius R. Hence a translate
of P appears in ωn

σ({T}), and so P is σ-legal. Hence T ∈ Xσ. The converse under the
assumption of primitivity is proved in Proposition 2.2.34.

Lemma 2.2.38. For any primitive substitution rule σ there is n > 0 such that σn admits
a repetitive fixed point.

Proof. This is clear by Proposition 2.2.18, Lemma 2.2.29 and Lemma 2.2.37.

Remark 2.2.39. Often we assume a primitive substitution admits a repetitive fixed point
because we may replace the original substitution σ with σn for some n.

Theorem 2.2.40 ([27], [13]). If a substitution rule σ is primitive and FLC, then the
corresponding topological dynamical system (Xσ,Rd) is uniquely ergodic, that is, it admits
a unique invariant probability measure.

We recall mixing property of dynamical systems in Definition A.0.9.
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Theorem 2.2.41 ([27], Theorem 4.1). Let σ be a primitive substitution of FLC. Then the
dynamical system (Xσ,Rd, µ) is not mixing, where µ is the unique invariant probability
measure.

Remark 2.2.42. The proof of the previous theorem is decomposed into two parts. Let
T be a repetitive fixed point. First, we can prove the following: take any T ∈ T and any
vector x such that T + x ∈ T . Then there is c > 0 such that for any finite patch P and
n ∈ Z>0, we have

lim
N

L(P ∪ (P + φn(x)), T ∩AN )

m(AN )
≧ c

L(P, ωn(T ))

m(φn(T ))
. (2.13)

Here,

• L(P,Q) = card{x ∈ Rd | P + x ⊂ Q} (the number of translates of P inside Q) for
any patch P,Q.

• AN is the ball of radius N with its center 0, or more generally (AN ) is a van Hove
sequence.

The left-hand side of inequality (2.13) is called the frequency of the patch P ∪ (P+φn(x)).
In plain language, this inequality means that there is positive probability of finding another
translate of P after finding a translate of P in the tiling T and moving our attention by a
vector φn(x) from that position.

Next, from this fact about the distribution of patches we can prove the property of
the dynamical system, i.e. , that the dynamical system is not mixing. This is an example
of a relation between distribution of patches in tilings and corresponding tiling dynamical
systems.

Solomyak [28] proved the recognizability of certain substitution rules, which is a tiling
analogue of [18].

Theorem 2.2.43 ([28]). Let σ be a primitive substitution rule of FLC. Then ωσ : Xσ → Xσ

is injective if and only if each T ∈ Xσ is non-periodic.

In this theorem the “if” part is hard to show. For the “only if” part see for example
[1], Proposition 2.3.

For examples of substitution rule the following lemma is useful to prove that ωσ is
injective.

Lemma 2.2.44. Let σ = (A, φ, ω) be a substitution rule. Suppose that the following three
conditions

• P ∈ A,

• P is a σ-legal finite patch, and
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• ω(P ) ⊂ ωσ(P),

imply P ∈ P. Then ωσ : Xσ → Xσ is injective.

Proof. Take T ,S ∈ Xσ and assume ωσ(T ) = ωσ(S). Take T ∈ T arbitrarily. Set P = S⊓T .
Then suppω(T ) ⊂ suppωσ(P). Since ω(T ) ⊂ ωσ(S), we have ω(T ) ⊂ ωσ(P). There are
P ∈ A and x ∈ Rd such that T = P+x. We have ω(P ) ⊂ ωσ(P−x) and by the assumption
of this lemma we obtain P ∈ P − x, and so T ∈ P ⊂ S. Hence T ⊂ S and so T = S.

By the following theorem we see for certain dynamical systems from substitution, topo-
logical and measurable eigenvalues coincide and any measurable eigenfunction can be taken
continuous. (These notions are explained in Appendix.)

Theorem 2.2.45 ([31], Theorem 3.13). Let (A, φ, ω) be a primitive tiling substitution of
FLC. Assume there is a repetitive fixed point T for this substitution. Then for ξ ∈ Rd, the
following conditions are equivalent:

1. ξ is a topological eigenvalue for the topological dynamical system (Xσ,Rd);

2. ξ is a measurable eigenvalue for the measure-preserving system (Xσ,Rd, µ), where µ
is the unique invariant probability measure;

3. ξ satisfies the following two conditions:

(a) For any return vector z (cf. Definition 2.1.2) for T , we have

lim
n→∞

e2πi⟨φ
n(z),ξ⟩ = 1, (2.14)

and

(b) if z ∈ Rd and T + z = T , then

e2πi⟨z,ξ⟩ = 1.

Definition 2.2.46. • An algebraic integer λ > 1 is called a Pisot number if any Galois
conjugates µ except λ itself satisfy |µ| < 1.

• Let Λ be a finite non-empty set of algebraic integers. We say Λ is a Pisot family if
the following condition holds:

if λ ∈ Λ, µ /∈ Λ and λ and µ are Galois conjugate, then |µ| < 1.

For example, τ = 1+
√
5

2 is a Pisot number because τ and 1−
√
5

2 are all of its Galois
conjugates. A one-point set {τ} forms a Pisot family.

For a linear map φ : Rd → Rd, its spectrum sp(φ) is by definition the set of all eigen-
values.

For a linear map ϕ : Rd → Rd, its adjoint is denoted by ϕ∗ and its spectrum is denoted
by sp(ϕ).
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Theorem 2.2.47 ([14], Theorem 2.8). Let (A, ϕ, ω) be a primitive substitution rule of
FLC. Assume ϕ is diagonalizable over C and all the eigenvalues are algebraic conjugates
of the same multiplicity. Then the following conditions are equivalent:

1. The set sp(ϕ) is a Pisot family.

2. The set of (topological and measurable) eigenvalues for (Xω,Rd) is relatively dense.

Finally we briefly mention pseudo-self-affine tilings. For the definition of
Rd

→ and MLD,
see Definition 3.2.16.

Definition 2.2.48 ([30]). A repetitive FLC tiling T is called a pseudo-self-affine tiling if

ϕ(T )
Rd

→ T for some expanding linear map ϕ : Rd → Rd.

Remark 2.2.49. Self-affine tilings are pseudo-self-affine tilings.

Theorem 2.2.50 ([30]). Let T be a pseudo-self-affine tilings with an expansion map ϕ.
Then for any k ∈ Z>0 sufficiently large, there exists a tiling T ′ which is self-affine with
expansion ϕk such that T is MLD with T ′.

2.3 Results on relation between properties of tilings and
properties of the corresponding dynamical systems

Proposition 2.1.63 describes a relation between the distribution of patches in a tiling and
a property of the corresponding dynamical system. Here we mention another relation.

Definition 2.3.1. We endow a metric ρT on T by identifying T with R/2πZ. In other
words we set

ρT(e
2πiθ, e2πiθ

′
) = min

n∈Z
|θ − θ′ + n|

for any θ, θ′ ∈ R. This gives a well-defined metric on T that generates the standard topology
of T.

Definition 2.3.2. Take a, b ∈ Rd such that ∥a∥ = 1. Take also positive real numbers
R1, R2 > 0. Set

S(a, b, R1, R2) = {x ∈ Rd | ⟨x− b, a⟩ ∈ R1Z+ [−R2, R2]}.

Remark 2.3.3. S(a, b, R1, R2) is the union of “bands” with width 2R2 and intervals R1.

Definition 2.3.4. Let T be a tiling of Rd and L1, L2 > 0. We say T has (L1, L2)-stripe
structure if there are a ∈ Rd with ∥a∥ = 1 and R0 > 0 such that

{y ∈ Rd | (T − x) ∩B(0, R) = (T − y) ∩B(0, R)} ⊂ S(a, x, L1, L2) (2.15)

for each x ∈ Rd.
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Remark 2.3.5. In plain language, the inclusion (2.15) means that, if we take a patch
P ⊂ T around the point x which is large enough, there is a “forbidden area” of the
appearance of the translate of P. The forbidden area is a periodic one which is obtained
by juxtaposing bands of width 2L2. (See Figure 2.2 in page 41.) This is a statement on
non-existence which we discussed in Introduction.

We will show the following theorem. That the first condition implies the the second is
essentially [19], Theorem 3.5.

Theorem 2.3.6. Take a tiling which is of FTT and has FLC. Consider the following two
conditions:

1. 0 ∈ Rd is a limit point of the group of eigenvalues of the corresponding dynamical
system (XT ,Rd).

2. For any R1, R2, ε > 0, there are L1, L2 > 0 such that

(a) |Rj − Lj | < ε for each j = 1, 2, and

(b) T has (L1, L2)-stripe structure.

Then the first condition always implies the second and if T is repetitive the second one
implies the first.

Proof. We show a generalization of this theorem in Theorem 4.3.7 and Theorem 4.3.13.

Figure 2.2: (L1, L2)-stripe structure. The situation of the tiling T around the point x is
different from the one around the points, such as y, oudside the shaded region.
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Remark 2.3.7. Consider a primitive FLC substitution with injective substitution map
and such that the expansion map is diagonalizable and all the eigenvalues are algebraic
conjugates of the same multiplicity. If the spectrum of the expansion map is a Pisot
family, the self-affine tilings T for this substitution satisfies the first condition in Theorem
2.3.6. Indeed, T is non-periodic and so by Theorem 2.2.45, a ∈ Rd is an eigenvalue if
limn e

2πi⟨a,φn(x)⟩ = 1 for any return vector x. There is a non-zero eigenvalue a by Theorem
2.2.47; by the above remark (φ∗)−k(a), where * denotes the adjoint, is an eigenvalue for
all k > 0; since limk(φ

∗)−k(a) = 0, we have arbitrary small non-zero eigenvalues.

Remark 2.3.8. Even if we know T has stripe structure, we do not know how large the
R > 0 in Definition 2.3.4 is. If T is a self-affine tiling with the same condition as in Remark
2.3.7, a Delone set D (consisting of what is called control points) is locally derivable from
T . The set D in this case is a Meyer set([14], Corollary 2.13); by the characterization of
Meyer sets [15], we see

{χ ∈ (Rd)ˆ | for any x ∈ D, we have |χ(x)− 1| < ε}

is relatively dense for any ε > 0. Thus we have a forbidden area of the appearance of any
small but nonempty patches.
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Chapter 3

A general framework for objects
such as tilings, Delone sets,
functions and measures

3.1 General theory of pattern spaces

In this section X represents a nonempty topological space unless otherwise stated. First
in Subsection 3.1.1, we define “pattern space”. Several spaces such as the space of patches
and space of point sets have an operation of “cutting off”: for example, for a discrete set
D ⊂ Rd and a subset C of Rd, we can “cut off” D by the window C by taking intersection
D ∩ C. We axiomatize the properties that such cutting-off operation should have and
obtain the notion of pattern space. Several space of objects such as patches, point sets,
functions and measures are captured in this framework. In Subsection 3.1.2 we introduce
an order relation on pattern spaces, which is the inclusion between two patches when the
pattern space is the set of all patches. In Subsection 3.1.3 we study the operation of
“gluing” objects to obtain a new objects. This is an abstract framework to capture the
usual operation of taking union. Finally, in Subsection 3.1.4 we define zero elements, which
is the empty-set in the pattern space of all patches and is zero function in the pattern space
of all functions.

3.1.1 Definition and examples of pattern space

Definition 3.1.1. The set of all closed subsets of X is denoted by C(X).

Definition 3.1.2. A non-empty set Π equipped with a map

Π× C(X) ∋ (P, C) 7→ P ∩ C ∈ Π (3.1)

such that
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1. (P ∩ C1) ∩ C2 = P ∩ (C1 ∩ C2) for any P ∈ Π and any C1, C2 ∈ C(X), and

2. for any P ∈ Π there exists CP ∈ C(X) such that

P ∩ C = P ⇐⇒ C ⊃ CP ,

for any C ∈ C(X),

is called a pattern space over X. The map (3.1) is called the scissors operation of the
pattern space Π. The closed set CP that appears in 2. is unique. It is called the support
of P and is represented by suppP. Elements in Π are called abstract patterns in Π.

Remark 3.1.3. Note that the symbol ∩ is used for two different meanings: sometimes
it refers to the scissors operation given to a pattern space; sometimes it refers to the
intersection of two subsets of X.

Lemma 3.1.4. Let Π be a pattern space over X. For any P ∈ Π and C ∈ C(X), we have
supp(P ∩ C) ⊂ (suppP) ∩ C.

Proof.

(P ∩ C) ∩ ((suppP) ∩ C) = (P ∩ suppP) ∩ C = P ∩ C.

Example 3.1.5 (The space of patches in a metric space). Let X be a metric space. An
open, nonempty and bounded subset of X is called a tile (in X). A set P of tiles such that
if S, T ∈ P, then either S = T or S ∩T = ∅ is called a patch (in X). The set of all patches
in X is denoted by Patch(X). For P ∈ Patch(X) and C ∈ C(X), set

P ∩ C = {T ∈ P | T ⊂ C}.

With this scissors operation Patch(X) becomes a pattern space over X. For P ∈ Patch(X),
its support is

suppP =
∪
T∈P

T .

Patches P with suppP = X are called tilings.

Example 3.1.6 (The space of all locally finite subsets of a metric space). Let X be a
metric space. Let LF(X) be the set of all locally finite subsets of X; that is,

LF(X) = {D ⊂ X | for all x ∈ X and r > 0, D ∩B(x, r) is finite}.

With the usual intersection LF(X)× C(X) ∋ (D,C) 7→ D ∩ C ∈ LF(X) of two subsets of
X, LF(X) is a pattern space over X. For any D ∈ LF(X), its support is D itself.
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Example 3.1.7 (The space of all uniformly discrete subsets). We say, for r > 0, a subset
D of a metric space (X, ρ) is r-uniformly discrete if ρ(x, y) > r for any x, y ∈ D with
x ̸= y. The set UDr(X) of all r-uniformly discrete subsets of X is a pattern space over
X by the usual intersection as a scissors operation. If D is r-uniformly discrete for some
r > 0, we say D is uniformly discrete. The set UD(X) =

∪
r>0UDr(X) of all uniformly

discrete subsets of X is also a pattern space over X.

Example 3.1.8. With the usual intersection of two subsets of X as a scissors operation,
the set 2X of all subsets of X and C(X) are pattern spaces over X.

Example 3.1.9 (The space of maps). Let Y be a nonempty set. Take one element y0 ∈ Y
and fix it. The pattern space Map(X,Y, y0) is defined as follows: as a set the space is equal
to Map(X,Y ) of all mappings from X to Y ; for f ∈ Map(X,Y, y0) and C ∈ C(X), the
scissors operation is defined by

(f ∩ C)(x) =

{
f(x) if x ∈ C

y0 if x /∈ C.

With this operation Map(X,Y, y0) is a pattern space over X and for f ∈ Map(X,Y, y0) its
support is supp f = {x ∈ X | f(x) ̸= y0}.

Example 3.1.10 (The space of measures). Let X be a locally compact σ-compact metric
space. Let Cc(X) be the space of all continuous and complex-valued functions on X which
have compact supports. Its dual space Cc(X)∗ with respect to a suitable topology consists
of Radon charges, that is, the maps Φ: Cc(X) → C such that there is a unique positive
Borel measure m and a Borel measurable map u : X → T such that

Φ(φ) =

∫
X
φudm

for all φ ∈ Cc(X). For such Φ and C ∈ C(X) set

(Φ ∩ C)(φ) =

∫
C
φudm

for each φ ∈ Cc(X). Then the new functional Φ∩C is a Radon charge. With this operation
Cc(X)∗ × C(X) ∋ (Φ, C) 7→ Φ ∩ C ∈ Cc(X)∗, the space Cc(X)∗ becomes a pattern space
over X.

Note that if m is a positive measure on X and u : X → C is a bounded Borel map (not
necessarily T-valued), then Φ: Cc(X) ∋ φ 7→

∫
φudm is a Radon charge. If C ∈ C(X),

then

(Φ ∩ C)(φ) =

∫
C
φudm,

for each φ ∈ Cc(X).
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Next we investigate pattern subspaces. The relation between a pattern space and
its pattern subspace is similar to the one between a dynamical system and its invariant
subspace.

Definition 3.1.11. Let Π be a pattern space over X. Suppose a non-empty subset Π′ of
Π satisfies the condition

P ∈ Π′ and C ∈ C(X) ⇒ P ∩ C ∈ Π′.

Then Π′ is called a pattern subspace of P.

Remark 3.1.12. If Π′ is a pattern subspace of a pattern space Π, then Π′ is a pattern
space by restricting the scissors operation.

Example 3.1.13. Let X be a topological space. Then C(X) is a pattern subspace of 2X .
If X is a metric space, then LF(X) is a pattern subspace of C(X) and UDr(X) is a pattern
subspace of UD(X) for each r > 0. If moreover the closed balls are compact, UD(X) is a
pattern subspace of LF(X).

Next we investigate two ways to construct new pattern spaces from old ones; taking
product and taking power set.

Lemma 3.1.14. Let Λ be an index set and Πλ, λ ∈ Λ, is a family of pattern spaces over
X. The direct product

∏
λΠλ becomes a pattern space over X by a scissors operation

(Pλ)λ∈Λ ∩ C = (Pλ ∩ C)λ∈Λ.

for (Pλ)λ ∈
∏

λΠλ and C ∈ C(X). The support is given by supp(Pλ)λ =
∪

λ suppPλ.

Definition 3.1.15. Under the same condition as in Lemma 3.1.14, we call
∏

Πλ the
product pattern space of (Πλ)λ.

Lemma 3.1.16. Let Π be a pattern space over X. The set 2Π of all subsets of Π is a
pattern space over X by a scissors operation

Ξ ∩ C = {P ∩ C | P ∈ Ξ}, (3.2)

for any Ξ ∈ 2Π and C ∈ C(X). The support is given by suppΞ =
∪

P∈Ξ suppP.

Definition 3.1.17. The power set 2Π of a pattern space Π, endowed with the scissors
operation in equation (3.2), is called the power pattern space of Π.

Next, we define a notion which will be useful later. Maps and elements of 2X (and so
uniformly discrete subsets of X) always satisfy this condition; a patch (and so a tiling)
satisfies this condition if and only if the diameters of tiles in that patch are bounded from
above.

Definition 3.1.18. Let Π be a pattern space over a metric space X. For any element
P ∈ Π, we say P consists of bounded components if there is RP > 0 such that for any
x ∈ suppP, we have x ∈ supp(P ∩B(x,RP)).
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3.1.2 An order on pattern spaces

Definition 3.1.19. Let Π be a pattern space over X. We define a relation ≧ on Π as
follows: for each P,Q ∈ Π, we set P ≧ Q if

P ∩ suppQ = Q.

Lemma 3.1.20. 1. If P ≧ Q, then suppP ⊃ suppQ.

2. The relation ≧ is an order on Π.

Proof. If P ≧ Q, then

Q∩ suppP = P ∩ suppP ∩ suppQ = P ∩ suppQ = Q.

Thus suppP ⊃ suppQ. Next we prove that ≧ is an order. P ≧ P is clear. If P ≧ Q
and Q ≧ P, then suppP = suppQ and P = P ∩ suppP = P ∩ suppQ = Q. Finally, if
P ≧ Q ≧ R, then suppP ⊃ suppQ ⊃ suppR and P ∩ suppR = P ∩ suppQ ∩ suppR =
Q∩ suppR = R, and so P ≧ R.

Lemma 3.1.21. 1. If P ∈ Π and C ∈ C(X), then P ≧ P ∩ C.

2. If P,Q ∈ Π, C ∈ C(X) and P ≧ Q, then P ∩ C ≧ Q∩ C.

Proof. The statements follow from Lemma 3.1.4.
1. P ∩ supp(P ∩C) = P ∩ suppP ∩C ∩ supp(P ∩C) = P ∩C ∩ supp(P ∩C) = P ∩C.
2. P ∩ C ∩ supp(Q∩ C) = P ∩ suppQ∩ C ∩ supp(Q∩ C) = Q∩ C.

Definition 3.1.22. Let Ξ be a subset of Π. If the supremum of Ξ with respect to the
order ≧ defined in Definition 3.1.19 exists in Π, it is denoted by

∨
Ξ.

Lemma 3.1.23. If a subset Ξ ⊂ Π admits the supremum
∨

Ξ, then supp
∨

Ξ =
∪

P∈Ξ suppP.

Proof. Set C =
∪

P∈Ξ suppP. Since
∨

Ξ ≧ P for any P ∈ Ξ, by Lemma 3.1.21 supp
∨

Ξ ⊃
suppP for each P ∈ Ξ. Since the support is closed, we have supp

∨
Ξ ⊃ C. If supp

∨
Ξ

is strictly larger than C we have a following contradiction. Since (supp
∨

Ξ) ∩ C ⊂ C ̸=
supp

∨
Ξ, the two abstract patterns

∨
Ξ and (

∨
Ξ)∩C are different and

∨
Ξ ≧ (

∨
Ξ)∩C

by Lemma 3.1.21. On the other hand, (
∨

Ξ) ∩ C majorizes Ξ. These contradict the fact
that

∨
Ξ is the supremum.

Remark 3.1.24. It is not necessarily true that any element P0 in Π that majorizes Ξ and
suppP0 =

∪
P∈Ξ suppP is the supremum of Ξ.

The following lemma will be useful later.
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Lemma 3.1.25. Let Fj be a finite subset of X for j = 1, 2. Take a positive real number
r such that for each j = 1, 2, any two distinct elements x, y ∈ Fj satisfy ρ(x, y) > 4r.

Suppose for each j and x ∈ Fj, there corresponds Pj
x ∈ Π such that ∅ ̸= suppPj

x ⊂ B(x, r).

Suppose also there is Qj =
∨
{Pj

x | x ∈ Fj} for j = 1, 2. Then the following statements
hold:

1. If suppQ1 ⊂ suppQ2, then for each x ∈ F1 there is a unique y ∈ F2 such that
suppP1

x ∩ suppP2
y ̸= ∅. In this case suppP1

x ⊂ suppP2
y holds.

2. If suppQ1 = suppQ2, then for each x ∈ F1 there is a unique y ∈ F2 such that
suppP1

x = suppP2
y .

3. If Q1 = Q2, then for each x ∈ F1 there is a unique y ∈ F2 such that P1
x = P2

y .

Proof. 1. By Lemma 3.1.23, suppQj =
∪

x∈Fj
suppPj

x for each j = 1, 2. For each x ∈ F1,

there is y ∈ F2 such that suppP1
x ∩ suppP2

y ̸= ∅. If there is another y′ ∈ F2 such that
suppP1

x ∩ suppP2
y′ ̸= ∅, then B(x, r) ∩ B(y, r) ̸= ∅ and B(x, r) ∩ B(y′, r) ̸= ∅ and so

ρ(y, y′) ≦ 4r. By definition of r, we have y = y′. This shows the uniqueness of y. The
uniqueness implies the last statement.

2. By 1., for each x ∈ F1 there is y ∈ F2 such that suppP1
x ⊂ suppP2

y . Applying 1.
again, there is x′ ∈ F1 such that suppP2

y ⊂ suppP1
x′ . We have suppP1

x ⊂ suppP1
x′ and by

applying the uniqueness in 1., we see x = x′.
3. By 2., for each x ∈ F1 there is y ∈ F2 such that suppP1

x = suppP2
y . Then

P1
x = Q1 ∩ suppPx

1 = Q2 ∩ suppPy
2 = P2

y .

The uniqueness follows from the uniqueness in 1.

3.1.3 Glueable pattern spaces

In this subsection X is a metric space with a metric ρ and Π is a pattern space over X.
Often we want to “glue” abstract patterns to obtain a larger abstract pattern. For

example, suppose Ξ is a collection of patches such that if P,Q ∈ Ξ, S ∈ P and T ∈ Q,
then we have either S = T or S ∩ T = ∅. Then we can “glue” patches in Ξ, that is, we
can take a union

∪
P∈Ξ P, which is also a patch. Pattern spaces in which we can “glue”

abstract patterns are called glueable pattern spaces (Definition 3.1.28).

Definition 3.1.26. 1. Two abstract patterns P,Q ∈ Π are said to be compatible if
there is R ∈ Π such that R ≧ P and R ≧ Q.

2. A subset Ξ ⊂ Π is said to be pairwise compatible if any two elements P,Q ∈ Π are
compatible.

48



3. A subset Ξ ⊂ Π is said to be locally finite if for any x ∈ X and r > 0, the set
Ξ ∩B(x, r), which was defined in (3.2), is finite.

Lemma 3.1.27. Let Ξ be a subset of Π and take C ∈ C(X). Then the following hold.

1. If Ξ is locally finite, then so is Ξ ∩ C.

2. If Ξ is pairwise compatible, then so is Ξ ∩ C.

Proof. 1. Suppose there are x ∈ X, r > 0 such that Ξ ∩ C ∩ B(x, r) is infinite. There are
P1,P2, . . . in Ξ such that Pn ∩ C ∩ B(x, r) are all distinct. However by local finiteness of
Ξ, there are distinct n and m such that Pn ∩ B(x, r) = Pm ∩ B(x, r); this implies that
Pn ∩ C ∩B(x, r) = Pm ∩ C ∩B(x, r) and leads to a contradiction.

2. Take P,Q ∈ Ξ arbitrarily. By Definition 3.1.26, there is R ∈ Ξ such that R ≧ P
and R ≧ Q. By Lemma 3.1.21, we have R∩C ≧ P ∩C and R∩C ≧ Q∩C and so P ∩C
and Q∩ C are compatible.

Definition 3.1.28. A pattern space Π over a metric space X is said to be glueable if the
following two conditions hold:

1. If Ξ ⊂ Π is both locally finite and pairwise compatible, then there is the supremum∨
Ξ for Ξ.

2. If Ξ ⊂ Π is both locally finite and pairwise compatible, then for any C ∈ C(X),∨
(Ξ ∩ C) = (

∨
Ξ) ∩ C. (3.3)

Remark 3.1.29. By Lemma 3.1.27, for Ξ ⊂ Π which is locally finite and pairwise com-
patible and C ∈ C(X) the left-hand side of the equation (3.3) makes sense.

Lemma 3.1.30. Let Π be glueable and Λ be a set. For each λ ∈ Λ, let Ξλ ⊂ Π be a subset
and suppose

∪
λ Ξλ is locally finite and pairwise compatible. Then for each λ, the set Ξλ

is locally finite and pairwise-compatible and if we set Qλ =
∨

Ξλ, the set {Qλ | λ ∈ Λ} is
locally finite and pairwise-compatible and∨∪

λ

Ξλ =
∨

{Qλ | λ ∈ Λ}.

Proof. Set P =
∨∪

λ Ξλ. For each λ ∈ Λ and Q ∈ Ξλ, we have P ≧ Q and so P ≧ Qλ.
This in particular shows that {Qλ | λ} is pairwise compatible. Moreover, since for each
x ∈ X and r > 0,

{Qλ ∩B(x, r) | λ ∈ Λ} = {
∨

(Ξλ ∩B(x, r)) | λ ∈ Λ}, (3.4)

Ξλ ∩B(x, r) ⊂ (
∪

λ Ξλ)∩B(x, r) and (
∪

Ξλ)∩B(x, r) is finite by assumption, the set (3.4)
is finite: the set {Qλ | λ} is locally finite.

If P ′ is a majorant for {Qλ | λ}, then P ′ ≧ Q for each λ ∈ Λ andQ ∈ Ξλ, and so P ′ ≧ P.
As was mentioned above, P is a majorant for {Qλ | λ}, and so it is its supremum.
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We finish this subsection with examples.

Example 3.1.31. Consider Π = Patch(X) (Example 3.1.5). In this pattern space, for two
elements P,Q ∈ Patch(X), the following statements hold:

1. P ≧ Q ⇐⇒ P ⊃ Q.

2. P and Q are compatible if and only if for any T ∈ P and S ∈ Q, either S = T or
S ∩ T = ∅ holds.

If Ξ ⊂ Patch(X) is pairwise compatible, then PΞ =
∪

P∈Ξ P is a patch, which is the
supremum of Ξ. If C ∈ C(X), then

(
∨

Ξ) ∩ C = (
∪
P∈Ξ

P) ∩ C =
∪

(P ∩ C) =
∨

(Ξ ∩ C).

Patch(X) is glueable.

Example 3.1.32. For the pattern space 2X in Example 3.1.8, two elements A,B ∈ 2X

are compatible if and only if

A ∩B ⊂ A and A ∩B ⊂ B. (3.5)

In fact, if A and B are compatible, then there is a majorant C. By C ⊃ A ∪B,

A ∪ (A ∩B) = (A ∪B) ∩A = C ∩A ∩ (A ∪B) = A ∩ (A ∪B) = A,

and so A∩B ⊂ A. A similar argument shows that B∩A ⊂ B. Conversely, if the condition
(3.5) holds, then (A ∪ B) ∩ A = A ∪ (B ∩ A) = A and similarly (A ∪ B) ∩ B = B, and so
A ∪B is a majorant for A and B.

Suppose Ξ ⊂ 2X is locally finite and pairwise compatible. Note that
∪

A∈ΞA =
∪

A∈ΞA.
Set AΞ =

∪
A∈ΞA. For each A ∈ Ξ, AΞ ∩ A =

∪
B∈Ξ(B ∩ A) = A; AΞ is a majorant of Ξ.

If B is also a majorant for Ξ, then

B ∩AΞ = B ∩ (
∪
A∈Ξ

A) =
∪
A∈Ξ

(B ∩A) =
∪
A∈Ξ

A = AΞ,

and so B ≧ AΞ. It turns out that AΞ is the supremum for Ξ. Moreover, if C ∈ C(X), then
AΞ ∩ C =

∪
A∈Ξ(A ∩ C) =

∨
(Ξ ∩ C). Thus 2X is a glueable space.

Remark 3.1.33. Let Π0 be a glueable pattern space and Π1 ⊂ Π0 a pattern subspace.
For any subset Ξ ⊂ Π1, if it is pairwise compatible in Π1, then it is pairwise compatible in
Π0. Moreover, whether a set is locally finite or not is independent of the ambient pattern
space in which the set is included. For a subset Ξ ⊂ Π1 which is locally finite and pairwise
compatible in Π1, since Π0 is glueable, there is the supremum

∨
Ξ in Π0. If this supremum

in Π0 is always included in Π1, then Π1 is glueable.
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By this remark it is easy to see the pattern spaces C(X) (Example 3.1.8), LF(X)
(Example 3.1.6), and UDr(X) (Example 3.1.7, r is an arbitrary positive number) are
glueable.

However, UD(X) (Example 3.1.7) is not necessarily glueable. For example, set X = R.
Set Pn = {n, n + 1

n} for each integer n ̸= 0. Each Pn is in UD(R), Ξ = {Pn | n ̸= 0} is
locally finite and pairwise compatible, but it does not admit the supremum.

For the rest of this subsection we show that Map(X,Y, y0) (Example 3.1.9) is glueable,
where X is a metric space, Y a set and y0 ∈ Y .

Lemma 3.1.34. Two maps f, g ∈ Map(X,Y, y0) are compatible if and only if f |supp f∩supp g =
g|supp f∩supp g.

Proof. Suppose f and g are compatible. Take a majorant h ∈ Map(X,Y, y0). For each
x ∈ supp f ∩ supp g,

f(x) = (h ∩ supp f)(x) = h(x) = (h ∩ supp g)(x) = g(x).

Conversely suppose f |supp f∩supp g = g|supp f∩supp g. Define a map h ∈ Map(X,Y, y0) by

h(x) =


f(x) if x ∈ supp f

g(x) if x ∈ supp g

y0 otherwise.

This is well-defined. Next, h ≧ f because

(h ∩ supp f)(x) =

{
h(x) if x ∈ supp f

y0 if x /∈ supp f

=

{
f(x) if x ∈ supp f

y0 if x /∈ supp f

=f(x)

for any x ∈ X. Similarly h ≧ g and so f and g are compatible.

Lemma 3.1.35. For f ∈ Map(X,Y, y0), x ∈ X and two positive numbers r > s > 0, we
have supp(f ∩B(x, r)) ⊃ (supp f)∩B(x, s). Consequently, (supp(f ∩B(x, r)))∩B(x, s) =
(supp f) ∩B(x, s).

Proof. Take x′ ∈ (supp f) ∩ B(x, s). For any ε > 0, there is x′′ ∈ B(x′, ε) such that
f(x′′) ̸= y0. If ε is small enough, this x′′ is in B(x, r) and so (f ∩B(x, r))(x′′) ̸= y0. Since
ε was arbitrary, x′ ∈ supp(f ∩B(x, r)).
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Lemma 3.1.36. Let Ξ be a subset of Map(X,Y, y0). Take x ∈ X and two numbers r, s
such that r > s > 0. Then if Ξ ∩ B(x, r) is finite, then {(supp f) ∩ B(x, s) | f ∈ Ξ} is
finite.

Proof. Clear by Lemma 3.1.35.

Lemma 3.1.37. If Ξ ⊂ Map(X,Y, y0) is locally finite, then
∪

f∈Ξ supp f is closed.

Proof. Take x ∈ X\(
∪

f∈Ξ supp f). Since Ξ∩B(x, 1) is finite, by Lemma 3.1.36, {(supp f)∩
B(x, 12) | f ∈ Ξ} is finite. There is r > 0 such that B(x, r) ∩ supp f = ∅ for any f ∈ Ξ.

Proposition 3.1.38. Map(X,Y, y0) is glueable.

Proof. Suppose Ξ ⊂ Map(X,Y, y0) is locally finite and pairwise compatible. Set

fΞ(x) =

{
f(x) if there is f ∈ Ξ such that x ∈ supp f

y0 otherwise

=

{
f(x) if there is f ∈ Ξ such that f(x) ̸= y0

y0 otherwise.

This is well-defined by Lemma 3.1.34. For each f ∈ Ξ and x ∈ X,

(fΞ ∩ supp f)(x) =

{
fΞ(x) if x ∈ supp f

y0 if x /∈ supp f

=

{
f(x) if x ∈ supp f

y0 if x /∈ supp f

=f(x),

and so fΞ ≧ f . In other words, fΞ is a majorant for Ξ.
Next, we prove that fΞ is the supremum for Ξ. To this end, we first claim supp fΞ =∪

f∈Ξ supp f . It is clear that {x ∈ X | fΞ(x) ̸= y0} ⊂
∪

f∈Ξ supp f because if fΞ(x) ̸= y0,
then there is f ∈ Ξ such that f(x) ̸= y0. Together with Lemma 3.1.37, we see supp fΞ ⊂∪

f∈Ξ supp f . Since fΞ is a majorant for Ξ, the reverse inclusion is clear, and so supp fΞ =∪
f∈Ξ supp f .
To prove that fΞ is the supremum, we next take a majorant g for Ξ arbitrarily. Since

for f ∈ Ξ and x ∈ supp f , we have g(x) = (g ∩ supp f)(x) = f(x), and we obtain

g ∩ (
∪
f∈Ξ

supp f)(x) =

{
g(x) if there is f ∈ Ξ such that x ∈ supp f

y0 otherwise

=

{
f(x) if there is f ∈ Ξ such that x ∈ supp f

y0 otherwise

=fΞ(x)
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for each x ∈ X, and so g ∩ (supp fΞ) = fΞ, namely g ≧ fΞ. We have shown fΞ is the
supremum for Ξ; fΞ =

∨
Ξ.

It remains to show that fΞ ∩ C is equal to
∨
(Ξ ∩ C) for each C ∈ C(X). This is the

case because

(fΞ ∩ C) =

{
fΞ(x) if x ∈ C

y0 otherwise

=

{
f(x) if x ∈ C and f(x) ̸= y0 for some f ∈ Ξ

y0 otherwise

=

{
(f ∩ C)(x) if there is f ∈ Ξ such that (f ∩ C)(x) ̸= y0

y0 otherwise.

3.1.4 Zero Element and Its Uniqueness

Definition 3.1.39. Let Π be a pattern space over a topological space X. An element
P ∈ Π such that suppP = ∅ is called a zero element of Π. If there is only one zero element
in Π, it is denoted by 0.

Remark 3.1.40. Zero elements always exist. In fact, take an arbitrary element P ∈ Π.
Then by Lemma 3.1.4, supp(P ∩ ∅) = ∅ and so P ∩ ∅ is a zero element.

Lemma 3.1.41. If Π is a glueable pattern space over a topological space X, there is only
one zero element in Π.

Proof. The subset ∅ of Π is locally finite and pairwise compatible. Set P =
∨

∅. By Lemma
3.1.23, P is a zero element. If Q is a zero element, then since Q is a majorant for ∅, we see
Q ≧ P. We have Q = Q∩ ∅ = P.

Lemma 3.1.42. Let Π be a glueable pattern space over a topological space X. Take a locally
finite and pairwise compatible subset Ξ of Π. Then

∨
Ξ∪ {0} exists and

∨
Ξ∪ {0} =

∨
Ξ.

Proof. For any P ∈ Π, the abstract pattern P ∩ ∅ is a zero element and by the uniqueness
of zero element (Lemma 3.1.41), P ∩∅ = 0 and P ≧ 0. Thus

∨
Ξ is a majorant for Ξ∪{0}.

If Q is a majorant for Ξ ∪ {0}, then it is a majorant for Ξ and so Q ≧
∨

Ξ. This shows
that

∨
Ξ is the supremum for Ξ ∪ {0}.

3.2 Γ-pattern spaces over X, or pattern spaces over (X,Γ)

Here we incorporate group actions to the theory of pattern spaces. First we define pattern
spaces over (X,Γ), or Γ-pattern spaces over X, where X is a topological space and a group
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Γ acts on X by homeomorphisms. We require there is an action of the group Γ on such
a pattern space and the scissors operation is equivariant. In Subsection 3.2.2 we define
local derivation by using the structure of Γ-pattern spaces. There we show several maps
in aperiodic order send an abstract pattern P to a one which is mutually locally derivable
(MLD) with P; we solve the first question in Introduction affirmatively. The final two
subsections (Subsection 3.2.3 and Subsection 3.2.4) prepare tools to prove Theorem 3.3.1.
In Subsection 3.2.3 we “decompose” abstract patterns via Delone sets. In Subsection 3.2.4
we construct abstract patterns from “building blocks”.

3.2.1 Definition and Examples

Setting 1. In this subsection, unless otherwise stated, X is a topological space, Γ is a
group that acts on X as homeomorphisms, and Π is a pattern space over X.

Definition 3.2.1. Suppose there is a group action Γ ↷ Π such that for each P ∈ Π, C ∈
C(X) and γ ∈ Γ, we have (γP) ∩ (γC) = γ(P ∩ C), that is, the scissors operation is
equivariant. Then we say Π is a Γ-pattern space or a pattern space over (X,Γ). For a
pattern space Π over (X,Γ), its nonempty subset Σ such that P ∈ Σ and γ ∈ Γ imply
γP ∈ Σ is called a subshift of Π.

Examples are given after lemmas.

Lemma 3.2.2. Let Π be a pattern space over (X,Γ). For P,Q ∈ Π and γ ∈ Γ, the
following statements hold:

1. γ suppP = supp(γP).

2. If P ≧ Q, then γP ≧ γQ.

Lemma 3.2.3. Let Π be a pattern space over (X,Γ). Suppose Π′ is a pattern subspace of
Π. If Π′ is closed under the Γ-action, then Π′ is a pattern space over (X,Γ).

Lemma 3.2.4. Let Λ be a set and (Πλ)λ∈Λ be a family of pattern spaces over (X,Γ).
Then Γ acts on the product space

∏
λΠλ by γ(Pλ)λ = (γPλ)λ and by this action

∏
λΠλ is

a pattern space over (X,Γ).

Proof. That
∏

Πλ is a pattern space is proved in Lemma 3.1.14. For γ ∈ Γ, (Pλ) ∈
∏

Πλ

and C ∈ C(X), γ((Pλ)λ ∩ C) = (γ(Pλ)λ) ∩ γC by a straightforward computation.

Definition 3.2.5. The pattern space
∏

Πλ is called the product Γ-pattern space.

Lemma 3.2.6. Let Π be a pattern space over (X,Γ). Then the power pattern space 2Π

(Definition 3.1.17) is a pattern space over (X,Γ) by an action γΞ = {γP | P ∈ Ξ}.

Example 3.2.7. For P ∈ Patch(X) and γ ∈ Γ, set γP = {γT | T ∈ P}. This defines an
action of Γ on Patch(X) and makes Patch(X) a pattern space over (X,Γ).
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Example 3.2.8. Let X be a metric space and a group Γ act on X as isometries. 2X (Ex-
ample 3.1.8) is a pattern space over (X,Γ). By Lemma 3.2.3, the spaces LF(X)(Example
3.1.6), C(X) (Example 3.1.8), UD(X) and UDr(X) (Example 3.1.7, r > 0) are all pattern
spaces over (X,Γ).

Example 3.2.9. Take a non-empty set Y , an element y0 ∈ Y and and an action ϕ : Γ ↷ Y
that fixes y0. As was mentioned before (Example 3.1.9), Map(X,Y, y0) is a pattern space
over X. Define an action of Γ on Map(X,Y, y0) by

(γf)(x) = ϕ(γ)(f(γ−1x)).

For each f ∈ Map(X,Y, y0), γ ∈ Γ and C ∈ C(X),

(γf) ∩ (γC)(x) =

{
(γf)(x) if x ∈ γC

y0 otherwise

=

{
ϕ(γ)(f(γ−1x)) if γ−1x ∈ C

ϕ(γ)y0 otherwise

=ϕ(γ)(f ∩ C)(γ−1x)

=γ(f ∩ C)(x),

for each x ∈ X and so Map(X,Y, y0) is a pattern space over (X,Γ). This Γ-pattern space
is denoted by Mapϕ(X,Y, y0). If ϕ sends every group element to the identity, we denote
the corresponding space by Map(X,Y, y0).

Example 3.2.10. Let X be a locally compact σ-compact space and a group Γ act on X
as homeomorphisms. The dual space Cc(X)∗ is a pattern space over X (Example 3.1.10).
For φ ∈ Cc(X) and γ ∈ Γ, set (γφ)(x) = φ(γ−1x). For Φ ∈ Cc(X)∗ and γ ∈ Γ, set
γΦ(φ) = Φ(γ−1φ). Then Cc(X)∗ is a pattern space over (X,Γ).

We mention two examples of subshifts.

Example 3.2.11. For a metric space X, its uniformly discrete and relatively dense subsets
are called Delone sets. Definition of “uniformly discrete” was given in Example 3.1.7; a
subset D ⊂ X is relatively dense if there is R > 0 such that D ∩ B(x.R)◦ ̸= ∅ for each
x ∈ X. If D is relatively dense with respect to R > 0 and uniformly discrete with respect
to r > 0 we say D is an (R, r)-Delone set. The set Del(X) of all Delone sets in X is a
subshift of UD(X).

Example 3.2.12. For a topological space X, a patch T ∈ Patch(X) is called a tiling if
supp T = X. The space of all tilings is a subshift of Patch(X).

Definition 3.2.13. Let X be a metric space and Γ a group which acts on X as isometries.
Let Π be a pattern space over (X,Γ). We say Π is a glueable pattern space over (X,Γ) if
it is a glueable pattern space over X. For a glueable pattern space Π, its subshift Σ is said
to be glueable if for any pairwise compatible and locally finite Ξ ⊂ Σ, we have

∨
Ξ ∈ Σ.
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Lemma 3.2.14. Let Π be a glueable pattern space over (X,Γ), where X is a metric space
on which a group Γ acts as isometries. If γ ∈ Γ and Ξ ⊂ Π is a subset which is both locally
finite and pairwise compatible, then γΞ (Lemma 3.2.6) is both locally finite and pairwise
compatible. In this case we have

γ
∨

Ξ =
∨

(γΞ).

Proof. If P ∈ Ξ and Q ∈ Ξ, then there is R ∈ Π such that R ≧ P and R ≧ Q. By Lemma
3.2.2, we see γR ≧ γP and γR ≧ γQ and so γP and γQ are compatible. If x ∈ X and
r > 0 then since γ is an isometry, γ−1B(x, r) = B(γ−1x, r). By

{γP ∩B(x, r) | P ∈ Ξ} = γ{P ∩B(γ−1x, r) | P ∈ Ξ},

we see this set is finite. We have proved γΞ is both pairwise compatible and locally finite.
Next we show the latter statement. We use Lemma 3.2.2 several times. For any P ∈ Ξ,

γ
∨

Ξ ≧ γP. This means that γ
∨

Ξ is a majorant for γΞ. To show this is the supremum,
take a majorant R for γΞ. Then γ−1R is a majorant for Ξ and so γ−1R ≧

∨
Ξ. We have

R ≧ γ
∨

Ξ, and so γ
∨

Ξ is the supremum for γΞ.

3.2.2 Local derivability

Setting 2. In this subsection, X,Y and Z are non-empty metric spaces and Γ is a group
which acts on X,Y and Z as isometries.

Local derivability was defined in [4] for tilings or more generally patterns in Rd. Here
we generalize it and define local derivability for two abstract patterns P1 and P2. Note
that these P1 and P2 may be in different pattern spaces Π1 and Π2, and these Π1 and Π2

may be over different metric spaces X and Y . However we assume Π1 and Π2 are Γ-pattern
spaces for the same group Γ.

Lemma 3.2.15. Let Π1 be a pattern space over (X,Γ) and Π2 a pattern space over (Y,Γ).
For two abstract patterns P1 ∈ Π1 and P2 ∈ Π2, the following two conditions are equivalent:

1. There exist x0 ∈ X, y0 ∈ Y and R0 ≧ 0 such that if γ, η ∈ Γ, R ≧ 0 and

(γP1) ∩B(x0, R+R0) = (ηP1) ∩B(x0, R+R0),

then

(γP2) ∩B(y0, R) = (ηP2) ∩B(y0, R).

2. For any x1 ∈ X and y1 ∈ Y there exists R1 ≧ 0 such that if γ, η ∈ Γ, R ≧ 0 and

(γP1) ∩B(x1, R+R1) = (ηP1) ∩B(x1, R+R1),

then

(γP2) ∩B(y1, R) = (ηP2) ∩B(y1, R).
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Proof. It suffices to show only the implication 1.⇒2. By 1., there are x0, y0 and R0 that
satisfy the condition in 1. Take x1 ∈ X and y1 ∈ Y arbitrarily. Set R1 = R0+ρX(x0, x1)+
ρY (y0, y1), where ρX , ρY are the metrics for X and Y , respectively. Take γ, η ∈ Γ and
R > 0 arbitrarily and suppose

(γP1) ∩B(x1, R1 +R) = (ηP1) ∩B(x1, R1 +R). (3.6)

Since B(x0, R + ρY (y0, y1) + R0) ⊂ B(x1, R1 + R), by taking scissors operation for both
sides of (3.6), we obtain

(γP1) ∩B(x0, R+ ρY (y0, y1) +R0) = (ηP1) ∩B(x0, R+ ρY (y0, y1) +R0),

and so

(γP2) ∩B(y0, R+ ρY (y0, y1)) = (ηP2) ∩B(y0, R+ ρY (y0, y1)).

By B(y1, R) ⊂ B(y0, R+ ρY (y0, y1)),

(γP2) ∩B(y1, R) = (ηP2) ∩B(y1, R).

Definition 3.2.16. Let Π1 be a pattern space over (X,Γ) and Π2 be a pattern space over
(Y,Γ). If P1 ∈ Π1 and P2 ∈ Π2 satisfy the two equivalent conditions in Lemma 3.2.15, then

we say P2 is locally derivable from P1 and write P1
Γ→ P2. If both P1

Γ→ P2 and P2
Γ→ P1

hold, we say P1 and P2 are mutually locally derivable (MLD) and write P1
Γ↔ P2.

The following two lemmas are easy to prove.

Lemma 3.2.17. 1. Let P be an abstract pattern in a pattern space over (X,Γ). Then

P Γ↔ P.

2. Let P,Q,R be abstract patterns in pattern spaces over (X,Γ), (Y,Γ), and (Z,Γ),

respectively. If P Γ→ Q and Q Γ→ R, then P Γ→ R. Consequently, if P Γ↔ Q and

Q Γ↔ R, then P Γ↔ R.

Lemma 3.2.18. Let Π1 be a pattern space over (X,Γ) and Π2 be a pattern space over

(Y,Γ). Take two abstract patterns P1 ∈ Π1 and P2 ∈ Π2 and suppose P1
Γ→ P2. Then for

any γ ∈ Γ, we have γP1
Γ→ γP2.

We use the following notion in Section 5.

Definition 3.2.19. Let Π be a pattern space over (X,Γ). P ∈ Π is said to be Delone-

deriving if there is a Delone set D in X such that P Γ→ D.
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Remark 3.2.20. Delone sets are Delone-deriving. If a tiling consists of finitely many
types of tiles up to Γ and each tile T admits a fixed point of its symmetry group SymΓ T ,
then the tiling is Delone-deriving.

We next show that local derivability propagates symmetries.

Lemma 3.2.21. Let X1, X2 be metric spaces on which a group Γ acts as isometries. Let
Πj be a glueable pattern space over (Xj ,Γ) and Pj an element of Πj, for each j. Suppose

P1
Γ→ P2 and P2 consists of bounded components. Then SymΓ P1 ⊂ SymΓ P2.

This is an easy consequence of the following lemma.

Lemma 3.2.22. Suppose Π is a glueable pattern space over (X,Γ). Take P ∈ Π which
consists of bounded components. For x0 ∈ X and positive real numbers R1 < R2 < . . . such
that limRn = ∞, the set

Ξ = {P ∩B(x0, Rn) | n = 1, 2, . . .}

is locally finite and pairwise compatible, and P =
∨

Ξ.

Proof. It follows directly from the definition that Ξ is pairwise compatible. For any closed
ball B, the set {n | B(x0, Rn) ̸⊃ B} is finite. All but finitely many elements in {P ∩
B(x0, Rn) ∩B} is equal to P ∩B, and so Ξ is locally finite.

Set Q =
∨

P. Since P is a majorant for Ξ, we have P ≧ Q. Since P consists of bounded
components, there is RP > 0 such that if x ∈ suppP,

x ∈ supp(P ∩B(x,RP)).

If n is large enough,

supp(P ∩B(x,RP)) ⊂ supp(P ∩B(x0, Rn)) ⊂ suppQ,

and so we have x ∈ suppQ. Thus suppP = suppQ and so P = Q.

We finish this subsection by showing several canonical maps in aperiodic order send an
abstract pattern P to a one which is MLD with P.

Proposition 3.2.23. Let (X, ρ) be a metric space and (Γ, ρΓ) be a group with a left in-
variant metric. Assume Γ acts on X as isometries and there is x0 ∈ X and C0 > 0 such
that

ρ(γx0, ηx0) ≦ ρΓ(γ, η) ≦ ρ(γx0, ηx0) + C0

for any γ, η ∈ Γ. Let T be a tiling of X which has finite tile type and is of discrete symmetry
with respect to Γ; in other words, there is a finite set A of tiles in X such that
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• for each T ∈ A, the group SymΓ T is discrete,

• there is r > 0 such that B(x0, r) ⊂ T for each T ∈ A, and

• for any S ∈ T there is a unique T ∈ A and γ ∈ Γ such that S = γT .

Set DT = {γ ∈ Γ | γT ∈ T }. Then the following hold:

1. there is s > 0 such that, for any S, T ∈ A, γ ∈ DT and η ∈ DS, if ρΓ(γ, η) < s, then
S = T and γ = η.

2.
∪

T DT is relatively dense.

3. if we regard (DT )T∈A as an abstract pattern in the product
∏

T∈AUDs(Γ), then T Γ↔
(DT )T .

Proof. 1. Take s > 0 small enough so that s < r and if ξ ∈ SymΓ T \ {e} for some
T ∈ A, then ρΓ(ξ, e) > s. Assume S, T ∈ A, γ ∈ DT , η ∈ DS and ρΓ(γ, η) < s. Then
ρ(γx0, ηx0) < r and γT ∩ηS ⊃ B(γx0, r)∩B(ηx0, r) ̸= ∅, and so γT = ηS. By definition of
finite tile type, we have S = T and η−1γ ∈ SymΓ T . By definition of s, we have η−1γ = e
and η = γ.

2. Take R > maxT∈A diamT . Take η ∈ Γ. There is T ∈ T ∩ B(ηx0, R) and there are
S ∈ A and γ ∈ Γ such that T = γS. This γ is in DS . Moreover, since γx0 ∈ B(ηx0, R),
ρΓ(η, γ) ≦ ρ(γx0, ηx0) ≦ R + C0. This means

∪
DT is relatively dense in Γ with respect

to a constant R+ C0.

3. We first show T Γ→ (DT )T . Take R0 > maxT∈A diamT . Take γ, η ∈ Γ and R > 0
and assume

(γT ) ∩B(x0, R+R0) = (ηT ) ∩B(x0, R+R0). (3.7)

To prove (γDT )∩B(e,R) = (ηDT )∩B(e,R) for each T ∈ A, take T ∈ A and ζ ∈ DT such
that γζ ∈ B(e,R). We have γζT ∈ γT . Moreover, since ρ(γζx0, x0) ≦ ρΓ(γζ, e) ≦ R, we
see γζT ⊂ B(x0, R + R0) and so γζT is in the set (3.7), and consequently η−1γζT ∈ T .
By the definition of DT this implies that η−1γζ ∈ DT and γζ ∈ ηDT . We have shown
(γDT ) ∩ B(e,R) ⊂ (ηDT ) ∩ B(e,R) and by symmetry the reverse inclusion is obvious.

Hence T Γ→ (DT )T .

Next we show (DT )T∈A
Γ→ T . Take γ, η ∈ Γ and R > 0 and suppose

(γDT ) ∩B(e,R+ C0) = (ηDT ) ∩B(e,R+ C0) (3.8)

holds for each T ∈ A. To probe (γT ) ∩ B(x0, R) = (ηT ) ∩ B(x0, R), we take S ∈ T
and assume γS ⊂ B(x0.R). There are T ∈ A and ξ ∈ DT such that S = ξT . Then
γξx0 ∈ γξT = γS ⊂ B(x0, R) and so ρ(e, γξ) ≦ R + C0. Thus γξ is in the set (3.8). We
have η−1γξ ∈ DT and so η−1γξT ∈ T , in other words, γS = γξT ∈ (ηT ) ∩ B(x0, R). We
have shown (γT ) ∩B(x0, R) ⊂ (ηT ) ∩B(x0, R) and the reverse inclusion is clear.
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Proposition 3.2.24. Let X be a proper metric space on which a group Γ acts as isometries.
Let D be a uniformly discrete subset of X and set µ =

∑
x∈D δx, the sum of Dirac measures

with respect to the vague topology. If we regard D as an abstract pattern of UD(X) (Example
3.2.8) and µ an abstract pattern of Cc(X)∗ (Example 3.2.10), we have the following:

1. µ ∩ C =
∑

x∈D∩C δx for each C ∈ C(X),

2. γµ =
∑

x∈γD δx, and

3. µ
Γ↔ D.

Proof. The first two is clear by definition and the third condition follows from the first two
conditions.

Proposition 3.2.25. Let Γ be a locally compact abelian group with a proper invariant
metric and µ its Haar measure. Let f be a complex valued continuous bounded function on
Γ. If we regard f as an abstract pattern in Map(Γ,C, 0) (Example 3.2.9) and fdµ as an

element of Cc(Γ)
∗ (Example 3.2.10) that sends φ ∈ Cc(Γ) to

∫
φfdµ, we have f

Γ↔ fdµ.

Proof. Take R > 0 and s, t ∈ Γ and assume

(f − s) ∩B(e,R) = (f − t) ∩B(e,R). (3.9)

Here, f − t and f − s denote the image of f by the group action. For each φ ∈ Cc(Γ), the
image by (fdµ−s)∩B(e,R) is

∫
B(e,R) φ(x)f(x+s)dµ and the image by (fdµ− t)∩B(e,R)

is
∫
B(e,R) φ(x)f(x+ t)dµ. By (3.9), for each x ∈ B(e,R),

f(x+ t) = f ∩B(t, R)(x+ t) = (f − t) ∩B(0, R)(t) = (f − s) ∩B(e,R)(x) = f(x+ s),

and so the images of φ by (fdµ− s) ∩ B(e,R) and (fdµ− t) ∩ B(e,R) are the same, and
so these two maps are the same.

Conversely, suppose R > 0, s, t ∈ Γ and

(fdµ− s) ∩B(e,R+ 1) = (fdµ− t) ∩B(e,R+ 1).

For any φ ∈ Cc(Γ) with suppφ ⊂ B(e,R+ 1), we have∫
φ(x)f(x+ s)dµ(x) =

∫
φ(x)f(x+ t)dµ(x),

and so for any x ∈ B(e,R), we have f(x+ s) = f(x+ t) and

(f − s) ∩B(e,R) = (f − t) ∩B(e,R).
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For the rest of this subsection (Rd, ρ) is the Euclidean space with the Euclidean metric
and D is a Delone subset (Example 3.2.11) of Rd which is relatively dense with respect to
R > 0 and uniformly discrete with respect to r > 0.

Definition 3.2.26. For each x ∈ D, set

Vx = {y ∈ Rd | ρ(x, y) < ρ(x′, y) for any x′ ∈ D \ {x}.}

Lemma 3.2.27. For each x ∈ D, Vx is nonempty and Vx ⊂ B(x,R)◦. Moreover,

Vx = {y ∈ B(x,R)◦ | ρ(x, y) < ρ(x′, y) for each x′ ∈ D′} (3.10)

for each D′ with D \ {x} ∩ B(x, 2R) ⊂ D′ ⊂ D \ {x}. In particular Vx is open for each
x ∈ D.

Proof. If y ∈ Rd and ρ(x, y) < r/2, then y ∈ Vx. Thus Vx ̸= ∅. If y ∈ Rd \ B(x,R)◦, then
since there is x′ ∈ D ∩B(y,R)◦, we have ρ(x′, y) < R ≦ ρ(x, y) and so y /∈ Vx.

Assume y ∈ B(x,R)◦ and ρ(x, y) < ρ(x′, y) for each x′ ∈ (D \ {x}) ∩ B(x, 2R). If
x′ ∈ D \ {x} and ρ(x, x′) > 2R, then ρ(x′, y) ≧ ρ(x, x′) − ρ(x, y) > R > ρ(x, y) and so
y ∈ Vx. This observation shows the equality (3.10).

Definition 3.2.28. For each x ∈ D, set Ux = Vx \ {x}. Set T = {Ux | x ∈ D}.

Lemma 3.2.29. T is a tiling of Rd.

Proof. By Lemma 3.2.27, Ux is open, bounded and nonempty. By definition of Vx, if x ̸= x′

we have Ux∩Ux′ = ∅. Next we take y ∈ Rd and show that there is x ∈ D such that y ∈ Ux.
To this purpose we may assume that y ̸= x for any x ∈ D. Since {x ∈ D | ρ(x, y) < R}
is finite and nonempty, F = {x ∈ D | ρ(x, y) ≦ ρ(x′, y) for any x′ ∈ D} is nonempty and
finite. Take x ∈ F . For each t ∈ (0, 1), set yt = tx+(1−t)y. Then ρ(x, yt) = ∥(1−t)(y−x)∥.
If x′ ∈ D and {y − x, y − x′} is linearly independent, we have

ρ(x′, yt) = ∥(1− t)y + tx− x′∥ > ∥y − x′∥ − t∥y − x∥ ≧ (1− t)∥y − x∥ = ρ(x, yt).

If x′ ∈ D \ {x} and {y − x, y − x′} is linearly dependent, then there is λ ∈ R such that
x′− y = λ(x− y). Since λ > 1 or λ ≦ −1, we see ρ(yt, x) < ρ(yt, x

′). By these observations
we see yt ∈ Vx, and so y ∈ Vx = Ux.

Remark 3.2.30. There is r > 0 such that B(x, r) ⊂ Ux ∪ {x}. Conversely, if y ∈ Rd \ Ux

and there is r > 0 such that B(y, r) ⊂ Ux ∪ {y}, then x = y. Thus if x, y ∈ D, γ, η ∈ Γ
and γUx = ηUy, then γx = ηy.

Proposition 3.2.31. Let Γ be a closed subgroup of E(d). If we regard D as an element of
UD(Rd), which is a pattern space over (Rd,Γ), and T as an element of Patch(Rd), which

is also a pattern space over (Rd,Γ), we have D
Γ↔ T .
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Proof. Take L > 0 and γ, η ∈ Γ and assume

(γD) ∩B(0, L+ 2R) = (ηD) ∩B(0, L+ 2R). (3.11)

Suppose x ∈ D and γUx ⊂ B(0, L). Since γx ∈ B(0, L), by (3.11), we see γx ∈ ηD and
y = η−1γx ∈ D. By setting D′ = (D \ {x}) ∩B(γ−10, L+ 2R) in Lemma 3.2.27, we have

γUx = γ{z ∈ B(x,R)◦ | ρ(x, z) < ρ(x′, z) for any x′ ∈ (D \ {x}) ∩B(γ−10, L+ 2R)}
= {z ∈ B(γx,R)◦ | ρ(γx, z) < ρ(x′, z) for any x′ ∈′ (γD) ∩B(0, L+ 2R) \ {γx} }
= {z ∈ B(ηy,R)◦ | ρ(ηy, z) < ρ(x′, z) for any x′ ∈ (ηD) ∩B(0, L+ 2R) \ {ηy})}
= ηUy,

and so γUx ∈ ηT . We have shown (γT )∩B(0, L) ⊂ ηT and by symmetry this implies that
(γT ) ∩B(0, L) = (ηT ) ∩B(0, L).

Conversely, assume L > 0, η, γ ∈ Γ and

(γT ) ∩B(0, L+R) = (ηT ) ∩B(0, L+R). (3.12)

If x ∈ D and γx ∈ B(0, L), then γUx ⊂ B(0, L+R) and so by (3.12) we have γUx ∈ (ηT )∩
B(0, L+R). There is y ∈ D such that γUx = ηUy, and so γx = ηy ∈ ηD. We have shown
(γD) ∩B(0, L) ⊂ ηD and by symmetry we obtain (γD) ∩B(0, L) = (ηD) ∩B(0, L).

3.2.3 Decomposition of Abstract Patterns by Delone Sets

Setting 3. Here is the setting of this subsection. (X, ρ) is a metric space and Γ is a group
which acts on X transitively as isometries. We take x0 ∈ X and fix it. Assume there are
a left invariant metric ρΓ for Γ and C0 > 0 such that

ρ(γx0, ηx0) ≦ ρΓ(γ, η) ≦ ρ(γx0, ηx0) + C0

holds for any γ, η ∈ Γ. (We use this inequality only for Proposition 3.2.39.) Π is a glueable
pattern space over (X,Γ).

Definition 3.2.32. Take an abstract pattern P ∈ Π. We say a pair (D,R) of a Delone
set in X and a positive number R > 0 decomposes P if the following three conditions are
satisfied:

1. P Γ→ D,

2. P =
∨
{P ∩B(x,R) | x ∈ D}, and

3. maxx∈D card SymΓx
P ∩B(x,R) is finite.

Lemma 3.2.33. If (D,R0) decomposes P and γ ∈ Γ, then (γD,R0) decomposes γP.
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For the rest of this subsection P is an element of Π, D a Delone set in X and R0 a
positive real number and assume that (D,R0) decomposes P.

Lemma 3.2.34. There are a set Λ and Pλ ∈ Π for each λ ∈ Λ such that

1. for each λ ∈ Λ, we have suppPλ ⊂ B(x0, R0), and

2. for each x ∈ D there are a unique λx ∈ Λ and γ ∈ Γ such that P ∩B(x,R0) = γPλx

and x = γx0.

Proof. Define an equivalence relation ∼ on D as follows: we have x ∼ y if there is γ ∈ Γ
such that (1) γx = y, and (2) γ(P ∩B(x,R0)) = P ∩B(y,R0). Then by taking one point
from each equivalence class for ∼, we obtain a set Λ.

For each x ∈ Λ, take an element γx ∈ Γ such that γxx0 = x. Set Px = γ−1
x (P∩B(x,R0));

then Λ and Px, x ∈ Λ, satisfy the conditions.

Remark 3.2.35. By the second condition of Lemma 3.2.34, we see SymΓx0
Pλx is conjugate

to SymΓx
P∩B(x,R0). In particular, card SymΓx0

Pλ, where λ ∈ Λ, is bounded from above.

Definition 3.2.36. The tuple of abstract patterns (Pλ)λ∈Λ which satisfies the conditions
in Lemma 3.2.34 is called the tuple of ingredients for P with respect to (D,R0). For each
λ ∈ Λ, set

Γλ = Γλ(P, D,R0, (Pλ)λ) = {γ ∈ Γ | γx0 ∈ D and P ∩B(γx0, R0) = γPλ}

and call the tuple (Γλ)λ the recipe for P with respect to (D,R0, (Pλ)).

The tuple of ingredients are “components” for P, and the recipe describes how we
construct P from the ingredients.

Lemma 3.2.37. Let (Pλ)λ∈Λ be a tuple of ingredients for P with respect to (D,R0). Let
(Γλ)λ∈Λ be the recipe for P with respect to (D,R0, (Pλ))λ. For any γ ∈ Γ, (Pλ)λ is a tuple
of ingredients for γP with respect to (D,R0) and (γΓλ)λ is the recipe for γP with respect
to (D,R0, (Pλ))λ.

Proof. Clear from the definition.

Remark 3.2.38. Let (Pλ)λ∈Λ be a tuple of ingredients for P with respect to (D,R0). Let
(Γλ) be the recipe for P with respect to (D,R0, (Pλ)). Then

{P ∩B(x,R0) | x ∈ D} = {γPλ | λ ∈ Λ, γ ∈ Γλ}.

This implies that P =
∨
{γPλ | λ ∈ Λ, γ ∈ Γλ}.
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Proposition 3.2.39. Let (Pλ)λ∈Λ be a tuple of ingredients for P with respect to (D,R0)
and (Γλ) be the recipe for P with respect to (D,R0, (Pλ)). If we regard (Γλ) as an abstract
pattern of

∏
λ∈Λ 2Γ, which is a pattern space over (Γ,Γ), (Lemma 3.2.4, Definition 3.2.5,

Example 3.2.8) we have

P Γ↔ (Γλ)λ.

Proof. A proof of P Γ→ (Γλ)λ. Let R1 > 0 be a constant for the local derivation P Γ→ D for
points x0 and e ∈ Γ which appears in the definition of local derivability (Definition 3.2.16).
Let L0 be an arbitrary positive real number. Set L1 = L0 +R0 +R1. We assume γ, η ∈ Γ
and

(γP) ∩B(x0, L1) = (ηP) ∩B(x0, L1) (3.13)

and show

(γΓλ) ∩B(e, L0) = (ηΓλ) ∩B(e, L0) (3.14)

for each λ ∈ Λ.
Take λ ∈ Λ and fix it. By (3.13), we see

(γD) ∩B(x0, L0 +R0) = (ηD) ∩B(x0, L0 +R0).

Let ζ be an element of Γλ such that γζ ∈ B(e, L0). We claim that γζ ∈ ηΓλ. By
the definition of the recipe, ζx0 ∈ D and ζPλ = P ∩ B(ζx0, R0). Since ρ(γζx0, x0) ≦
ρΓ(γζ, e) ≦ L0, γζx0 ∈ (γD) ∩ B(x, L0) = (ηD) ∩ B(x0, L0), and so there is y ∈ D such
that ηy = γζx0. Now

γζPλ = (γP) ∩B(γζx0, R0)

= (γP) ∩B(x0, L1) ∩B(γζx0, R0)

= (ηP) ∩B(x0, L1) ∩B(ηy,R0)

= η(P ∩B(y,R0)).

We have proved η−1γζx0 ∈ D and η−1γζPλ = P ∩B(η−1γζx0, R0), and so η−1γζ ∈ Γλ, by
which we proved the claim. Thus (γΓλ) ∩ B(e, L0) ⊂ (ηΓλ) ∩ B(e, L0) and by symmetry
we have shown (3.14).

A proof of (Γλ)λ
Γ→ P. Let L0 > 0 be an arbitrary positive number and set L1 =

L0 +R0 + C0. Assume γ, η ∈ Γ and

(γΓλ) ∩B(e, L1) = (ηΓλ) ∩B(e, L1) (3.15)
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holds for each λ ∈ Λ. For each λ ∈ Λ and ξ ∈ Γλ, if we have (γξPλ) ∩ B(x0, L0) ̸= 0,
then B(γξx0, R0) ∩ B(x0, L0) ̸= ∅. This implies ρ(γξx0, x0) ≦ L0 + R0 and ρΓ(γξ, e) ≦
L0 +R0 + C0 = L1. We have the same observation if we replace γ with η. Thus

{(γξPλ) ∩B(x0, L0) | λ ∈ Λ, ξ ∈ Γλ} ∪ {0}
= {(γξPλ) ∩B(x0, L0)) | λ ∈ Λ, ξ ∈ Γλ and γξ ∈ B(e, L1)} ∪ {0}
= {(ηζPλ) ∩B(x0, L0) | λ ∈ Λ, ζ ∈ Γλ and ηζ ∈ B(e, L1)} ∪ {0}
= {(ηζPλ)B(x0, R0) | λ ∈ Λ, ζ ∈ Γλ} ∪ {0}.

We obtain the desired result by Lemma 3.1.42 and Lemma 3.2.14:

(γP) ∩B(x0, L0) =
∨

{(γξPλ) ∩B(x0, L0) | λ ∈ Λ, ξ ∈ Γλ} ∪ {0}

=
∨

{(ηζPλ) ∩B(x0, L0) | λ ∈ Λ, ζ ∈ Γλ} ∪ {0}

= (ηP) ∩B(x0, L0).

Remark 3.2.40. For tilings and Delone sets we have a concept of finite local complexity
(FLC). We can generalize this concept to arbitrary pattern spaces. If P has FLC, then the
index set Λ is finite.

3.2.4 Families of building blocks and admissible digits

In the last subsection we studied decomposition of abstract patterns. Here we study con-
struction of abstract patterns from “building blocks”.

Setting 4. In this subsection X is a proper metric space and Γ is a group which acts on X
as isometries. Let Σ be a glueable subshift inside a glueable pattern space Π over (X,Γ).

Here we define and study “building blocks” and “admissible digits”. A family of building
blocks is a family of abstract patterns located around a fixed point x0 ∈ X such that we
can easily construct abstract patterns by “juxtaposing them”. For example, take two
numbers r, s such that 1

2 > r > s > 0. Set P = {0} and Q = {0, r}. These are abstract
patterns in UDs(R) (Example 3.1.7), which is regarded as a pattern space over (R,R) by
a natural action. We can easily construct s-uniformly discrete set by juxtaposing these
two abstract patterns P and Q. For example, set ΓP = 4Z and ΓQ = 4Z + 2, then the
set (P + ΓP) ∪ (Q + ΓQ) is an s-uniformly discrete set obtained by juxtaposing the two
abstract patterns according to ΓP and ΓQ. Such a tuple (ΓP ,ΓQ) is called an admissible
digit. The family {P,Q} becomes a family of building block for (0, r) in the following
Definition 3.2.41.
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Definition 3.2.41. Take a point x0 ∈ X and a positive number r > 0 arbitrarily. A subset
F ⊂ Σ is called a family of building block of Σ for (x0, r) if the following three conditions
are satisfied:

1. F ̸= ∅ and ∅ ̸= suppP ⊂ B(x0, r) for each P ∈ F.

2. If γ, η ∈ Γ, P,Q ∈ F and ρ(γx0, ηx0) > 4r, then γP and ηQ are compatible.

3. If P,Q ∈ F, γ ∈ Γ and γP = Q, then P = Q and γx0 = x0.

The elements of F are called building blocks for (x0, r). If a building block P for (x0, r)
additionally satisfies a condition

SymΓ P = Γx0 ,

then P is called a symmetric building block for (x0, r).
Let F be a family of building block of Σ for (x0, r). Then a tuple (ΓP)P∈F of subsets

ΓP ⊂ Γ is called an admissible digit if it satisfies the condition

If P,Q ∈ F, γ ∈ ΓP , η ∈ ΓQ and ρ(γx0, ηx0) ≦ 4r, then P = Q and γP = ηQ.

Remark 3.2.42. A non-empty subset of a family of building block is again a family of
building block.

Lemma 3.2.43. Let F be a family of building block for (x0, r) and (ΓP)P∈F be an admissible
digit. Then {γP | P ∈ F, γ ∈ ΓP} is locally finite an pairwise compatible.

Proof. Clear by definition.

Since a family of building block is inside a glueable subshift, we can freely take a
supremum

∨
{γP | P ∈ F, γ ∈ ΓP} under the same condition as in Lemma 3.2.43.

We finish this subsection by proving two lemmas which will be useful in Section 5.

Lemma 3.2.44. Let F be a family of building block for (x0, r). Take a real number r′ > 2r
arbitrarily. Let (Γλ

P)P∈F be an admissible digit for each λ, where λ belongs to an index set
Λ, such that

1. for each λ ∈ Λ, we have
∪

P∈F Γ
λ
P ̸= ∅, and

2. for each λ and P, any element γ ∈ Γλ
P satisfies a condition

ρ(x0, γx0) < r′ − 2r. (3.16)

Set Qλ =
∨
{γP | P ∈ F, γ ∈ Γλ

P} for each λ ∈ Λ. Then the family {Qλ | λ ∈ Λ} satisfies
the first two conditions of the definition of family of building block (Definition 3.2.41).
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Proof. The first condition. Take λ ∈ Λ and fix it. Since suppQλ =
∪

P∈F,γ∈Γλ
P
supp γP, it

is nonempty. We have moreover supp γP ⊂ B(γx0, r) ⊂ B(x0, r
′) by (3.16), for each P ∈ F

and γ ∈ Γλ
P , and so suppQλ ⊂ B(x0, r

′).
The second condition. Take λ, µ ∈ Λ and γ, η ∈ Γ such that ρ(γx0, ηx0) > 4r′. We show

that γQλ and ηQµ are compatible. For each P,Q ∈ F, ξ ∈ Γλ
P and ζ ∈ Γµ

Q, by (3.16), we
have ρ(γξx0, ηζx0) > 4r. Thus γξP and ηζQ are compatible and so together with Lemma
3.2.43, the set Ξ1 ∪ Ξ2 is locally finite and pairwise compatible. Here,

Ξ1 = {γξP | P ∈ F, ξ ∈ Γλ
P},

and

Ξ2 = {ηζQ | Q ∈ F, ζ ∈ Γµ
Q}.

By Lemma 3.1.30 and the fact that γQλ =
∨

Ξ1 and ηQµ =
∨

Ξ2, we see γQλ and ηQµ

are compatible.

Remark 3.2.45. In Lemma 3.2.44, the third condition is not always satisfied. When we
use this lemma in Section 3.3, we prove the third condition in an ad hoc way.

Lemma 3.2.46. Take x0 ∈ X and r > 0 arbitrarily. Let F be a family of building block
for (x0, r). Take two admissible digits (Γ1

P)P∈F and (Γ2
P)P∈F. Suppose both

∪
P Γ1

P and∪
P Γ2

P are finite. Suppose also that∨
{γP | P ∈ F, γ ∈ Γ1

P} =
∨

{γP | P ∈ F, γ ∈ Γ2
P}.

Then for any P ∈ F and γ ∈ Γ1
P there is η ∈ Γ2

P such that γP = ηP.

Proof. Consider two finite sets

F1 = {γx0 | γ ∈
∪
P

Γ1
P}

and

F2 = {γx0 | γ ∈
∪
P

Γ2
P}.

For each x ∈ F1, there are P ∈ F and γ ∈ Γ1
P such that x = γx0. Set P1

x = γP. This is
independent of the choice of P and γ. Define P2

x for each x ∈ F2 in a similar way. We can
apply Lemma 3.1.25.
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3.3 Translation theorem for certain abstract patterns

Here we prove Theorem 3.3.1, which answers the second question given in Introduction. In
Subsection 3.3.1 we prepare necessary lemmas to prove this theorem. In Subsection 3.3.2
we give a proof of Theorem 3.3.1.

Setting 5. In this section X = Rd and Γ is a closed subgroup of E(d) that contains Rd.
Π1 and Π2 are glueable pattern spaces over (Rd,Γ). Let Σ be a glueable subshift inside
Π2. We assume Σ contains sufficiently many symmetric building blocks, which means that
for each r > 0, there is a symmetric building block Pr for (0, r) (Definition 3.2.41).

In this setting we prove

Theorem 3.3.1. Let P be an abstract pattern in Π1 which consists of bounded components
(Definition 3.1.18) and is Delone-deriving (Definition 3.2.19). Then there is an abstract

pattern S in Σ such that P Γ↔ S. Moreover, suppS is relatively dense in Rd.

Remark 3.3.2. This theorem holds if replace (Rd,Γ) with a pair (X,Γ) of a proper metric
space X and a group Γ that acts on X transitively as isometries and admits left-invariant
proper metric such that inequality (1.1), Lemma 3.3.4, Lemma 3.3.8 and Lemma 3.3.9 hold
if we replace 2 on the right-hand side of (1.1) with some positive number and 0 ∈ Rd in
these assertions with some point in X.

Remark 3.3.3. If Σ = UDr(Rd), the one-point set P = {0} is a symmetric building block
and so this Σ satisfies the condition in Theorem 3.3.1. Thus for any Π1 and P ∈ Π1 which
satisfy the condition in Theorem 3.3.1, we obtain a uniformly discrete set S with relatively
dense support, that is, a Delone set, which is MLD with P.

In Section 3.4 we give several sufficient conditions for a subshift of functions to have
sufficiently many symmetric building blocks. We will be able to apply Theorem 3.3.1 when
Σ is a space of certain functions under a mild condition.

3.3.1 Preliminary Lemmas

Lemma 3.3.4. Let G be a subset of Γ0 which is at most countable. Suppose maxG∈G cardG <
∞. Then for each two numbers r, s such that r > s > 0, there are ε > 0 and a point
yG ∈ B(0, r)◦ \B(0, s) for each G ∈ G such that

1. if G ∈ G and γ ∈ G \ {e}, then ρ(yG, γyG) > ε, and

2. if G ̸= H, then ρ(0, yG) ̸= ρ(0, yH).

To prove Lemma 3.3.4, we prepare the following notation.

Definition 3.3.5. For any A ∈ O(d), r > 0 and ε ≧ 0, set

SA,ε,r = {x ∈ B(0, r) | ρ(Ax, x) ≦ ε}.
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Lemma 3.3.6. If the order of an element A ∈ O(d) is less than an integer m, then
SA,ε,r ⊂ SA,ε,0 +B(0, m2 ε).

Proof. Take an element x ∈ SA,ε,r. Let k be the order of A. Set y = 1
k

∑k−1
j=0 A

jx. By
convexity of B(0, r), y is in B(0, r), and so y ∈ SA,0,r. Moreover,

ρ(x, y) = ∥1
k

∑
(Ajx− x)∥

≦ 1

k

k−1∑
j=0

j−1∑
i=0

∥Aix−Ai+1x∥

≦ 1

k

k−1∑
j=0

jε

≦ m

2
ε.

Lemma 3.3.7. Let m be a positive integer and r be a positive real number. We have
limε→0 µ(SA,ε,r) = 0 uniformly for all A ∈ O(d) \ {e} such that the order of A is less than
m.

Proof. For each such A there is a d − 1 dimensional vector subspace VA of Rd such that
SA,0,r ⊂ VA ∩B(0, r), and so SA,ε,r ⊂ (VA ∩B(0, r))+B(0, m2 ε). For any d− 1 dimensional
vector subspace V of Rd, the limit limε→0 µ((V ∩B(0, r))+B(0, m2 ε)) converges uniformly
to 0.

Proof of Lemma 3.3.4. If ε is small enough, for any A ∈ O(d) \ {e} of which order is
less than m, mµ(SA,ε,r) < µ(B(0, r)◦ \ B(0, s)). This implies that B(0, r)◦ \ B(0, s) is
not included in

∪
A∈G,A̸=e SA,ε,r for any G ∈ G. To take each yG, we enumerate G as

G = {G1, G2, . . .}. First take yG1 ∈ B(0, r)◦ \ (B(0, s) ∪
∪

A∈G1,A ̸=e SA,ε,r). If we have
taken yG1 , yG2 , . . . , yGn−1 , we can take yGn ∈ B(0, r)◦ \ (B(0, s) ∪

∪
A∈Gn,A̸=e SA,ε,r) such

that ∥yGn∥ ̸= ∥yGj∥ for each j = 1, 2, . . . , n− 1. In this way we can take yG1 , yG2 , . . . with
the desired condition.

We defined ei in Notation 1.2.1.

Lemma 3.3.8. For any r > 0 there is a subset F ⊂ B(0, r) such that

• 1 < cardF < ∞, and

• SymΓ F = {e}.
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Proof. Take for each j = 1, 2, . . . , d a positive number rj > 0. Set F = {0, r1e1, r2e2, . . . , rded}.
If any two rj ’s are different but all close to 1, then 0 is the only vector in F such that the
distances with any other vectors are close to 1. Thus if γ ∈ Γ and γF = F , then γ0 = 0.
Since rj ’s are all different,γrjej = rjej for each j, and since {r1e1, . . . , rded} is a basis for
Rd, γ must be e.

Lemma 3.3.9. For any r > 0 and R > 0 there are R′ > 0 and C1 > 0 such that, if x ∈ Rd

and D is a Delone set of Rd which is relatively dense with respect to R and uniformly
discrete with respect to r, then

card(SymΓx
D ∩B(x,R′)) < C1. (3.17)

Proof. Take R′ > 0 large enough so that if e′1, e
′
2, . . . , e

′
d ∈ Rd and ∥ej − e′j∥ < R

R′−R for
each j, then {e′1, e′2, . . . , e′d} is linear independent. Set C1 > k!, where k is an integer such

that k > µ(B(0,R′+r))
µ(B(0, r

2
)) .

Take (R, r)-Delone set D and x ∈ Rd arbitrarily. For each j = 1, 2, . . . , d, there is
xj ∈ D ∩B(x+ (R′ −R)ej , R). Then for each j we have ∥ 1

R′−R(xj − x)− ej∥ < R
R′−R and

so the set of vectors {xj − x | j = 1, 2, . . . , d} is a basis for Rd.
If γ ∈ Γx and g(y) = y for each y ∈ D ∩ B(x,R′), then since γ fixes x, x1, x2, . . . , xd,

γ = e. Thus we have an embedding of SymΓx
D ∩ B(x,R′) into the permutation group of

the set D ∩ B(x,R′). Since for any two distinct y, z ∈ D ∩ B(x,R′) we have B(y, r/2) ∩
B(z, r/2) = ∅, we see µ(B(0, r/2)) cardD ∩ B(x,R′) ≦ µ(B(0, R′ + r)). The order of
the permutation group is less than C1 which we take above. We thus see the inequality
(3.17).

3.3.2 Proof of Theorem 3.3.1

Let P ∈ Π1 be an abstract pattern that consists of bounded components (Definition 3.1.18).

Suppose P is Delone-deriving, that is, there is a Delone set D in Rd such that P Γ→ D.

Lemma 3.3.10. There exists R0 > 0 such that (D,R0) decomposes P (Definition 3.2.32).

Proof. The set D is Delone, so that it is relatively dense for a positive RD > 0 and
uniformly discrete for rD > 0. For these RD and rD, there are R′ and C1 as in Lemma
3.3.9. The abstract pattern P consists of bounded components so that there is RP as in
Definition 3.1.18. Since D is locally derivable from P, there is a constant RLD > 0 for a
point x0 = y0 = 0 as in 1. of Lemme 3.2.15. Take R0 > RD +RP +RLD +R′.

The first condition of Definition 3.2.32 is satisfied by the assumption.
The Second Condition of Definition 3.2.32. First we show {P ∩ B(x,R0) | x ∈ D} is

locally finite and pairwise compatible. For each x ∈ Rd and r > 0, we have an inclusion

{y ∈ D | B(y,R0) ∩B(x, r) ̸= ∅} ⊂ D ∩B(x,R0 + r)
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and the latter is finite. Hence {P ∩ B(y,R0) ∩ B(x, r) | y ∈ D} is finite, since it is a zero
element except for finitely many y′s and by Lemma 3.1.41, zero element is unique. On the
other hand, pairwise-compatibility is clear since for each P ∩B(x,R0), P is a majorant.

Since Π1 is glueable, there is the supremum Q =
∨
{P ∩ B(x,R0) | x ∈ D}. On one

hand, we see by Lemma 3.1.23 suppQ =
∪

x∈D supp(P ∩B(x,R0)) ⊂ suppP; on the other
hand, if y ∈ suppP, then

y ∈ supp(P ∩B(y,RP)) ⊂ supp(P ∩B(x,R0)) ⊂ suppQ

for some x ∈ D, and so suppP ⊂ suppQ; we see suppP = suppQ. Since P ≧ P∩B(x,R0)
for each x ∈ D and Q is the supremum of such abstract patterns, we have P ≧ Q. Thus
P = P ∩ suppP = P ∩ suppQ = Q by the definition of order ≧ (Definition 3.1.19).

The Third Condition of Definition 3.2.32. For each x ∈ D, take γ ∈ SymΓx
P∩B(x,R0).

Then

(γP) ∩B(x,R0) = γ(P ∩B(x,R0)) = P ∩B(x,R0),

and since P Γ→ D with respect to the constant RLD, we have

γ(D ∩B(x,R′)) = (γD) ∩B(x,R′) = D ∩B(x,R′).

This means that γ ∈ SymΓx
D ∩B(x,R′). By definition of C1, card SymΓx

P ∩B(x,R0) ≦
card SymΓx

D ∩B(x,R′) < C1.

By Lemma 3.3.10, there is R0 > 0 such that (D,R0) decomposes P.
By Lemma 3.2.34, there is a set Λ and a tuple of ingredients (Pλ)λ∈Λ. Let (Cλ)λ∈Λ be

the recipe for P with respect to (D,R0, (Pλ)λ). Then we have the following:

• Λ is a set which is at most countable.

• Since each Pλ is a copy of an abstract pattern of the form P ∩ B(x,R0) (x ∈ D)
by an element γ ∈ Γ such that γx = 0, by Definition 3.2.32 we have the following:
Gλ = SymΓ0

Pλ is a finite group, for each λ ∈ Λ, and maxλ cardGλ < ∞.

• For each λ ∈ Λ, Cλ is a subset of Γ such that

CλGλ = Cλ. (3.18)

• D is a Delone set such that

D = {γ0 | λ ∈ Λ, γ ∈ Cλ}. (3.19)

• There is r0 > 0 such that,

if λ, µ ∈ Λ, γ ∈ Cλ, η ∈ Cµ and ρ(γ0, η0) ≦ 4r0, then γ0 = η0,

and so λ = µ and γ−1η ∈ Gλ. (3.20)
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By Proposition 3.2.39, we have P Γ↔ (Cλ)λ. To prove S Γ↔ P for some S ∈ Σ, we

construct an abstract pattern S in Σ such that S Γ↔ (Cλ)λ. It consists of three steps.
Step 1: construction of E .
By Lemma 3.3.4, there are yλ ∈ B(0, 34r0) \ B(0, 12r0) for each λ ∈ Λ and r1 ∈ (0, 18r0)

such that

• inf{ρ(γyλ, yλ) | λ ∈ Λ, γ ∈ Gλ \ {e}} > 4r1 > 0, and

• if λ, µ are two distinct elements of Λ, then we have ρ(0, yλ) ̸= ρ(0, yµ).

By Lemma 3.3.8, there are F ⊂ B(0, 12r1) and r2 ∈ (0, 14r1) such that

• If x, y ∈ F and x ̸= y, then ρ(x, y) > 4r2,

• SymΓ F = {e}, and

• ∞ > cardF > 1.

Take γx ∈ Γ, for each x ∈ X, such that γx0 = x.

Definition 3.3.11. Let P be a symmetric building block of Σ for (0, r2). (Its existence is
assumed in Setting 5.) Set E =

∨
{γxP | x ∈ F}.

Remark 3.3.12. Since points of F are separated by the distance 4r2, by the definition of
building block the set {γxP | x ∈ F} is pairwise compatible. Since it is a finite set, it is
locally finite. Its supremum exists.

Lemma 3.3.13. SymΓ E = {e}.

Proof. Take γ ∈ Γ such that γE = E . Since γE =
∨
{γγxP | x ∈ F}, by Lemma 3.2.46,

for each x ∈ F there is y ∈ F such that γγxP = γyP. By the definition of building block
(Definition 3.2.41), we have γγx0 = γy0 and γx = y. This implies that γF ⊂ F and
γF = F , which implies that γ = e.

Lemma 3.3.14. The set {P, E} is a family of building block of Σ for (0, r1).

Proof. We apply Lemma 3.2.44. The sets {e} and {γx | x ∈ F} play the role of admissible
digits. If x ∈ F , then

ρ(γx0, 0) = ρ(x, 0) ≦ 1

2
r1 < r1 − 2r2,

and so by Lemma 3.2.44 the first two axioms for family of building block are satisfied.
Since P is a building block, we have SymΓ P ⊂ Γ0. Moreover, SymΓ E = {e} ⊂ Γ0.

Finally we never have γP = E for any γ ∈ Γ. If this holds we have, by Lemma 3.2.46,
γxP = γP for any x ∈ F , and this implies x = γx0 = γ0 for each x ∈ F . This contradicts
the fact that cardF > 1.
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Step2: construction of Rλ.
For each λ ∈ Λ, set

Rλ =
∨

{P} ∪ {γγyλE | γ ∈ Gλ}.

Lemma 3.3.15. The set {Rλ | λ ∈ Λ} is a family of building block for (0, r0).

Proof. Since γ0 = 0, we have for each γ ∈ Gλ,

ρ(γγyλ0, 0) = ρ(0, yλ) >
1

2
r0 > 4r1,

and by definition of yλ’s, for each distinct γ, η ∈ Gλ,

ρ(γγyλ0, ηγyλ0) = ρ(η−1γyλ, yλ) > 4r1

we see the pair of {e} and {γγyλ | γ ∈ Gλ} forms an admissible digit, for each λ ∈ Λ.
Moreover,

ρ(γγyλ0, 0) = ρ(0, yλ) ≦
3

4
r0 < r0 − 2r1

we see, by Lemma 3.2.44, the first two axioms for the building block are satisfied.
Suppose λ, µ ∈ Λ, γ0 ∈ Γ and γ0Rλ = Rµ. By Lemma 3.2.46, we have γ0P = P and

so γ00 = 0. Again by Lemma 3.2.46, there is γ ∈ Gµ such that γ0γyλE = γγyµE , and so by
Lemma 3.3.13, γ0γyλ = γγyµ . This implies that (since γ0 and γ fix 0)

ρ(0, yλ) = ρ(0, γ0γyλ0) = ρ(0, γγyµ0) = ρ(0, yµ)

and so λ = µ.

Lemma 3.3.16. SymΓRλ = Gλ for each λ.

Proof. Take γ0 ∈ SymΓRλ. By Lemma 3.2.46, there is γ ∈ Gλ such that γ0γyλE = γγyλE
and so by Lemma 3.3.13 we have γ0 = γ ∈ Gλ.

On the other hand, if γ0 ∈ Gλ, then

γ0Rλ =
∨

{γ0P} ∪ {γ0γγyλE | γ ∈ Gλ}

=
∨

{P} ∪ {γγyλE | γ ∈ Gλ}

=Rλ,

since P is a symmetric building block.
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Step3: Construction of S and its property.
Define

S =
∨

{γRλ | λ ∈ Λ, γ ∈ Cλ}.

by (3.20), (Cλ)λ is an admissible digit for (Rλ)λ∈Λ and so S is well-defined.

Lemma 3.3.17. S Γ→ D.

Proof. Let R be an arbitrary positive real number. Set L = R+3r0. Assume γ, η ∈ Γ and

(γS) ∩B(0, L) = (ηS) ∩B(0, L). (3.21)

Set Ξ = {ξRλ | λ ∈ Λ, ξ ∈ Cλ}, then by (3.21) and Lemma 3.2.14, we see∨
(γΞ ∩B(0, L)) =

∨
(ηΞ ∩B(0, L)).

Consider the following two finite sets:

F1 = {γξ0 | λ ∈ Λ, ξ ∈ Cλ, γξRλ ∩B(0, L) ̸= 0}

and

F2 = {ηζ0 | λ ∈ Λ, ζ ∈ Cλ, ηζRλ ∩B(0, L) ̸= 0}.

For each x = γξ0 ∈ F1, we consider an abstract pattern P1
x = γξRλ ∩ B(0, L). This is

included in B(γξ0, r0). For F2 we define P2
x’s in a similar way. We can apply Lemma 3.1.25

and obtain the following: if λ ∈ Λ, ξ ∈ Cλ and γξRλ ∩ B(0, L) ̸= 0, there is µ ∈ Λ and
ζ ∈ Cµ such that

(γξRλ) ∩B(0, L) = (ηζRµ) ∩B(0, L).

Now we prove (γD)∩B(0, R) ⊂ (ηD)∩B(0, R). Take an element γξ0 from the left-hand
side set, where ξ ∈ Cλ for some λ and γξ0 ∈ B(0, R). Then supp γξRλ ⊂ B(0, R+ r0). As
in the previous paragraph, there are µ ∈ Λ and ζ ∈ Cµ such that γξRλ = (ηζRµ)∩B(0, L).
The support of this abstract pattern is included in B(0, R + r0) and the support of ηζRµ

has diameter less than 2r0; we have supp(ηζRµ) ⊂ B(0, L) and so γξRλ = ηζRµ. Since
(Rλ)λ is a family of building block, we see λ = µ and γξ0 = ηζ0 ∈ ηD. We have proved
(γD) ∩B(0, R) ⊂ (ηD) ∩B(0, R) and by symmetry the reverse inclusion is true.

Lemma 3.3.18. For each λ ∈ Λ and γ ∈ Cλ, we have

S ∩B(γ0, r0) = γRλ.
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Proof. If µ ∈ Λ, η ∈ Cµ and ηRµ ∩ B(γ0, r0) ̸= 0, then ρ(γ0, η0) ≦ 2r0 and so by (3.20),
λ = µ and γRλ = ηRµ. Hence

S ∩B(γ0, r0) =
∨

{ηRµ ∩B(γ0, r0) | µ ∈ Λ, η ∈ Cµ}

=
∨

{γRλ ∩B(γ0, r0)}

= γRλ.

Lemma 3.3.19. The pair (D, r0) decomposes S.

Proof. Clear by the definition of S, Lemma 3.3.18 and Lemma 3.3.17 and Lemma 3.3.16.

Lemma 3.3.20. (Rλ)λ is a tuple of ingredients for S with respect to (D, r0) and (Cλ) is
the recipe for S with respect to (D, r0, (Rλ)λ∈Λ).

Proof. Take x ∈ D arbitrarily. By (3.19), there are λ ∈ Λ and γ ∈ Cλ such that x = γ0 and
by Lemma 3.3.18, S ∩B(x, r0) = S ∩B(γ0, r0) = γRλ. Uniqueness of such λ is clear since
(Rµ)µ∈Λ is a family of building block. We have shown that (Rµ) is a tuple of ingredients
for P with respect to (D, r0).

Next we show that (Cλ)λ is the recipe. If µ ∈ Λ and γ ∈ Cµ, then γ0 ∈ D by (3.19)
and S ∩ B(γ0, r0) = γRµ by Lemma 3.3.18, and so γ ∈ Γµ(S, D, r0, (Rλ)). Conversely, if
γ ∈ Γµ(S, D, r0, (Rλ)), then γ0 ∈ D and γRµ = S ∩ B(γ0, r0). By (3.19), there is ν ∈ Λ
and η ∈ Cν such that γ0 = η0, and so by Lemma 3.3.18, ηRν = S ∩ B(η0, r0). This
implies that γRµ = ηRν , and so µ = ν and η−1γ ∈ SymΓRµ = Gµ. By (3.18), we see
γ = ηη−1γ ∈ CµGµ = Cµ. We have proved Cµ = Γµ(S, D, r0, (Rλ)) for any µ ∈ Λ.

Theorem 3.3.21. S Γ↔ (Cλ)λ.

Proof. Clear from Lemma 3.3.20 and Proposition 3.2.39.

Corollary 3.3.22. P Γ↔ S.

Proof. By Proposition 3.2.39, P Γ↔ (Cλ) because (Cλ) is a recipe for P. Combined with

Theorem 3.3.21 we have P Γ↔ S.

Lemma 3.3.23. suppS is relatively dense.

Proof. For any x ∈ Rd there is y ∈ D near x. By (3.19), there are λ ∈ Λ and γ ∈ Cλ

such that y = γ0. Since supp γRλ ⊂ B(y, r0), any point in supp γRλ, which is a point in
suppS, is near x.

This lemma completes the proof of Theorem 3.3.1.
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3.4 An application of Theorem 3.3.1

Here we apply Theorem 3.3.1 to the theory of pattern-equivariant functions.
We start with a definition in an abstract setting:

Definition 3.4.1. Let Π be a pattern space over (X,Γ) and Π′ be a pattern space over
(Y,Γ), where Γ is a group which acts on metric spaces X and Y respectively as isometries.
Let Σ be a subshift of Π′. For each P ∈ Π, we set

ΣP = {Q ∈ Σ | P Γ→ Q}.

In order to study the relations between P and ΣP , its maximal elements, that is,

elements Q ∈ Σ such that P Γ↔ Q, are useful. It may be that there is no maximal
elements, but Theorem 3.3.1 gives us a sufficient condition for P and Σ to admit maximal
elements. In the following theorem, using maximal elements, we show ΣP has all of the
information on P up to MLD:

Theorem 3.4.2. Let Γ be a closed subgroup of E(d) that contains Rd. Let Π,Π′,Π′′ be
glueable pattern spaces over (Rd,Γ) and Σ a glueable subshift of Π′′ which has sufficiently
many symmetric building blocks. Take P ∈ Π and P ′ ∈ Π′ and assume that they consist
of bounded components and they are Delone-deriving (Definition 3.2.19). Then we have

P Γ↔ P ′ if and only if ΣP = ΣP ′ .

Proof. If P Γ↔ P ′, then for any Q ∈ ΣP we have P ′ Γ→ P Γ→ Q, and so Q ∈ ΣP ′ . The
converse also holds and so ΣP ′ = ΣP ′ .

Suppose ΣP = ΣP ′ . By Theorem 3.3.1 there is Q ∈ ΣP such that P Γ↔ Q (that is,

Q is a maximal element). Since Q ∈ ΣP ′ , we have P ′ Γ→ Q and so P ′ Γ→ P. Similarly

P Γ→ P ′.

Thus under the assumption of Theorem 3.4.2, in order to analyze P up to MLD it
suffices to investigate ΣP .

Next we move on to the theory of pattern equivariant functions. We will show for certain
Σ consisting of functions, ΣP is the space of pattern equivariant functions. First we recall
the definition of pattern equivariant functions. Kellendonk [10] defined pattern-equivariant
functions for tilings or Delone sets in order to study cohomology of the tiling spaces. Rand
[23] generalized the definition to incorporate rotations and flips in the 2-dimensional cases.
We recall the definitions here.

Definition 3.4.3. Let T be a tiling of Rd and C be a subset of Rd. Set

T ⊓ C = {T ∈ T | T ∩ S ̸= ∅}.
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Kellendonk gave a definition for subsets of Rd, but here we define pattern-equivariant
functions for tilings ([9]).

Definition 3.4.4 ([10],[9]). Let T be a tiling of Rd and X be a set. A function f : Rd → X
is said to be T -equivariant if there is R > 0 such that x, y ∈ Rd and (T − x) ⊓ B(0, R) =
(T − y) ⊓B(0, R) imply f(x) = f(y).

Definition 3.4.5 ([23]). Let T be a tiling of Rd, Γ a closed subgroup of E(d) that contains
Rd, G an abelian group and ϕ : Γ0 → Aut(G) a group homomorphism. Here, Aut(G) is
the group of automorphisms of G. We say a function f : Rd → G is T -equivariant with
representation ϕ, or is ϕ-invariant, if there is R > 0 such that x, x′ ∈ Rd, γ ∈ Γ0 and

(T ⊓B(x′, R))− x′ = γ(T ⊓B(x,R)− x)

imply f(x′) = ϕ(γ)(f(x)).

We show these pattern equivariant functions are captured in terms of local derivability
in the following two lemmas (Lemma 3.4.6 and Lemma 3.4.7).

Lemma 3.4.6. Let T be a tiling which consists of bounded components. In other words,
the diameter of tiles in T is bounded from above. Then for any f ∈ Map(Rd,C), f is

T -equivariant if and only if T Rd

→ f . Here we regard T as an element of Patch(Rd) (Exam-
ple 3.2.7), which is a pattern space over (Rd,Rd), and f as an element of Map(Rd,C, 0)
(Example 3.2.9), which is a pattern space over (Rd,Rd).

For what follows let π : Γ ∋ (a,A) 7→ A ∈ Γ0 be the projection.

Lemma 3.4.7. Let T be a tiling which consists of bounded components. Let Γ be a closed
subgroup of E(d) that contains Rd, G an abelian group and ϕ : Γ0 → Aut(G) a group
homomorphism. Then for any f ∈ Map(Rd, G), f is T -equivariant with representation ϕ

if and only if T Γ→ f . Here T is regarded as an element of Patch(Rd) (Example 3.2.7),
which is a pattern space over (Rd,Γ), and f is regarded as an element of Mapϕ◦π(Rd, G, e)

(Example 3.2.9), which is a pattern space over (Rd,Γ).

These two lemmas show that pattern equivariant functions are just functions which are
locally derivable from the tiling. Thus in the case where T is a tiling of Rd that consists
of bounded components and Σ is a certain subshift consisting of functions, ΣT (Definition
3.4.1) is just the space of all T -equivariant functions (either in the sense of Definition 3.4.4
or Definition 3.4.5).

We apply Theorem 3.4.2 to this situation where Σ is a space of functions and obtain an
insight on pattern equivariant functions. We will show that the space of smooth pattern
equivariant functions, with their ranges in Cm, remembers the original abstract pattern up
to MLD (Theorem 3.4.10).
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Here is the setting: let Γ be a closed subgroup of E(d) that contains Rd. Take a group ho-
momorphism ϕ : Γ0 → GLm(C). Let C∞

ϕ◦π(Rd,Cm, 0) be the subshift of Mapϕ◦π(Rd,Cm, 0)

consisting of all smooth elements of Mapϕ◦π(Rd,Cm, 0). (We say a map f : Rd → Cm is
smooth if ⟨f(·), v⟩ is smooth for any v ∈ Cm, where ⟨·, ·⟩ is the standard inner product.) In
order to use Theorem 3.4.2 to Σ = C∞

ϕ◦π(Rd, G, 0), we need to show Σ admits sufficiently
many symmetric building blocks. We show in two cases there are sufficiently many building
blocks (Lemma 3.4.8 and Lemma 3.4.9.)

Lemma 3.4.8. Suppose there is v ∈ Cm \ {0} such that ϕ(γ)v = v for each γ ∈ Γ0. Then
C∞
ϕ◦π(Rd,Cm, 0) has sufficiently many symmetric building blocks: in other words, for any

r > 0 there is a symmetric building block gr for (0, r).

Proof. For each r > 0, set

fr(x) =

{
exp(− 1

r2−∥x∥2 ) if ∥x∥ < r

0 otherwise

for each x ∈ Rd. Then fr is a smooth real-valued function on Rd. Set gr(x) = fr(x)v.Then
∅ ̸= supp gr ⊂ B(0, r). Moreover if γ, η ∈ Γ and ρ(γ0, η0) > 4r, then γgr and ηgr are
compatible since

g(x) =


γgr(x) if x ∈ B(γ0, r)

ηgr(x) if x ∈ B(η0, r)

0 otherwise

is a majorant. Finally SymΓ gr = Γ0.

Lemma 3.4.9. Suppose Γ0 is finite. Then C∞
ϕ◦π(Rd,Cm, 0) has sufficiently many building

blocks.

Proof. For any r > 0, take x ∈ Rd and r1 ∈ (0, r/4) such that ∥x∥ < r/2 and if A ∈ Γ0 and
A ̸= I, then ∥Ax − x∥ > 4r1. Take v ∈ Cm and set f(x) = fr1(x)v (we defined fr1 in the
proof of Lemma 3.4.8.) Set h =

∨
{(A,Ax)f | A ∈ Γ0}. Then h is a symmetric building

block.

By Lemma 3.4.8, Lemma 3.4.9 and Theorem 3.4.2, we have the following:

Theorem 3.4.10. Assume the same assumption as in Lemma 3.4.8 or in Lemma 3.4.9.
Let Π and Π′ be glueable pattern spaces over (Rd,Γ) and take P and P ′ from Π and Π′ re-
spectively. Assume P and P ′ are both Delone-deriving and consist of bounded components.

Set Σ = C∞
ϕ◦π(Rd,Cm, 0). Then P Γ↔ Q if and only if ΣP = ΣQ.
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Thus in order to study Delone deriving abstract patterns which consists of bounded
components up to MLD, it suffices to study the space ΣP (where Σ = C∞

ϕ◦π(Rd,Cm, 0)) of
smooth pattern-equivariant functions.

We may regard the space ΣP as the space of functions that reflect the structure of
P. Sometimes in mathematics the set of functions that reflect the structure of an object
remembers the original object. For example, consider a locally compact abelian group and
its dual, or a smooth manifold M and its space C∞(M) of smooth functions. Theorem
3.4.10 is similar to such phenomena.
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Chapter 4

Local matching topology,
repetitivity and stripe structure

4.1 The definition and properties of local matching topology

Setting 6. In this section (X, ρ) is a non-empty proper metric space and Γ is a locally
compact topological group. Assume Γ acts on X as isometries and the action is jointly
continuous. Assume also that there is a left-invariant metric ρΓ on Γ which is compatible
with the original topology on Γ and the metric ρΓ is proper. Let C0(X) be the set of all
compact subsets of X and V the set of all compact neighborhoods of e ∈ Γ. Let Π be a
pattern space over (X,Γ).

In this section we define and investigate local matching topologies on pattern spaces.
We use the theory of uniform structure to define them. The uniform structure will be
metrizable, but the description of a metric is not simple when Γ is non-commutative,
and this is why we prefer uniform structure. With respect to this uniform structure, two
abstract patterns P and Q in Π are “close” when they match in a “large region” after
sliding Q by “small” γ ∈ Γ. This is analogous to the product topology of the space AZ,
where A is a finite set; in fact we can show on this space the relative topology of the local
matching topology on a space of maps coincides with the product topology.

Definition 4.1.1. For K ∈ C0(X) and V ∈ V , set

UK,V = {(P,Q) ∈ Π×Π | there is γ ∈ V such that P ∩K = (γQ) ∩K}.

Lemma 4.1.2. If K1 ⊂ K2 and V2 ⊂ V1, then UK2,V2 ⊂ UK1,V2.

Lemma 4.1.3. The set

{UK,V | K ∈ C0(X), V ∈ V } (4.1)

satisfies the axiom of fundamental system of entourages.
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Proof. (1) For any K ∈ C0(X), V ∈ V and P ∈ Π, we have (P,P) ∈ UK,V since P ∩K =
P ∩K.

(2) For any K and V , take (P,Q) ∈ UV −1K,V −1 . There is γ ∈ V such that

P ∩ V −1K = (γ−1Q) ∩ V −1K.

Multiplying by γ both sides we have

(γP) ∩ γV −1K = Q∩ γV −1K,

and so

(γP) ∩K = (γP) ∩ γV −1K ∩K

= Q∩ γV −1K ∩K

= Q∩K.

We have (Q,P) ∈ UK,V and so U−1
V −1K,V −1 ⊂ UK,V .

(3) By Lemma 4.1.2, for K1,K2 ∈ C0(X) and V1, V2 ∈ V , we have

UK1∪K2,V1∩V2 ⊂ UK1,V1 ∩ UK2,V2 .

(4)Take K ∈ C0(X) and V ∈ V arbitrarily. Set K1 = (V −1K) ∪ K and take V1 ∈ V
such that V1V1 ⊂ V . Note that V1 ⊂ V . If (P1,P2), (P2,P3) ∈ UK1,V1 , then there are γ1
and γ2 in V1 such that P1 ∩K1 = (γ1P2) ∩K1 and P2 ∩K1 = (γ2P3) ∩K1. We have

(γ1γ2P3) ∩K = γ1((γ2P3) ∩K1) ∩K

= γ1(P2 ∩K1) ∩K

= (γ1P2) ∩K

= ((γ1P2) ∩K1) ∩K

= (P1 ∩K1) ∩K

= P1 ∩K.

Thus (P1,P3) ∈ UK,V . We have proved U2
K1,V1

⊂ UK,V .

Definition 4.1.4. Let U be the set of all entourages generated by (4.1). The uniform
structure defined by U is called the local matching uniform structure and the topology
defined by it is called the local matching topology.

Next we give a sufficient condition for the local matching topology to be Hausdorff.

Definition 4.1.5. Suppose Π admits a unique zero element 0. An abstract pattern P ∈ Π
is called an atom if suppP is compact and

Q ∈ Π and Q ≦ P ⇒ P = Q or Q = 0.
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For P ∈ Π set

A(P) = {Q : atom | Q ≦ P}.

A subset Σ ⊂ Π is said to be atomistic if for any P ∈ Π we have P =
∨

A(P).
A subset Σ ⊂ Π is said to have limit inclusion property if the following condition is

satisfied:

for any P ∈ Σ and an atom Q ∈ Π, if for any V ∈ V

there is γV ∈ V such that γV Q ≦ P, we have Q ≦ P.

Proposition 4.1.6. Suppose Π admits a unique zero element 0. Let Σ be a nonempty
subset of Π which is atomistic and has limit inclusion property. Then the local matching
topology on Σ is Hausdorff.

Proof. Take P,Q ∈ Σ and suppose (P,Q) ∈ UK,V for any K ∈ C0(X) and V ∈ V . We
show P = Q. Take R ∈ A(P). Set K = suppR. For any V ∈ V there is γV ∈ V such that

P ∩K = (γ−1
V Q) ∩K.

This implies that

γV R ≦ Q,

and so by limit inclusion property, we have

R ≦ Q.

Since Σ is atomistic, we have P ≦ Q. The converse is proved in the same way and we have
Q ≦ P and so P = Q.

Lemma 4.1.7. Let Y be a non-empty topological space and y0 be an element of Y . Take a
group homomorphism ϕ : Γ → Homeo(Y ) which is continuous with respect to the compact-
open topology and such that ϕ(γ)y0 = y0 for each γ ∈ Γ. Then Cb(X,Y, y0) = {f ∈
Mapϕ(X,Y, y0) | continuous and bounded} is atomistic and has limit inclusion property as
a subset of the pattern space Mapϕ(X,Y, y0) (Definition 3.2.9).

Proof. For each x ∈ X and y ∈ Y \ {y0}, the function defined by

φy
x(x

′) =

{
y if x = x′

y0 if x ̸= x′

is an atom of Mapϕ(X,Y, y0). Any atom of Mapϕ(X,Y, y0) is of this form. For f ∈
Cb(X,Y, y0), we have

A(f) = {φf(x)
x | x ∈ X and f(x) ̸= y0}.
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We see f =
∨
A(f). We have proved that Cb(X,Y, y0) is atomistic.

Next we show Cb(X,Y, y0) has limit inclusion property. Take any x ∈ X and y ∈
Y \ {y0}, and assume that for any V ∈ V there is γV ∈ V such that γV φ

y
x ≦ f . Since

supp γV φ
y
x = {γV x}, we have

f(γV x) = (γV φ
y
x)(γV x) = ϕ(γV )(φ

y
x(x)) = ϕ(γV )(y).

Since f is continuous and the action Γ ↷ X is continuous,

f(x) = lim
V

f(γV x) = lim
V

ϕ(γV )(y) = y,

and so f ≧ φy
x. We have shown Cb(X,Y, y0) has limit inclusion property.

Corollary 4.1.8. The relative topology of the local matching topology on Cb(X,Y, y0) is
Hausdorff.

Proof. Clear by Proposition 4.1.6 and Lemma 4.1.7.

As the following lemma shows, the local matching topology on Mapϕ(X,Y, y0) is not
necessarily Hausdorff:

Lemma 4.1.9. On Map(R,C, 0), the local matching topology is not Hausdorff.

Proof. Take f = 1Q and g = 1Q+a, where a is any irrational number. Then (f, g) belongs
to any entourage.

Lemma 4.1.10. The pattern space Patch(X) (Definition 3.2.7) over (X,Γ) is atomistic
and has limit inclusion property.

Proof. Let T be a tile. Then {T} is an atom. Any atom in Patch(X) is of this form. For
any patch P ∈ Patch(X), we have

A(P) = {{T} | T ∈ P},

and so P =
∪

A(P) =
∨

A(P). We have shown that Patch(X) is atomistic.
To prove Patch(X) satisfies limit inclusion property, take P ∈ Patch(X) and a tile T

and assume for any V ∈ V there is γV ∈ V such that γV {T} ≦ P, that is, γV T ∈ P.
We show T ∈ P. There is V0 ∈ V such that if V1, V2 ∈ V and Vj ⊂ V0 for each j, then
γV1T ∩ γV2T ̸= ∅. Since γVjT is in a patch P for each j, we see γV1T = γV2T . It suffices
to show that T = γV0T since γV0T ∈ P. If x ∈ T , then if V1 ∈ V is small enough we have
V1 ⊂ V0 and γ−1

V1
x ∈ T . Since γV1T = γV0T , we see x ∈ γV0T . Conversely, if x ∈ γV0T ,

then if V1 ∈ V is small enough γV1x ∈ γV0T = γV1T , and so x ∈ T . We have shown
T = γV0T .

Corollary 4.1.11. The local matching topology on Patch(X) is Hausdorff.
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Proof. Clear by Proposition4.1.6 and Lemma 4.1.10.

Lemma 4.1.12. The pattern space C(X) (Example 3.2.8) is atomistic and has limit in-
clusion property.

Proof. For any x ∈ X, the one-point set {x} is an atom. Any atom in C(X) is of this form.
For D ∈ C(X), A(D) = {{x} | x ∈ D} and D =

∨
A(D). Thus C(X) is atomistic.

Take any x ∈ X and D ∈ C(X), and assume for each V ∈ V there is γV ∈ V such that
γV {x} ≦ D, that is, γV x ∈ D. Since D is closed, we see x = limV γV x ∈ D.

Corollary 4.1.13. The local matching topology on UDr(X) is Hausdorff.

Proof. Clear by Proposition 4.1.6 and Lemma 4.1.12.

Next we show the group action is continuous.

Lemma 4.1.14. The group action Γ ↷ Π is jointly continuous with respect to the local
matching topology.

Proof. Take P0 ∈ Π and γ0 ∈ Γ arbitrarily. We show the map Π × Γ ∋ (P, γ) 7→ γP ∈ Π
is continuous at (P0, γ0). To prove this take a neighborhood of γ0P0 arbitrarily. We may
assume that this neighborhood is of the form UK,V (γ0P0) for some K ∈ C0(X) and V ∈ V .
Set K ′ = γ−1

0 K and take V ′ ∈ V such that if ξ ∈ V ′ and γ ∈ γ0V
′, we have γ0ξγ

−1 ∈ V .
If P ∈ UK′,V ′(P0) and γ ∈ γ0V

′, there is ξ ∈ V ′ such that P0 ∩K ′ = (ξP) ∩K ′. We
have

γ0P0 ∩K = γ0(P0 ∩K ′)

= γ0(ξP ∩K ′)

= (γ0ξγ
−1γP) ∩K,

and so γP ∈ UK,V (γ0P0).

Next we prove that under a mild condition the local matching uniform structure on a
subshift is complete.

Lemma 4.1.15. For each n = 1, 2, . . . take γn ∈ Γ such that ρΓ(e, γn) < 1
2n . Then the

following hold:

1. ρΓ(γnγn−1 · · · γm, e) < 1
2m for each n ≧ m ≧ 1.

2. For any m ≧ 1 the sequence (γnγn−1 · · · γm)n≧m is a Cauchy sequence.
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Proof. 1. We have

ρΓ(γn · · · γm, e) ≦
n−1∑
k=m

ρΓ(γn · · · γk, γn · · · γk+1) + ρΓ(γn, e)

=

n∑
k=m

ρΓ(e, γk+1)

<
∑ 1

2k+1

<
1

2m
.

2. For any ε > 0, there is δ > 0 such that if γ, η, ζ ∈ B(e, 1) and ρΓ(γ, η) < δ, then
ρΓ(γζ, ηζ) < ε. This follows from the fact that B(e, 1) is compact and so the multiplication
B(e, 1) × B(e, 1) ∋ (γ, η) 7→ γη ∈ Γ is uniformly continuous. If n > k ≧ m and k is large
enough, by 1.,

ρΓ(γn · · · γk+1, e) < δ.

By the definition of δ, we have

ρΓ(γn · · · γm, γk · · · γm) < ε.

Since ε was arbitrary, we see the sequence is Cauchy.

Proposition 4.1.16. Suppose Π is glueable. Suppose also that there is x0 ∈ X such that

ρ(γx0, ηx0) ≦ ρΓ(γ, η)

holds for any γ, η ∈ Γ. Let Σ be a glueable subshift of Π which has limit inclusion property
and is atomistic. Then the local matching uniform structure on Σ is complete.

Proof. Since on Σ the local matching topology is Hausdorff (Proposition 4.1.6), the local
matching uniform structure on Σ is metrizable (Lemma B.0.16). It suffices to show that
any Cauchy sequences in Σ converge.

Let (Pn)n be a Cauchy sequence in Σ. Set Kn = B(x0, n) and Vn = B(e, 1
2n ) ⊂ Γ

for each n = 1, 2, . . .. Since it suffices to show a subsequence of (Pn) converges, we may
assume that (Pk,Pl) ∈ UKn,Vn for any n > 0 and k, l ≧ n. For each n > 0 there is γn ∈ Vn

such that

(γnPn) ∩Kn = Pn+1 ∩Kn.

By Lemma 4.1.15, since Γ is complete, there is a limit

ξn = lim
m→∞

γmγm−1 · · · γn ∈ B(e,
1

2n
)
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for each n > 0. Note that ξn = ξn+1γn for each n.
If n < m, then since

ξm+1Km = B(ξm+1x0,m) ⊃ B(x0,m− 1) ⊃ B(x0, n) = Kn,

we have

(ξmPm) ∩Kn = (ξm+1((γmPm) ∩Km)) ∩Kn

= (ξm+1(Pm+1 ∩Km)) ∩Kn

= (ξm+1Pm+1) ∩Kn.

By induction we have

(ξmPm) ∩Kn = (ξn+1Pn+1) ∩Kn (4.2)

foe each n,m with m > n. This means that

(ξn+1Pn+1) ∩Kn ≦ (ξn+2Pn+1) ∩Kn+1 (4.3)

for any n > 0.
Set

Qk =
∨

{(ξn+1Pn+1) ∩Kn | n > k}

for each k = 1, 2, . . .. We need to show that such a supremum exists. To this objective
it suffices to show that Ξk = {(ξn+1Pn+1) ∩ Kn | n > k} is locally finite and pairwise
compatible. By (4.2), we have

(ξm+1Pm+1) ∩Km ∩Kn = (ξn+1Pn+1) ∩Kn

for any n,m with k < n < m, and so Ξk is pairwise compatible. To prove Ξ is locally
finite, take a closed ball B. For any sufficiently large n, we have Kn ⊃ B, and so if m is
larger than this n we have by (4.2)

(ξm+1Pm+1) ∩Km ∩B = (ξm+1Pm+1) ∩Kn ∩B = (ξn+1Pn+1) ∩Kn ∩B,

and so Ξ ∩ B is finite. Since B was arbitrary, Ξ is locally finite. Thus Qk is well-defined
and is in Σ since Σ is glueable.

By Ξ1 ⊃ Ξk, we have Q1 ≧ Qk for each k. On the other hand, by (4.3) Qk ≧
(ξn+1Pn+1) ∩Kn for any n and so Qk ≧ Q1; we have shown Q1 = Qk for any k > 0.

Finally Q1 is the limit of (Pn), since for each k > 0 (4.2) implies that

Q1 ∩Kk =
∨

{ξn+1Pn+1 ∩Kk | n > k}

= (ξk+1Pk+1) ∩Kk

and so Pk+1 ∈ UKk,Vk
(Q1). (Note that UKk+1,Vk+1

⊂ UKk,Vk
.)
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Remark 4.1.17. As corollaries we have Proposition 2.1.25 in this article and Proposition
2.1 in [26] when G admits an invariant proper metric compatible with the original topology.
Proposition 2.1 in [26] assumes that G is commutative, but Proposition 4.1.16 allow G to
be non-commutative.

4.2 Repetitivity

We begin with an investigation of almost periodicity in an general setting and after that
come back to the context of pattern spaces.

Lemma 4.2.1. Let G be a group with a left-invariant metric ρG. For S ⊂ G the following
two conditions are equivalent:

1. there is a compact C ⊂ G such that SC = G.

2. There is R > 0 such that for any γ ∈ G we have S ∩B(γ,R)◦ ̸= ∅.
Proof. First assume 1. There is a compact C ⊂ G as in 1. We can take R > 0 such that
C ⊂ B(e,R)◦. If γ ∈ G, then there are η ∈ S and ξ ∈ C such that γ = ηξ. Since ρG is left
invariant, we see ρΓ(γ, η) < R, and so η ∈ S ∩B(γ,R)◦. We have proved 2.

Next assume 2. Set C = B(e,R). If γ ∈ G is an arbitrary element, there is η ∈
S ∩B(γ,R). We have ρΓ(e, η

−1γ) ≦ R and so γ = ηη−1γ ∈ SC. We have proved G = SC,
and so the proof is completed.

Definition 4.2.2. A subset S ⊂ G is said to be relatively dense if the equivalent conditions
in Lemma 4.2.1 are satisfied.

Definition 4.2.3. Let Ω be a nonempty uniform space and suppose a group G with a left
invariant metric acts on Ω. Take x ∈ Ω.

1. x is Bohr almost periodic if for each entourage U of Ω, the set

{g ∈ G | (x, g−1x) ∈ U}

is relatively dense in G.

2. x is Bochner almost periodic if the closure Ox = {gx | g ∈ G} of the orbit is compact.

Remark 4.2.4. If Ω is the space of uniformly continuous bounded complex-valued func-
tions on a locally compact abelian group G, on whichG acts by translation, and the uniform
structure is given by the sup norm, the two conditions in Definition 4.2.3 are equivalent.
Bohr initiated the investigation of the functions which satisfy these conditions (in the case
where G = R) and such functions are now called Bohr almost periodic functions or strongly
almost periodic functions.

If we replace the topology of sup norm with weak topology, those f which are Bochner
almost periodic are called weak almost periodic functions. Weak almost periodic functions
have been actively investigated and are important in the context of aperiodic order.
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Lemma 4.2.5. Let Ω1,Ω2 be complete and Hausdorff uniform spaces on which a group G
with a left invariant metric acts. Let x1 (resp. x2) be an element of Ω1(resp. Ω2). Suppose

Ox1 ∋ γx1 7→ γx2 ∈ Ox2 .

is well-defined and uniformly continuous. Then the following hold:

1. If x1 is Bohr almost periodic, then so is x2.

2. If x1 is Bochner almost periodic, then so is x2.

Setting 7. In rest of this section Γ is a locally compact group with a left invariant metric
ρΓ. Assume any closed balls in Γ are compact. Assume also that Γ acts on a proper metric
space X as isometries and the action is jointly continuous.

Assume further that there are x0 ∈ X and C0 > 0 such that

ρ(γx0, ηx0) ≦ ρΓ(γ, η) ≦ ρ(γx0, ηx0) + C0

for each γ, η ∈ Γ.
Let Π be a glueable pattern space over (X,Γ) and Σ a glueable subshift which is

atomistic and satisfies limit inclusion property.

Definition 4.2.6. Take P ∈ Π. We say

1. P is weakly repetitive if P is Bohr almost periodic with respect to the local matching
uniform structure, and

2. P has finite local complexity (FLC) if it is Bochner almost periodic with respect to
the local matching uniform structure.

Lemma 4.2.7. If P ∈ Σ has FLC, then it is weakly repetitive if and only if the corre-
sponding dynamical system (XP ,Γ) is minimal.

Proof. Clear by Gottschalk theorem ([2], Chapter 1, Theorem 7).

Lemma 4.2.8. Suppose the action Γ ↷ X is transitive. For P ∈ Π the following conditions
are equivalent:

1. P is weakly repetitive.

2. For any R > 0 and x ∈ X there is R′ > 0 such that, whenever we take y ∈ X, there
is γ ∈ Γ with

(a) P ∩B(γx,R) = γ(P ∩B(x,R)), and

(b) ρ(γx, y) < R′.
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Proof. 1.⇒2. Take x ∈ X and R > 0 arbitrarily. We can take R1 > 0 such that B(x,R) ⊂
B(x0, R1). For K = B(x0, R1) and V = B(e, 1), by condition 1., the set

S = {γ ∈ Γ | (P, γ−1P) ∈ UK,V }

is relatively dense; in other words, there is R2 > 0 such that B(γ,R2) ∩ S ̸= ∅ for any
γ ∈ Γ. Take y ∈ X arbitrarily. Since the action of Γ on X is transitive, there is γ0 ∈ Γ
such that γ0x0 = y. There is γ1 ∈ B(γ0, R2)∩S. By the definition of S, (P, γ−1

1 P) ∈ UK,V ,
and so there is γ2 ∈ B(e, 1) such that P ∩ B(x0, R1) = (γ2γ

−1
1 P) ∩ B(x0, R1). Then since

B(γ1γ
−1
2 x,R) ⊂ B(γ1γ

−1
2 x0, R1), we have γ1γ

−1
2 (P ∩B(x,R)) = P ∩B(γ1γ

−1
2 x,R) and

ρ(γ1γ
−1
2 x, y) ≦ ρ(γ1γ

−1
2 x, γ1γ

−1
2 x0) + ρΓ(γ1γ

−1
2 , γ0)

≦ ρ(x, x0) + ρ(γ1, γ0) + ρ(γ−1
2 , e)

≦ R1 +R2 + 1.

The condition 2 holds for constant R′ = R1 +R2 + 1.
2.⇒1. Take a compact K ⊂ X and a compact neighborhood V of e ∈ Γ arbitrarily.

There is R0 > 0 such that K ⊂ B(x0, R0). For x0 and R0 there is R1 > 0 as in the
condition 2. Set S = {γ ∈ Γ | (P, γ−1P) ∈ UK,V } and we show S is relatively dense. Take
γ ∈ Γ and set y = γx0. There is γ0 ∈ Γ such that

1. P ∩B(γ0x0, R0) = γ0(P ∩B(x0, R0)), and

2. ρ(γ0x0, y) < R1.

Then we have

(γ−1
0 P) ∩B(x0, R0) = P ∩B(x0, R0),

and by the definition of R0 and S, γ0 ∈ S. Since we have

ρΓ(γ0, γ) ≦ ρ(γ0x0, γx0) + C0 < R1 + C0,

we see S ∩B(γ,R1 + C0) ̸= ∅ and so S is relatively dense.

Remark 4.2.9. The second condition in Lemma 4.2.8 means that, whenever we take a
patch of the form P ∩ B(x,R), the copies of such patch appear infinitely often in P with
bounded gap.

Next we investigate relations between almost periodicity and local derivability.

Lemma 4.2.10. Let X1, X2 be nonempty proper metric spaces on which the group Γ acts
as isometries. Take a glueable pattern space Πj over (Xj ,Γ) for each j = 1, 2. Take also

an abstract pattern Pj ∈ Πj for each j = 1, 2. If P1
Γ→ P2 and P2 consists of bounded

components, then the map

OP1 ∋ γP1 7→ γP2 ∈ OP2

is well-defined and is uniformly continuous.
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Proof. That the map is well-defined follows from Lemma 3.2.21. Take x1 ∈ X1 and x2 ∈ X2

arbitrarily. There is R0 > 0 as in Lemma 3.2.15 with respect to x1 and x2. Take a compact
K ⊂ X2 and V ∈ V arbitrarily. We can take L > 0 such that K ⊂ B(x2, L). If γ, η ∈ Γ
and (γP1, ηP2) ∈ UB(x1,R0+L),V , then there is ξ ∈ V such that

(γP1) ∩B(x1, R0 + L) = (ξηP1) ∩B(x1, R0 + L).

By the definition of R0, we have

(γP2) ∩B(x2, L) = (ξηP2) ∩B(x2, L),

and so

(γP2) ∩K = (ξηP2) ∩K,

which implies that (γP2, ηP2) ∈ UK,V .

Proposition 4.2.11. Let (Xj , ρj)(j = 1, 2) be proper metric spaces on which Γ acts as
isometries. Suppose there are xj ∈ Xj for each j such that

ρj(γxj , ηxj) ≦ ρΓ(γ, η)

for each γ, η ∈ Γ and j = 1, 2. Take a glueable pattern space Πj over (Xj ,Γ) for each
j = 1, 2. Let Σj be a glueable subshift of Πj which is atomistic and has limit inclusion
property, for each j = 1, 2. If Pj ∈ Σj (j = 1, 2), P2 consists of bounded components and

P1
Γ→ P2, then the following hold:

1. if P1 is weakly repetitive, then so is P2.

2. if P2 has FLC, then so does P2.

Proof. Clear by Lemma 4.2.10 and Lemma 4.2.5, since Σ1 and Σ2 are complete and Haus-
dorff by Proposition 4.1.6 and Proposition 4.1.16.

4.3 Stripe structures

Recall we endowed a metric ρT on T in Definition 2.3.1.

Definition 4.3.1. Take two positive real numbers R1, R2. Let Π be a pattern space over
(Rd,Rd). An abstract pattern P ∈ Π is said to admit (R1, R2)-stripe structure if there is
a ∈ Rd with ∥a∥ = 1 and R > 0 such that, for any x ∈ Rd, the set

{y ∈ Rd | (P − x) ∩B(0, R) = (P − y) ∩B(0, R)}

is contained in S(a, x,R1, R2) (Definition 2.3.2).
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In what follows we study relations between the stripe structure of an abstract pattern P
in a pattern space over (Rd,Rd) and the properties of the corresponding dynamical system
(XP ,Rd).

Lemma 4.3.2. Let G be a (not necessarily closed) subgroup of Rd. Set

V =
∩
r>0

spanZG ∩B(0, r). (4.4)

Then V is a vector subspace of Rd.

Proof. First, 0 ∈ V .
Second, if x, y ∈ V , then x+ y ∈ V . Indeed, for any r > 0 and ε > 0 there are x′, y′ ∈

spanZG∩B(0, r) such that ∥x−x′∥ < ε and ∥y−y′∥ < ε. Since x′+y′ ∈ spanZG∩B(0, r)
and ∥x+ y − (x′ + y′)∥ < 2ε, we see x+ y ∈ spanZG ∩B(0, r).

Third, we show that if x ∈ V and n ∈ Z>0, then
1
nx ∈ V . For any m ∈ Z>0, let B be a

maximal linear independent subset of G ∩B(0, 1/m). We may take λb ∈ R for each b ∈ B
such that x =

∑
b∈B λbb, since x ∈ spanZG ∩B(0, 1/m) ⊂ spanR B. We may take lb ∈ Z

for each b ∈ B such that |λb − nlb| < n for each b. Set xm =
∑

b∈B lbb. We have

∥x− nxm∥ =∥
∑
b∈B

λbb−
∑
b∈B

nlbb∥

≦
∑

|λb − nlb|∥b∥

≦nd

m
,

and so

∥ 1
n
x− xm∥ ≦ d

m
.

For any r > 0 and ε > 0, if m is large enough, xm ∈ spanZG∩B(0, r) and ∥ 1
nx− xm∥ < ε.

This shows 1
nx ∈ V .

Finally, by the second and the third part of this proof, if λ is an rational number, then
λx ∈ V . Since V is closed, this holds even if λ is irrational.

Lemma 4.3.3. Let G be a subgroup of Rd and define V by (4.4). If 0 ∈ Rd is a limit point
of G, then the dimension of V is more than 0.

Proof. For each integer n > 0 there is xn ∈ G such that 0 < ∥xn∥ < 1/n. We may find
kn ∈ Z such that 1/2 < ∥knxn∥ < 3/2. The sequence (knxn) admits a limit point x. Then
x ̸= 0. Moreover, x ∈ spanZG ∩B(0, r) for each r > 0 since knxn ∈ spanZG ∩ B(0, r) for
large n, and so x ∈ V .
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Lemma 4.3.4 ([12], Lemma 4.1). Let D be an FLC Delone set in Rd and χ a continuous
character of Rd. Then χ is an eigenvalue for the topological dynamical system (XD,Rd) if
and only if χ is a weakly D-equivariant function, that is, for any ε > 0 there is R > 0 such
that

ρT(χ(x), χ(y)) < ε

for any x, y ∈ Rd with

(D − x) ∩B(0, R) = (D − y) ∩B(0, R).

Lemma 4.3.5. Let D be a Delone set of Rd which has FLC. Suppose that 0 is a limit
point of the set of all topological eigenvalues for (XD,Rd). Then for any L1, L2 > 0 and
ε > 0, there are R1, R2 > 0 such that

1. |Rj − Lj | < ε for each j = 1, 2, and

2. D has (R1, R2)-stripe structure.

Proof. By Lemma 4.3.2 and Lemma 4.3.3, we can take an eigenvalue a such that | 1
∥a∥−L1| <

ε. Take r > 0 such that r
∥a∥ = L2. We set R1 =

1
∥a∥ and R2 =

r
∥a∥ .

Since the character χa is weakly D-equivariant, there is R > 0 such that x, y ∈ Rd and

(D − x) ∩B(0, R) = (D − y) ∩B(0, R) (4.5)

imply

ρT(χa(x), χa(y)) ≦ r.

We will show that this R satisfies the condition in Definition 4.3.1. Take x ∈ Rd and fix
it. If y ∈ Rd and (4.5) holds, then we have

|⟨y − x, a⟩ − n| ≦ r.

for some n ∈ Z. We obtain

⟨y − x, a⟩ ∈ Z+ [−r, r],

and so y ∈ S( 1
∥a∥a, x,R1, R2). We have proved

{y ∈ Rd | (D − y) ∩B(0, R) = (D − x) ∩B(0, R)}

is contained in S( 1
∥a∥a, x,R1, R2), and so D has (R1, R2)-stripe structure.
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Lemma 4.3.6. Let Π1,Π2 be pattern spaces over (Rd,Rd), R1 and R2 positive real num-

bers. Take P1 ∈ Π1 and P2 ∈ Π2 and assume P2
Rd

→ P1. If P1 has (R1, R2)-stripe structure,
then P2 has (R2, R2)-stripe structure.

Proof. There is R > 0 and a as in Definition 4.3.1. In other words, x, y ∈ Rd and

(P1 − x) ∩B(0, R) = (P1 − y) ∩B(0, R) (4.6)

imply y ∈ S(a, x,R1, R2).

Since P2
Rd

→ P1, we can take a constant R0 > 0 as in Definition 3.2.16 with respect to
x0 = y0 = 0. If x, y ∈ Rd and

(P2 − x) ∩B(0, R+R0) = (P2 − y) ∩B(0, R+R0),

then (4.6) holds, and so y ∈ S(a, x,R1, R2). We have proved P2 has (R1, R2)-stripe struc-
ture with respect to R+R0.

Theorem 4.3.7. Let Π be a glueable pattern space over (Rd,Rd). Take an abstract pattern
P ∈ Π and assume that it is Delone-deriving, consists of bounded components and has
FLC. For example, take an FLC tiling of Rd of finite tile type. Suppose that 0 ∈ Rd is
a limit point of the set of topological eigenvalues of the corresponding dynamical system
(XP ,Rd). Then for any R1, R2, ε > 0, there are L1, L2 > 0 such that

1. |Rj − Lj | < ε for each j = 1, 2, and

2. P has (L1, L2)-stripe structure.

Proof. By Theorem 3.3.1, there is a Delone set D such that P Rd

↔ D. The set of eigenvalues
of the dynamical system (XD,Rd) is the same as the one of (XP ,Rd); D has (L1, L2)-stripe
structure, where |Rj−Lj | < ε by Lemma 4.3.5; by Lemma 4.3.6, P also has (L1, L2)-stripe
structure.

Remark 4.3.8. In plain language, Theorem 4.3.7 says that, inside an abstract pattern
P, given information of the appearance of an abstract pattern Q which is large enough,
there is a “forbidden area” of the appearance of translates of Q. In other words, if we
find a translate of Q inside P, there is a region relative to that translate of Q where
other translates of Q will never happen. Such “forbidden area” consists of “bands” and is
periodic (see Figure 2.2 in page 41).

In what follows we prove the converse of Theorem 4.3.7 under the assumption of weak
repetitivity.
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Lemma 4.3.9. Let D be a weakly repetitive (R, r)−Delone set in Rd. Take x0 ∈ Rd and
R0 > R arbitrarily. Set

E = {x ∈ Rd | (D − x0) ∩B(0, R0) = (D − x) ∩B(0, R0)}.

Then E is a Delone set and D
Rd

→ E.

Proof. Take x and y from E. Since R0 is greater than R, the set

(D − x) ∩B(0, R0) = (D − y) ∩B(0, R0)

is not empty. Take z from this set. We see x+ z, y+ z ∈ D and ∥x−y∥ = ∥x+ z− (y+ z)∥
is either 0 or greater than r. This shows E is uniformly discrete with respect to r.

Next, since D is weakly repetitive, by Lemma 4.2.8, there is R > 0 such that for any
x ∈ Rd there is y ∈ Rd with

1. ∥x− (x0 + y)∥ < R, and

2. D ∩B(x0 + y,R0) = (D ∩B(x0, R0)) + y.

Let x ∈ Rd be an arbitrary element and y ∈ Rd satisfy the above two conditions. Then

(D − (x0 + y)) ∩B(0, R0) = (D − x0) ∩B(0, R0),

and so x0 + y ∈ E. We have shown that E ∩ B(x,R) ̸= ∅ and E is relatively dense with
respect to R.

Finally, we show that D
Rd

→ E. Take x, y ∈ Rd and L > 0 arbitrarily and assume

(D − x) ∩B(0, R0 + L) = (D − y) ∩B(0, R0 + L).

To prove

(E − x) ∩B(0, L) = (E − y) ∩B(0, L), (4.7)

we take z ∈ E such that z − x ∈ B(0, L). Then

(D − x0) ∩B(0, R0) =(D − z) ∩B(0.R0)

=((D − x) ∩B(0, R0 + L) ∩B(z − x,R0)) + x− z

=((D − y) ∩B(0, R0 + L) ∩B(z − x,R0)) + x− z

=(D + x− y − z) ∩B(0, R0).

This implies that z + y − x ∈ E and so z − x ∈ E − y. We have shown

(E − x) ∩B(0, L) ⊂ (E − y) ∩B(0, L),

and since the proof for the reverse inclusion is the same, we have (4.7).
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Lemma 4.3.10. Let D be an (R, r)-Delone set in Rd and assume D is weakly repetitive.
Let f : Rd → R be a (not necessarily continuous) bounded function such that a, b, c, d ∈ D
and a− b = c− d imply f(a)− f(b) = f(c)− f(d). Then for any ε > 0 there is a Delone
Dε in Rd such that

1. D ⊃ Dε,

2. D
Rd

→ Dε, and

3. if a, b ∈ Dε, then |f(a)− f(b)| < ε.

Proof. We may replace f with f + C for some constant C ∈ R so that we may assume

M = sup
a∈D

f(a) = − inf
a∈D

f(a).

For any ε > 0 there are a0 and b0 in D such that f(a0) > M − ε/2 and f(b0) < −M + ε/2.
Take c0 ∈ D and fix it. If R0 > R is sufficiently large, we have a0, b0 ∈ B(c0, R0). Set

Dε = {x ∈ Rd | (D − c0) ∩B(0, R0) = (D − x) ∩B(0, R0)}.

Then Dε ⊂ D and by Lemma 4.3.9, Dε is Delone and D
Rd

→ Dε.
Next, take a ∈ Dε arbitrarily and we show |f(a)− f(c0)| < ε/2. Since

(D ∩B(c0, R0))− c0 = (D − a) ∩B(0, R0),

by definition of R0 we see a0 − c0 + a ∈ D and b0 − c0 + a ∈ D. Since

f(a0 − c0 + a)− f(b0 − c0 + a) = f(a0)− f(b0) > 2M − ε,

we have either f(a0 − c0 + a) > M − ε/2 or f(b0 − c0 + a) < −M + ε/2. In the latter case,
we see

f(a)− f(c0) =f(a+ a0 − c0)− f(a0) + f(a)− f(a+ a0 − c0)− f(c0) + f(a0)

=f(a+ a0 − c0)− f(a0)

∈(−ε/2, ε/2),

since

f(a)− f(a+ a0 − c0) = f(c0)− f(a0)

by the assumption on f . Similarly in the latter case

f(a)− f(c0) ∈ (ε/2, ε/2).

Finally, if a, b ∈ Dε, then by the previous paragraph

|f(a)− f(b)| ≦ |f(a)− f(c0)|+ |f(b)− f(c0)| < ε,

which completes the proof.
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Lemma 4.3.11. Let D be a weakly repetitive Delone set in Rd. Let a0 and b0 be elements
of Rd. Assume if x ∈ D we have

|⟨x− b0, a0⟩ − n| < 1/4

for some n ∈ Z. Then the character χa0 : Rd ∋ x 7→ e2πi⟨x,a0⟩ ∈ T, is weakly D-equivariant.

Proof. We may take θ : Rd → [−π, π) such that for any x ∈ Rd

2π⟨x− b0, a0⟩ = θ(x) + 2nπ

for some n ∈ Z. For any a, b, c, d ∈ D such that a− b = c− d, we have

ei(θ(a)−θ(b)) =e2πi(⟨a−b0,a0⟩−2π⟨b−b0,a0⟩)

=e2πi⟨a−b,a0⟩

=e2πi⟨c−d,a0⟩

=eiθ(c)−θ(d).

Since θ(a), θ(b), θ(c) and θ(d) are in (−π/2, π/2) by the assumption, we see θ(a)− θ(b) =

θ(c)− θ(d). By Lemma 4.3.10, for each ε > 0 there is a Delone Dε ⊂ D such that D
Rd

→ Dε

and |θ(a) − θ(b)| < ε for any a, b ∈ Dε. Let R1 be a constant for the local derivability

D
Rd

→ Dε and R2 > 0 be such that Dε is relatively dense with respect to R2. If x, y ∈ Rd

and

(D − x) ∩B(0, R1 +R2) = (D − y) ∩B(0, R1 +R2) (4.8)

then

(Dε − x) ∩B(0, R2) = (Dε − y) ∩B(0, R2).

Take z ∈ Dε such that z−x ∈ B(0, R2). Then z−x+y ∈ Dε and |θ(z)− θ(z−x+y)| < ε.
Using

|e2πi⟨x,a0⟩ − e2πi⟨y,a0⟩| =|e2πi⟨z−b0,a0⟩ − e2πi⟨z−x+y−b0,a0⟩|
=|eiθ(z) − eiθ(z−x+y)|,

we see that for any η > 0, if ε > 0 is small enough, the equation (4.8) implies that

ρT(χa0(x), χa0(y)) < η.

Lemma 4.3.12. Let D be an FLC and weakly repetitive Delone set in Rd. Suppose for
any R1, R2 > 0 and ε > 0, there are L1, L2 > 0 such that
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1. |Lj −Rj | < ε for each j = 1, 2, and

2. D has (L1, L2)-stripe structure.

Then 0 is a limit point of the group of all topological eigenvalues for (XD,Rd).

Proof. For any R1, R2, ε > 0 we take L1 and L2 as in the assumption. By the definition of
stripe structure (Definition 4.3.1), there are a0 ∈ Rd with ∥a0∥ = 1 and R > 0 such that

E = {y ∈ Rd | (D − y) ∩B(0, R) = (D − x) ∩B(0, R)} ⊂ S(a, x, L1, L2)

for each x ∈ Rd. Since we can take arbitrarily large R, by Lemma 4.3.9 E is Delone and

D
Rd

→ E.
If R1 > 4R2 and ε is small enough, then L1 > 4L2. Then if y ∈ E, we have

⟨y − x, a0⟩ ∈ L1Z+ [−L2, L2],

and so

⟨y − x,
1

L1
a0⟩ ∈ Z+ (−1/4, 1/4).

Since E is weakly repetitive and has FLC by Proposition 4.2.11, using Lemma 4.3.11, we
see χ(1/L1)a0 is weakly E-equivariant. By Lemma 4.3.4, we see χ(1/L1)a0 is a topological

eigenvalue for (XE ,Rd). Since (XE ,Rd) is a factor of (XD,Rd) by the fact that D
Rd

→ E and
Lemma 4.2.10, we see it is a topological eigenvalue for (XD,Rd). Since L1 may be arbitrarily
large, we see 0 is a limit point of the set of topological eigenvalues for (XD,Rd).

We prove the converse of Theorem 4.3.7.

Theorem 4.3.13. Let Π be a glueable pattern space over (Rd,Rd) and P an element of Π
which is weakly repetitive, has FLC, consists of bounded components and is Delone-deriving.
Suppose for any R1, R2 > 0 and ε > 0 there are L1, L2 > 0 such that

1. |Rj − Lj | < ε for each j = 1, 2, and

2. P has (L1, L2)-stripe structure.

Then 0 is a limit point of the set of all topological eigenvalues for (XP ,Rd).

Proof. By Theorem 3.3.1 there is a Delone set D of Rd such that P Rd

↔ D. By Lemma
4.3.6 and Lemma 4.3.12, we see 0 is a limit point of the set of topological eigenvalues
for (XD,Rd). Since (XP ,Rd) and (XD,Rd) are topologically conjugate, we obtain the
conclusion.
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Chapter 5

Further research

In this chapter we comment on the possible directions of the further research.

5.1 The relation that corresponds to an isomorphism for the
spaces of pattern-equivariant functions

By Theorem 3.4.10, under an assumption, two Delone-deriving abstract patterns P and
Q that consist of bounded components are MLD if and only if the spaces AP and AQ of
pattern-equivariant functions are the same. (Here, the ambient space X is the Euclidean
space Rd and the group Γ is a closed subgroup of E(d) that contains Rd.) The word “same”
means that they are equal, that is, AP = AQ. It is natural to ask what is the relation
between P and Q if AP and AQ are just isomorphic in a certain sense. For example,
the spaces AP and AQ can be regarded as topological vector spaces with Γ actions. We
should ask what is the relation between P and Q if the spaces AP and AQ are isomorphic as
topological vector spaces with group actions. This problem is reminiscent of the theorem on
crystallographic tilings, which showed that if the symmetry groups of two crystallographic
tilings are isomorphic, then the isomorphism is given by a conjugation of an affine map,
and thus one of the original tilings is MLD with the other after applying the affine map. It
may be that we may generalize this result on crystallographic tilings by replacing symmetry
group with the space of pattern-equivariant functions, because for a crystallographic tiling,
its space of pattern-equivariant functions contains the information on the symmetry group
of that tiling.
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5.2 Topologlcal local derivability

Take two complex-valued functions f, g on R. We say g is topologically locally derivable
from f if, whenever we take ε > 0, there are R0 ≧ 0 and δ > 0 such that,

x, y ∈ R, R > 0 and |f(x+ z)− f(y + z)| < δ for each z ∈ B(0, R+R0)

⇒ |g(x+ z)− g(y + z)| < ε for each z ∈ B(0, R).

This means that, if near two points of R the behaviors of f are “close”, then the behaviors
of g near those two points are “close”. This “closeness” makes sense because we can gauge
the distance of “local structures” of functions: the local structures of a function is described
by the value of each point; we can gauge the distance of the values of two points by the
standard metric on C.

If the “local structures” and the distances of local structures make sense, we can de-
fine topological local derivability for more general pattern spaces. For example, the local
structure of a Delone set D on Rd at a point x ∈ Rd is described by the position of points
in D near x, relative to x. If D is 2r-uniformly discrete, the intersection D ∩ B(x, r)◦

is either a one-point set or the emptyset; in the former case the position of the point in
D ∩ B(x, r)◦ relative to x is an element of B(0, r)◦; combined with the latter case, the
local structure of D is described by an element of B(0, r)◦ ∪ {∅}, that is, an element of
d-dimensional sphere Sd. For FLC and FTT tilings, the local structures are described by
an element of Anderson-Putnam complex ([1]). We may axiomatize the properties of these
local structures and obtain the notion of pattern space with local structures. We then
define topological local derivability as above.

The merit of defining topological local derivability is that it will enable us to define
several types of almost periodicity and discuss relations between such almost periodicities
of two different abstract patterns. We can ask if for two abstract patterns P and Q that are
topologically mutually locally derivable (topologically locally derivable in both directions),
an almost periodicity of P is equivalent to the almost periodicity of the same type of Q.

As an application, take a Bohr almost periodic function f on Rd and a finite subgroup
K of O(d). Then g =

∑
A∈K f ◦A is also a Bohr almost periodic function. The function g

has a symmetry of K. If we can “translate” this g by constructing an abstract pattern P
which is MLD with g and topologically mutually locally derivable with g, then P has the
symmetry of K and the almost-periodicity inherited from g. Thus it may be possible to
construct abstract patterns such as Delone sets or tilings that are almost periodic and have
arbitrary symmetry. By cut and project construction, we may construct Delone sets with
arbitrary rotational symmetry. The above method may enable us to construct abstract
patterns with arbitrary symmetry (although such abstract patterns are not likely to have
FLC). This may be seen as a next step from crystallographic restriction, which says that
for crystallographic tilings in a dimension 2, if it has n-fold rotational symmetry, then
n = 1, 2, 3, 4 or 6.

99



Likewise it may be possible to construct almost periodic Delone sets and tilings on a
Riemannian manifold M from an almost periodic functions on the group Γ of isometries
on M . Except for the case of M = Rd, there are few known almost periodic tilings and
Delone sets on M . However there are many almost periodic functions on Γ, and if the
above procedure succeeds we obtain many almost periodic tilings and Delone sets on M .

5.3 Analogy with geometry

Given an FLC Delone set D, we may construct a de Rham complex, by taking the space
of differential forms on Rd of which coefficients are smooth D-equivariant functions. It
can be shown that the de Rham cohomoloogy corresponding to this de Rham complex is
isomorphic to the Cech cohomology of the continuous hull XD ([11]). By this fact we may
see there is an analogy between the space of smooth pattern-equivariant functions and the
space C∞(M) of smooth functions on a smooth manifold M . We may further think that
being MLD is similar to being diffeomorphic because (1) P and Q are MLD if and only
if their spaces of smooth pattern-equivariant functions are the same and (2) two smooth
manifolds are diffeomorphic if and only if their spaces of smooth functions are isomorphic.

If we assume this analogy, there are several problems. Let P be an abstract pattern.
We may ask the following questions:

1. is there a “Morse function” in the space of smooth P-equivariant functions of which
derivatives contain information on properties of XP?

2. does the spectrum of the Laplacian
∑

( ∂
∂xi

)2 contain information of P or XP?

3. how many MLD classes of abstract patterns Q are there such that XP and XQ are
homeomorphic?

The last question is an analogy to the question on discrepancies between being diffeo-
morphic and being homeomorphic.
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Appendix A

Generalities of dynamical systems

Definition A.0.1. IfX is a compact space, G a locally compact abelian group and α : G ↷
X is a continuous action, then the triple (X,G,α) (or simply the pair (X,G)) is called a
topological dynamical system.

We often suppress α and simply write the image of x ∈ X by g ∈ G by g · x. Recall a
character of G is a homomorphism χ : G → T where T = {z ∈ C | |z| = 1}.

Definition A.0.2. Let (X,G) be a topological dynamical system. A non-zero continuous
function f : X → C is called a topological eigenfunction if there is a continuous character
χ : G → T such that f(g · x) = χ(g)f(x) for any g ∈ G and x ∈ X. The character χ is
called the eigenvalue for the eigenfunction f .

Remark A.0.3. A non-zero constant function is always a topological eigenfunction.

Definition A.0.4. A topological dynamical system (X,G) is said to be weakly mixing if
it admits no topological eigenfunctions other than constants.

Definition A.0.5. A measure-preserving system is a quintuplet (X,F , µ,G, α) where
(X,F , µ) is a probability space, G a locally compact abelian group and α : G ↷ X is
a measure-preserving action, that is, for each g ∈ G the map αg : X → X preserves mea-
surability and measure.

Definition A.0.6. Let (X,F , µ,G, α) be a measure-preserving system. An element f ∈
L2(µ) \ {0} is called a measurable eigenfunction if there is a continuous character χ such
that two functions x 7→ f(g · x) and x 7→ χ(g)f(x) coincide almost everywhere for any
g ∈ G. The character χ is called the eigenvalue for the eigenfunction f .

Definition A.0.7. Ameasure-preserving system (X,F , µ,G, α) is said to be weakly mixing
if there is no measurable eigenfunction other than constants.
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Remark A.0.8. In both topological and measurable cases, if G = Rd, we identify R̂d and
Rd and say ξ ∈ Rd is an eigenvalue if the character x 7→ e2πi⟨ξ,x⟩ is an eigenvalue for some
eigenfunction.

We say a sequence g1, g2, . . . of G converges to infinity if for any compact K ⊂ G, we
have gn /∈ K eventually.

Definition A.0.9. Let (X,F , µ,G, α) be a measure-preserving system. We say the system
is mixing if whenever we take E,F ∈ F and a sequence g1, g2, . . . in G that converges to
infinity, we have µ(E ∩ (gn · F )) → µ(E)µ(F ).
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Appendix B

Uniform structure

Uniform structure is a general framework by which we can discuss uniform continuity,
total boundedness and so on. For example, metric spaces admit uniform structure. A set
endowed with a uniform structure is called a uniform space. For details see [6].

Definition B.0.10. Let X be a set. A set U of subsets of X × X is called a uniform
structure on X if the following conditions are satisfied:

1. If U ∈ U and U ⊂ V ⊂ X ×X, then we have V ∈ U.

2. The intersection of finitely many elements of U is in U.

3. For any U ∈ U, we have {(x, x) | x ∈ X} ⊂ U .

4. For any U ∈ U, we have U−1 = {(y, x) | (x, y) ∈ U} ∈ U.

5. For any U ∈ U there is V ∈ U such that

V2 = {(x, z) ∈ X ×X | there is y ∈ X such that (x, y), (y, z) ∈ V} ⊂ U .

The elements of U are called entourages of X.

Definition B.0.11. Let (X,U) be a uniform space and U0 be a nonempty subset of U.
Suppose for any U ∈ U there is V ∈ U0 such that U ⊃ V. Then we call U0 a fundamental
system of entourages.

Lemma B.0.12. Let X be a nonempty set and U0 a set of subsets of X ×X. Suppose U0

satisfies the following conditions:

1. U0 is nonempty.

2. {(x, x) | x ∈ X} ⊂ U for each U ∈ U0.
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3. For any two U1,U2 ∈ U0 there is U ∈ U0 such that U ⊂ U1 ∩ U2.

4. For any U ∈ U0 there is V ∈ U0 such that V ⊂ U−1.

5. For any U ∈ U0 there is V ∈ U0 such that V2 ⊂ U .

Then there is a unique uniform structure on X for which U0 is a fundamental system of
entourages.

Lemma B.0.13. Let (X, ρ) be a metric space and ε a positive real number. Set

Uε = {(x, y) ∈ X ×X | ρ(x, y) < ε}.

Then there is a unique uniform structure such that {Uε | ε > 0} is a fundamental system
of entourages.

Definition B.0.14. Let (X,U) be a uniform space and ρ a metric on X. If the unique
uniform structure in Lemma B.0.13 coincides with U, then we say the uniform space (X,U)
is metrizable.

Definition B.0.15. Let X be a nonempty set and U a uniform structure on X. For each
x ∈ X the set of sets of the form

U(x) = {y ∈ X | (x, y) ∈ U}

where U runs through U, satisfies the axiom of neighborhood basis. The topology defined
by this is called the topology induced by U.

Lemma B.0.16 ([7],§2.4, Theorem 1). A uniform space is metrizable if and only if it
admits a countable fundamental system of entourages and the induced topology is Hausdorff.
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[21] Martine Queffélec, Substitution dynamical systems—spectral analysis, second ed., Lec-
ture Notes in Mathematics, vol. 1294, Springer-Verlag, Berlin, 2010. MR 2590264
(2011b:37018)

[22] Charles Radin, The pinwheel tilings of the plane, Ann. of Math. (2) 139 (1994), no. 3,
661–702. MR 1283873 (95d:52021)

[23] Betseygail Rand, Pattern-equivariant cohomology of tiling spaces with rotations, Ph.D.
thesis, 2006.

[24] John Ratcliffe, Foundations of hyperbolic manifolds, vol. 149, Springer Science & Busi-
ness Media, 2006.

107



[25] E. Arthur Robinson, Jr., Symbolic dynamics and tilings of Rd, Symbolic dynamics and
its applications, Proc. Sympos. Appl. Math., vol. 60, Amer. Math. Soc., Providence,
RI, 2004, pp. 81–119. MR 2078847 (2005h:37036)

[26] Martin Schlottmann, Generalized model sets and dynamical systems, Directions in
mathematical quasicrystals, CRM Monogr. Ser., vol. 13, Amer. Math. Soc., Provi-
dence, RI, 2000, pp. 143–159. MR 1798991 (2001k:52035)

[27] Boris Solomyak, Dynamics of self-similar tilings, Ergodic Theory Dynam. Systems 17
(1997), no. 3, 695–738. MR 1452190 (98f:52030)

[28] , Nonperiodicity implies unique composition for self-similar translationally
finite tilings, Discrete Comput. Geom. 20 (1998), no. 2, 265–279. MR 1637896
(99f:52028)

[29] , Spectrum of dynamical systems arising from delone sets, Quasicrystals and
Discrete Geometry, ed. J. Patera, Fields Institute Monographs 10 (1998), 265–275.

[30] , Pseudo-self-affine tilings in Rd, Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat.
Inst. Steklov. (POMI) 326 (2005), no. Teor. Predst. Din. Sist. Komb. i Algoritm.
Metody. 13, 198–213, 282–283. MR 2183221 (2006k:52053)

[31] , Eigenfunctions for substitution tiling systems, Probability and number
theory—Kanazawa 2005, Adv. Stud. Pure Math., vol. 49, Math. Soc. Japan, Tokyo,
2007, pp. 433–454. MR 2405614 (2010b:37037)

[32] Nicolae Strungaru, Almost periodic measures and meyer sets, arXiv preprint
arXiv:1501.00945 (2015).

[33] Michael F. Whittaker, C∗-algebras of tilings with infinite rotational symmetry, J. Op-
erator Theory 64 (2010), no. 2, 299–319. MR 2718945 (2011m:46127)

108


