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研究成果の概要（和文）： 
数理最適化、金融工学、機械学習の３つの異なる分野の知見を活かして、機械学習の判別

モデル（主に Eν-SVM）に対する理論的な妥当性評価を行った。“判別能力の良さは経験

的に知られていたが、理論的に示せたのは初めてである”と評価された研究成果である。

また、Eν-SVM の解法を提案した。さらに、機械学習で知られる“正則化”と呼ばれるア

イディアを金融工学へ取り入れて、将来へのあてはまりのいいポートフォリオ（資産配分）

決定方法の提案を行った。 
 
研究成果の概要（英文）： 
Using the existing studies on mathematical optimization, financial engineering and 
machine learning, I theoretically evaluated the prediction performance of a classification 
method known as Eν-SVM. The SVM has been quite successful in practice. However, no 
satisfactory theoretical background existed so far. We provided such background and also 
explain how this nonconvex optimization problem can actually be solved. Moreover, we 
adopted the concept of “regularization term” that is often used in machine learning for 
portfolio optimization problems in financial engineering and succeeded in enhancing the 
prediction performance of portfolio optimization models.  
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１．研究開始当初の背景 
サポートベクターマシーン（Support 

Vector Machine: SVM）は、あらかじめ分類
されたデータに基づいて分類ルールを学習
し、そのルールを適用して新たなデータを分

類する手法であり、現実の問題への応用にお
いて優れた性能を持つことが報告されてい
る。特に、ν-SVM [Scholkopf 等,2000]は他の
SVMに比べてパラメータ選択が容易なため、
注目を集めている。 
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SVM の学習モデルでは、訓練データへの
オーバーフィットを避けてテストデータに
対する分類性能を高めるため、“正則化”と
呼ばれるテクニックを取り入れている。これ
は、識別誤りに対して罰金を与える損失関数
f(x)に正則化項（例えば、二次項|x|^2）を加
えることを意味する。パラメータ C を用いて 
“f(x)＋C×正規化項”の目的関数を最小化す
ることで、テストデータをうまく識別するよ
うな識別関数が得られることを期待してい
る。それらのモデルは凸二次計画問題として
定式化され、問題の特徴を利用した高速解法
の提案、そしてその解法を実装したソフトウ
ェアの提供もなされている。 
一方で、正規化項導入の理論的な根拠はあ

まり示されていない。研究開始当初、申請者
らによって、ν-SVM モデルを内包する広いク
ラスの Extended ν-SVM (Eν-SVM)モデル
[Perez-Cruz 等,2003]が、金融業界でよく知
ら れ た リ スク 尺 度 β-CVaR (Conditional 
Value-at-Risk)の最小化モデルと等価である
ことが示されていた。その研究成果を踏まえ
て、 “CVaR リスク最小化”という新しい解
釈を用いて、SVM モデルの正規化項の妥当
性を理論的に示せるのではないかという予
想が得られていた。そこで、本研究課題とし
て、CVaR リスク最小化という新しい解釈を
用いて、Eν-SVM モデルの妥当性を理論的に
示すことに取り組むことにした。 
 
２．研究の目的 
本研究課題では、申請当初から（１）、（２）

の目標を掲げていたが、4 年の研究期間の間
に、さらに（３）、（４）の研究目的を掲げる
ことができた。 

 
（１）ν-SVM の拡張モデルである E ν-SVM 
[Perez-Cruz 等,2003]に対し、そのモデルの
妥当性を示す。具体的には、汎化誤差（新た
なデータに対する予測誤差）を最も小さくす
るような判別関数が E ν-SVM から得られる
ことを理論的に示す。 
 
（２）E ν-SVM モデルは非凸計画問題として
定式化されるため、厳密解を求めるのは難し
く、単純な局所最適解法が提案されているに
留まっている。 E ν -SVM を近似的に解くた
めのソフトウェア、厳密に解くためのソフト
ウェア、両方の開発を行なう。分類手法のた
めのデータベースが整っており、小・中規模
データ集合を用いて、E ν-SVM の有効性の
検証とともに考案解法の性能評価を行いた
い。最終的には、データベースから特に大規
模な実データ集合（医療データやクレジット
会社の顧客データ）を用いて、与信審査・医
療診断問題への実証的適用を行なう。 
 

（３）Extended ν-SVM を金融データに適用
することを試みる。観測データと同じ分布
（未知の分布）より得られた新しいデータに
対して、もっとも信頼性の高い予測結果を与
えるモデルを構築することを目的にしてい
る。ポートフォリオ（資産配分）最適化問題
に対して汎化誤差を考慮したモデルは初め
てのものであり、汎化誤差の評価可能なモデ
ルとして注目を集めることが期待される。 
 
（４）CVaR よりも VaR（value-at-risk）リ
スク尺度を最小にする方が汎化誤差の上界
式が小さくなることが分かっており、VaR 最
小化モデルの方がν-SVM の CVaR 最小化モデ
ルよりもよい予測精度を達成するのではな
いかと期待できる。よって、分類モデルとし
て VaR最小化モデルを提案したい。 
VaR最小化問題は CVaR最小化問題に比べて、

解くのが難しいことが知られている。そこで、
モデルの提案、問題を解くためのアルゴリズ
ムの考案、ソフトウェアの開発を行い、既存
モデルと比べてどれ位予測精度が向上する
か検証を行いたい。 
 
３．研究の方法 
「２．研究の目的」で挙げた項目について、
研究の方法を挙げる。 
 
（１）既存の汎化誤差（新たなデータに対す
る予測誤差）の評価式を、金融分野のリスク
尺度β-CVaR を用いて再評価することにより、
CVaR 最小化モデルと等価である E ν-SVM
モデルに対しての妥当性を示す。 
 
（２）非凸計画問題として定式化される
E ν-SVM モデルに対して、Perez-Cruz 等
[2003]は局所最適解を求めるためのアルゴリ
ズムを提案した。しかし、有限回の反復で終
わる保証はなく、求解に時間がかかっていた。 
より規模の大きな問題が解けるようにする
ため、反復解法を有限回の反復で終了するよ
うに改良する。 
また、E ν-SVM モデルに対して提案されて

いない、大域的最適解を求めるための解法を
提案する。具体的には、切除平面法を取り入
れた解法を考案する。数値実験により、大域
最適化による解と局所最適解を比較し、予測
精度に有意な差があるかを確認する。 

 
（３）（１）の研究において、E ν-SVM モデ
ルと金融分野のリスク指標CVaRとの関連を
示し、CVaR に関する理論研究成果を用いて
E ν-SVM の妥当性を示した。ここでは、CVaR 
最小化を用いた、既存のポートフォリオ最適
化モデルに対して、SVM で使われる正則化
項を加えることを提案する。統計的学習分野
では、正則化項は予測精度を高める効果が知



 

 

られている。正則化項をポートフォリオ最適
化モデルに取り入れることにより、将来の予
測精度が高まるかどうかを調べる。 
 
（４）VaRリスク尺度を用いた分類モデルを
提案する。今まで分類のみを研究対象として
いたが、回帰、外れ値検出に対しても同様に、
汎化誤差の上界値（VaRを用いたもの）の導
出が可能であり、VaR最小化問題を構築でき
ると考えている。よって、研究対象を分類だ
けでなく回帰、外れ値検出まで広げて、VaR
最小化モデルを提案する。 
 
４．研究成果 
「２．研究の目的」で挙げた項目について、

研究成果を報告する。 
 

（１）2007年度は Eν-SVMの理論的性能評価
を中心に研究を行った。Eν-SVMに対して、金
融業界でよく知られたリスク尺度（CVaR: 
Conditional Value-at-Risk）に基づく新し
い解釈を与えた。また、 Rockafellar & 
Uryasev 等による CVaR の理論的研究成果を
Eν-SVM に適用することにより、Eν-SVM の汎
化誤差の上界式を導出し、Eν-SVMによる CVaR
最小化がその上界式を最小化する解を与え
ることを証明した。 
 得られた研究成果は、2 本の査読付き論文
誌と 1本の査読付き国際会議論文誌で報告済
みである。 
 
（２）Eν-SVMは、ν-SVMよりも性能のよい分
類器を構築することが示されているが、問題
が非凸二次計画問題となるため、扱えるデー
タ集合の規模は、現時点では実用上十分な大
きさに達していない。そこで、2007～2008年
度は、既存の反復解法を有限回の反復で終了
するように改良し、より規模の大きな問題が
解けるようになった。また、アルゴリズムの
局所最適性についても示した。また、大域的
最適化アルゴリズムを考案し、時間はかかる
ものの厳密解を求めることのできるソフト
ウェアを開発した。 
図１はデータ集合から肝臓疾患を判別す

るため、提案アルゴリズムを適用した結果で
ある。(a)の図は、非凸最適化問題を解くこ
とにより、予測精度が高まることを示してい
る。また、(b)は大域最適解を得るために、
大域最適化アルゴリズムは何回の切除平面
が構築したかを示している。パラメータ n を
小さく設定することにより、Eν-SVMの定式化
の非凸性が増し、計算の手間がかかることが
分かった。また、大域最適解でなくても、最
初に得られた局所最適化で十分精度よい判
別がなされることが分かった。 
 
 

 

 
 
得られた研究成果は、1 本の査読付き論文

誌と 1本の国際会議論文誌で報告済みである。 
 

（３）2008～2009 年度は Eν-SVM の金融デー
タへの適用を中心に研究を行なった。 
統計的学習の理論に基づいて、将来、予測さ
れるリスクを最小化するようなポートフォ
リオ最適化モデルを構築し、効率的な解法の
提案を行なった。多くの従来モデルは、いず
れも、過去のデータに対して最も良い意思決
定が行われるように構築されていた。しかし、
過去と同じ状況がこれから生じるわけでは
ないため、過去のデータについて最適なモデ
ルがこれからのデータにうまく適合すると
は限らない。そこで、統計的学習の知見を取
り入れて、汎化能力の高いポートフォリオ最
適化モデルを構築し、日経２２５の過去デー
タ１０年分を用いて、他の標準モデルに比べ
て平均収益が高くて収益のぶれの低いポー
トフォリオが得られたことを確認した。 
 図２は提案モデル（NCCVaR）と他の標準モ
デル（CVaR, Abs,Sqr）との比較を、MSE（mean 
squared error）の 95%tile と平均値(mean)
を用いて示している。95%tile, mean のどち
らの指標を用いても、NCCVaR は他モデルに比
べて予測精度が高いことがわかる。 
 得られた研究成果は、2 本の査読付き論文
誌に投稿中、1 本の国際会議論文誌で報告済
みである。 
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（４）2009～2010年度は VaR 最小化モデルの
構築、アルゴリズムの考案を中心に研究を行
った。VaR最小化問題は CVaR 問題に比べて、
解くのが非常に難しい。そこで、厳密に解く
のではなく、それなりによい近似解が早く得
られるようなアルゴリズムを考案した。分
類・回帰・外れ値検出問題に対して、VaR最
小化モデルと CVaR 最小化モデルの予測精度
比較を行った。 
 現在は論文としてまとめつつ、近似解の精
度がよりよくなるよう、アルゴリズムを再検
討している段階である。 
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