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Abstract
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n,CPUD DY —RZEWEATESLSIZKY , £, Follower/— REDBFEICOVWTEHLE
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XU EEEDELEERTE , BALESHTANOHEBESHEREL LHEICHEVT, RAIL—7
Y MO 810Mtps , FEL AT M0 UBE |, BEERETH S 1Mtps,
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Databases used in financial systems that handle payment transactions are required to have high
reliability, consistency, and high performance. Many financial systems have been built on
mainframes to guarantee high reliability. While mainframes have supported the stable operation of
financial systems, they also have problems such as high maintenance costs and low flexibility for
system changes, and financial systems are expected to shift from mainframes to open systems
such as Linux in the future. In order for financial systems to respond to rapid changes such as loT
payments, it is necessary to develop a high-performance database that can maintain high reliability
and consistency on open systems. In this study, we propose a method for efficient distributed
transaction processing by applying a parallel logging method, P-WAL, to a geographically
distributed database based on a distributed consensus algorithm, Raft. By using multiple worker
threads, each of which performs logging independently, it was found that P-WAL achieved
excellent performance in terms of both throughput and average latency per command. By using
parallel logging, Raft's logging process, which has been processed sequentially, can be
parallelized, enabling the effective use of CPU resources, and communication with the follower
node can also be parallelized, reducing the effects of distance delay. In an experiment combining
the aggregate log forwarding method and parallel logging, we achieved a throughput of about
10Mtps and an average latency of 110ms, far exceeding the target values of 1Mtps and 400ms,
assuming geographic distribution to five cities throughout Japan.
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A Study of Fast Consensus Protocol for Blockchain

1. HIREBRFROBE

RERBIZERSEMIATLTRHWNONET—ER—XIZIL, ELMEENEE—EE, ZLTENRETHLIEAKRDOND. CNETIC
ZLDERMUATLTIE, TOEREAMVILV—LLIZEBETIZETCEEEEFRIILTE:. AMYIL—LALIXIWETERMIX
TLOREBRBEXZATELRA, HEFETEOIAMUATLAEREOZRENMEVELSI-HBEAZETFLN, FEMNIZIETEHMI R
FLIZBWTEAMUTL—LDS Linux EOA—TURVATLIZEITTEEFHENS. £ RAT LN oT RFEn2FELTL
IR TBHIZH, A—TURVATLLT, BUIMEEEEL—EMEROIENTELIEHRELT —IN—RERHETHIEI KD
53, AFETIE, AEHEETILIY X L Raft ZR—RELF-BAET—ER—X XL, HFHOF S FEP-WAL ZEATS
CETHEMBNENS VSO a v NBERRTEFERICDNTIRELR. 8O Worker AL YRZRALY, FhEhNMILTAY
DOEFTSTET, A=Yk 1 HF-UDFHLATUoVDORAIZENT, BNI-EEFRIBETHIEMNBALHIZE T -
WHOFUSIZkY, ChETERLEEIN TV = Raft DAF LS MERAF{ESH, CPU DY —REBMERATESLLSIZRY,
F7=, Follower /—FEDMBEIZCDOWTHIFLSN DI ET, BEEBEICKIHELT BB TES Lo of=. EHNOT kiRl
NAX TEEAEHEE-RRTIE, BALE S5 #ih~DOHEBELEHERELIGEICENT, RIL—TYEHE 10M tps, FHLAT
DUNN 110 SUFME, BREEMIETH S 1Mtps, 400 SYFERKEC EESEEEERKLT-.

2. MRERAEEOBE FER)

Databases used in financial systems that handle payment transactions are required to have high reliability, consistency, and high
performance. Many financial systems have been built on mainframes to guarantee high reliability. While mainframes have supported
the stable operation of financial systems, they also have problems such as high maintenance costs and low flexibility for system
changes, and financial systems are expected to shift from mainframes to open systems such as Linux in the future. In order for
financial systems to respond to rapid changes such as IoT payments, it is necessary to develop a high—performance database that
can maintain high reliability and consistency on open systems. In this study, we propose a method for efficient distributed transaction
processing by applying a parallel logging method, P-WAL, to a geographically distributed database based on a distributed consensus
algorithm, Raft. By using multiple worker threads, each of which performs logging independently, it was found that P-WAL achieved
excellent performance in terms of both throughput and average latency per command. By using parallel logging, Raft's logging process,
which has been processed sequentially, can be parallelized, enabling the effective use of CPU resources, and communication with the
follower node can also be parallelized, reducing the effects of distance delay. In an experiment combining the aggregate log forwarding
method and parallel logging, we achieved a throughput of about 10Mtps and an average latency of 110ms, far exceeding the target
values of 1Mtps and 400ms, assuming geographic distribution to five cities throughout Japan.
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