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Abstract

This paper presents a sign-logo search and combination 
system by analyzing the color and shape features o j sign- 
logos. The objective o f this system is to fin d  a global way o f 
communications by combining sign-logo images, which are 
created by combining color and shape features to express 
important messages with visualizations. This system analyses 
the color and shape features o f the image input by a user, also 
divides the shape into fram es and objects, which consist o f 
color lexers. The fram e stands fo r  the context o f the message, 
and the objects standfor the target o f the message. The colors 
used in the sign-logos tend to implicitly express the 
importance o f the message. The results o f several 
experimentations fo r  evaluating effectiveness o f our system  
are shown in this paper.

1 .Introduction

Through out the world, there are many kinds o f signs and 

logos used for maintaining our safety and security. The sign- 

logos are p resenting certain messages, which are created by 

the sender for receivers to see them. Generally, people can 

intuitively understand the messages corresponding to 

intentions o f meaning based on color and shape features o f 

sign-logo images. The messages that are exf^essed by 

combming o f color and shape features are shown in Figure 1, 

v^iicn is based on the United Nations Special Commission 

Survey [1] . For example, the combination o f color (blue) and 

shqje (circle) stands for the meaning (mandatory).

Content Based Image Retrieval (CBIR) systems are 

normally used to find our similar images to a given query 

image. These systems help us to find the image we are 

looking for. The image retrieval has been researched since 

the 1990s. QBIC [4,5] released by IBM is a fiorst commercial 

image retrieval engine. A lot o f eflSciait retrieval engines 

have developed after that. Google Goggles [3] provided us 

with image retrieval savices on WWW. This system 

retrieves objects that are included on an image that is taken 

by mobile phone with a digital camera. Most researches in 

CBIR have focused on developing conCTete retrieval 

algorithms [7,8,9,16,19,20,23]. Image-query creation has 

been proposed as the one method or dealing with the 

retrievers intention that should be more considered in CBIR. 

In this method  ̂the user’s intentions that are focused on the 

image-features on retrieval stq?s are eq^ressed by combining 

multiple images [12,13,14].

In this p^ ier, we present a sign-logo image search and 

combination system focusing on the color and sh£q3e features 

o f the sign-logos. The objective o f this system is to find a 

global way o f communicating by combining sign-logo 

images, which are created by combining color and shape 

features to eg ress a certain message. This system analyses 

the color and shape information o f the image input by the 

user, and divides the shape information into the frame 

information and object information, wiiich consists o f the 

color layers. The frame stands for the context o f the message, 

and the objects stand for the target o f the message. The colors 

used in the sign-logos tend to implicitly express the 

importance o f the message. The objects consist o f some 

sh^jes having the same color, and the frame consists.of the 

outline shape o f a main object in the sign-logo image. By
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combining the colors, the frame and the objects that 

correspond to the message, the sign-logo message becomes 

visually clear to the receivers. The main feature o f this system 

is to utilize the image retrieval in order t»  communicate with 

each other by combining three image features (colors, frames 

and objects) of sign-logo images based on the user5s 

imagination that he/she imagines. In our system, we have 

implemented the decomposition and combination fimctions 

to search functions that legacy image retrieval systems 

already have. We have noticed that the image-context can be 

clearly express by combining multiple image-features. So, 

our approach connected these fiinctions to create a new way 

to combine images for realizing a sigh-logo image world.
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Figure 1. The Messages that Are Expressed by 
Combining o f Color and Shape Features

2. Basic Method of Sign-Logo Image Search 
&  Combination System

In our system, we focus on basic elements o f image features 

the sign-logo has. The basic colors and sh^ie combinations 

are based on the survey from United Nations Special 

Commission (Figure 1) , and the safety colors fix)m the JIS 

(J^an ese Industrial Standards) and ISO (International 

Organization for Standardization) regulation (Figure 2). The 

colors used in this system are 10 colors (red, orange, yellow, 

green, cyan, blue, purple, magenta, white, black) based on the 

8 colors from the JIS safely colors [2] with the additive 

primary c»lors (red, green, blue) and subtractive primaiy 

colors (magenta, yellow, cyan). Each color o f sign-logo 

images is layered in 10 color layers in this system (Figure 3).

The sample images are based on [2] and each image has a 

certain message (red: do not enter, orange: departure 

immigration, yellow: taxi, green: emergency exit, blue: 

information comer, purple: radio activity, white: information 

center, black: telephone, magenta: baby facility, cyan: 

directions).

The sh^Des used in this system are separated to the 

frame-shape and object-shapes. Pnmmve shapes (circle, 

triangles, squares, rectangles, diamond, pentagon, hexagon) 

are used for the frame as shown in t  lgure 4. Variations o f 

objects such as the ones shown in Figure 5 are representing 

the target oi sign-logo as the object-sh^)es used for 

expressing the message. In this point or view, we point out 

that all the signs and logos, pictograms, symbol marks, road 

signs etc. can be considered as the same, and define them as 

sign-logos. We do not consider letters in logotypes as sign- 

logos, since they directly show letters for reading.
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Figure 2. The 8 Safety Colors and The Meaning

In order to create a sign-logo message, this system 

mainly has three processes:(1)Decomposition, (2) Search 

and (3) Combination. The processes are shown in Figure 6.

In the decomposition process, this system decomposes the 

color, the frame and the objects from the sign-logo image. 

This system executes frame-level and object-level search in 

order to retrieve similar sign-logo images in the search 

process. In tiie combination process, the system combines the 

colors, the frame and the objects for creating a new sign-logo
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image. The system has a cycle process from 1 to 3 for 

rejBning the meaning of areated sign-logo image by analyzing 

the image.

The system stmcture is shown in Figure 7. Firstly, the 

user posts the sign-logo image that actually exists to the 

system. Then, the script program receives and connects to the 

image processing methods. The analyzed data fix)m the 

image processing methods would be responded back to the 

script program, and then the result information would be 

shown to the user on the browser interface.

A concrete extraction method of the image features on 

this system consists of three processes. In the first process, 

the input sign-logo image is resized by constant width and 

length size. In the second process, the background o f the 

image is subtracted and saved as the base image used in this 

system. At the same time, in the third process, another image 

would be saved, wiiich is filled with the main color of the 

image. This image becomes the frame image.

The colors used in the base image are clustwed by the 

most similar color of 10 cx)lors; which means reducing the 

variations of colors. The color histogram [15,18], which 

contains the cxilor ratio information, is extracted from every 

pixel o f the modified base image. Except for the case of 

white and black, the colors with smaller ratios compared to 

the threshold is shifted, and added to the similar color. Based 

on this shifted color histogram, the ̂ stem  generates the color 

layer images, which becomes the important images used for 

decomposing the analyzed data: area (pixels), object count, 

and centroid (x and y point) for the whole image. These 

layers also have the role to separate the image into objects.

The area data means pixel count of each color layer and it 

is used forjudging concentration degree o f objects on the 

same color layer. In this process, the area data holds the 

position information on each pixel. In the case o f each 

element o f color histogram, they don't hold the information. 

Additionally, if the information on all the area data is 

integrated, it will become equivalent to the color histogram. 

The object count means number of objects that exist on each 

color layer. The centroid means summation o f all centroids of 

each object that exists on each color layer. These values are 

used for the key for searching objects with a different color 

and the similar shape.

After the base image, frame images, and object images 

are generated; these images are analyzed and used for the 

search process. Furthermore, the image-features are extracted

as vector data model, and are stored to tables o f the sign-logo 

image database corresponding to schema of the image- 

features.
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Figure 3.10 Color Samples in Actual Sign-logo Images
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Figure 5. Image Examples Showing The Object-level Shapes
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Figure 6. The Three Main Processes o f This System
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The system uses the analyzed data from the 

decomposition process in the search section. The data 

structure o f the sign-logo database is shown in Figure 9-12.

Figure 10. Data Structure o f the Area Table

Figure 11. Data Structure o f the Object Table 

3. Implementation

We have implemented an ejqjerimental system by applying 

the MATLAB system [17]. The user interface o f the input 

form and the browsing interface that are shown in Figure 4 

were developed by PHP and HTML. All image features of 

100 sign-logo images that were extracted by a series o f image 

processing in advance are stored to array as the sign-logo 

database. Some sign-logo images as examples that are stored 

to the sign-logo database are shown in Figure 13. These 

images and text data explaining the meaning o f each sign- 

logo image were collected fix)m the World Wide Visual 

Symbols [2]. Each image stands for a certain message (1: 

cars do not enter, 2: aid, 3: caution, 4: workers on road, 5: do 

not run, 6 :lost and found, 7: pedestrians crossing, 8: no cars 

except two wheels, 9: taxi,10: wheelchair slope based on

P ]).

Each RGB value o f the 10 representative colors that are 

defined to the system is as follows: red =[197 14 10], orange 

=[249 103 0], yellow =  [255 183 0], green =  [0118 101], 

blue =[10 87 157], purple =[156 60 143], white =  [248 241 

252], black =  [28 26 30], magenta =  [201 73 162], cyan =  [0 

174 239]. The RGB values o f all colors that are defined by
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JIS and ISO standards are used. Comparing color difference 

on RGB color space between each cx)lor o f two pixels is 

calculated by Euclidean distance.

In this system, the image-features o f an image are 

ejqjressed as vector data. To efficiently calculate similarity 

degree between two vectors, histogram intersection is 

adopted to the search step in the system.

sample images 
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Figure 13. The Sign-Logo Sample Images Stored to the 

Database

4. Experiments

In this time, we have evaluated performance o f minimum 

functions required for wtiole o f the sign-logo search &  

combination system through several experiments.

4.1 Experiment-1
In Experiment-1, we used 100 sign-logo sample images to 

check how well the background of the image is erased. The 

contents o f the sign-logo should remain, the

background colors are being removed. The numbers o f

correctly processed images were 92, v^iuch means 9 2 %  o f the 

images processed in this system returns the correct results.

4.2 Experiment-2
In Experiment-2, we checked the c»lor layers for the sample 

images to see how well the colors are decomposed. Out of 

the 100 images, 98.7% o f the images were correctly 

processed and analyzed with correct objects on each layer. 

The red layers were 99.7%, orange layers were 100%, yellow 

layers were 100%, green layers were 100%, cyan layers were 

99.8%, blue layers were 99.5%, purple layers were 99.9%, 

magenta layers were 99.8%, and A\iiite and black layers were 

1 0 0 %  correct.

4.3 Experiment-3
In Experiment-3, we set an image-query (stop sign) and 

compared with 5 sample images. Firstly， the image-query 

becomes decomposed as shown in Figure 14.

R O  Y 6  B

b _ _ _ _
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Figure 14. Decomposition Process o f The Image-Query
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The 5 sample images are chosen in the similarity level, 

compared to the image-query. The sample images and the 

similarity level are shown in Figure 15.

safni innag€

similar image

diftererrt 丨 mage

Figure 15. Sample Images and Levels

戀
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Figure .17. Decomposition Process o f The Image-Query

The sample images and the similarity level are shown in 

Figure 18.

Next, we calculated the integration between the image- 

queiy and each sample image. The results are ranked as in 

Figure 16.

馨
1 2 3 4 5

_ _  ® 命 令

Figure 16. Ranking Results to The Given Image-Query in 

The Search Process

4.4 Experim ent-4

For E?q)eriment-4, we set an image-query (toilet) that is more 

complicated in comparing to Experiment-2, and it is 

compared to sample images that are also more complicated. 

The image-query becomes decomposed as shown in Figure 

17.

same image

similar image

different image
Figure 18. Sample Images and Levels

In the same way as Experiment-3, we succeeded in 

calculating the integration between the image-query and each 

sample image. The results are ranked as in Figure 19.

i f

1 2 3 4 5

f i t  f l  x i  #  i

Figure 19. Ranking Results to The Given Image-Query in 

The Search Process
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5. Conclusion

In this paper, we have presented a sign-logo search &  

combining system focusing on the color and shape features of 

sign-logos. This system analyses the color and shape 

information of the image input by the user, and divides the 

shape information into the frame information and object 

information, wiiich consists o f the color layers. In order to 

realize the sign-logo communication, we have e?q)erimented 

to confirm effectiveness o f our system. In Experiment-1, we 

found out that the preprocessing step o f the system is 9 2 %  

correctly working. The 8 %  o f the images turned out to be 

blank because the system misread the color information and 

erased the necessary colors in the image with the background 

colors. From Experiment-2, we found out that 98.7% o f the 

color layers were correctly processed. Almost all the c»lor 

layers were correctly generated, but the wrong layers tend to 

turn out as sets for the close colors such as blue and cyan, 

purple and magenta. From Experiments-3 and 4, by setting 

the same, similar, and different images in the retrieval step 

we found out that the same image becomes 1 st rank and the 

similar image becomes 2nd. From this experiment, we 

noticed that tiie decomposition and search process is 

working. The combining section should be added and 

connected so that the

As our future work, we have several points we need to 

cover and extend in ordo1 to create a better system and a 

sophisticated user interface. Firstly, as mentioned in 

Ejqjeriment 2, we need to figure out how to process the close 

colors correctly. Secondly, in our current system, the objects 

in the same color layer are counted as one object. In the 

fiiture, the system needs to be improved so that the related 

objects within the same color layer are counted as one object. 

Lastly, we need to extend the system so that the combmmg 

process can automatically run.
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