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Abstract of Doctoral Thesis Academic Year 2022

A City-Scale Networked Sensing Platform with
Spatio-Temporal Information Processing

All data generated in cities can be represented in a spatio-temporal manner. This
study expresses this data in three dimensions by combining the time and spatial axes,
defined as spatio-temporal information. This study assumes that data in a city should
be simultaneously delivered to multiple targets and extends the data delivery plat-
form based on the publish/subscribe messaging model (pub/sub-model) with spatio-
temporal information processing. All city information is collected from embedded
sensors across the city and the intelligent devices people carry with them. Monitoring
the in-city status and solving problems are important to improve people’s quality of life.
Solving city problems using the information collected makes a city smart. This study
takes its concept and systematically summarizes sensing technologies to support it.
Moreover, as an example of Smart Sensing, this study considers the road condition de-
tection method using public cars. This study aims to extend data delivery platforms for
cities. First, it defines time and spatial elements and develops the middleware required
for extending Internet of Things (IoT) platforms. The delivery frequency depends on
the sender at pub/sub-model because it is delivered by push-type. Hence, 1) data may
be delivered beyond the receiver’s request, and 2) data is delivered in pieces when re-
ceiving data from multiple senders, making synchronous handling difficult. This study
developed two extended middleware for IoT platforms: a smart data streamer (SDS)
and dynamic topic optimization system (DTOS). The SDS can configure the receiver’s
receive frequency parameter and deliver data synchronously to the receiver over the
receive frequency. Next, users must order topics that they want to receive data about
in advance through the pub/sub-model. Nevertheless, the target changes when the re-
ceiver moves. DTOS realizes the dynamic target changing using spatial information.

These two systems define delivery control based on time and spatial information,
as well as the information elements to be considered by the sender and receiver for this
purpose. This study demonstrates how to combine spatial and temporal information
to express them. Moreover, this study demonstrates the feasibility of spatio-temporal
information processing by showing the various combinations that realize various clus-
terings.
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博士論文要旨 2022年度 (令和 4年度)

時空間情報処理を用いた都市規模な
ネットワークドセンシング基盤

街で生じる全てのデータが時空間上に表現できる．本研究ではこの時空間を
時間軸と空間軸の組み合わせによって三次元で表現する．これを「時空間情報」
と定義する．本研究では，街の情報は受信を希望する複数の対象に同時に配送さ
れるべきとし，パブリッシュ/サブスクライブメッセージングモデル（以下，「パブ
サブモデル」）に基づくデータ配信プラットフォームを時空間情報処理によって
拡張する．街のインフラへのセンサを埋め込みや，人々が日常的にスマートデバ
イスを持つようになったことで，街のあらゆる情報が取得できるようになりつつ
ある．人々の生活の質を上げるためには，街全体のモニタリングや，街に潜む課
題を解決することが重要である．この街の課題を情報の力で解決することを「街
のスマート化」と呼ぶ．本研究では街のスマート化をコンセプトとして，それを
支えるセンシング技術を体系的にまとめる．スマートセンシングの一例として，
筆者が行った公用車を用いた道路の状態検出手法を示す．これらの背景を踏まえ，
街を対象としたデータ配信基盤の拡張を目指す．まず，時間情報の要素と空間情
報の要素を定義し，それぞれを用いたプラットフォーム拡張ミドルウェアを開発
した．パブサブモデルではプッシュ型でデータが配送されるため，その送信頻度
は送信者に依存する．そのため，1)受信者の要望以上のデータが配信される可能
性があること，2)複数の送信者からのデータを受信する際にバラバラにデータが
配送されるため，同期的に扱うのが困難となる．本研究では「SDS (Smart Data
Streamer)」と「DTOS (Dynamic Topic Optimization System)」の二つの IoTプラッ
トフォーム拡張システムを開発した．SDSは受信者が受信したい周期を SDS上
に保存できるようにし，その周期に応じて受信者が希望したトピック全ての情報
を同時に配信するように制御する．次に，パブサブモデルでは予め受信したい情
報のトピックを指定する必要があるが，受信者が移動する場合，その対象は動的
に変わる．DTOSは空間情報を用いて動的なトピック切り替えを実現する．
この 2つのシステムによって時間情報と空間情報による配信制御と，そのた

めに送信者と受信者が考慮すべき情報要素を定義する．これらを組み合わせるこ
とによって時空間情報が表現でき，その組み合わせ方によって様々なクラスタリ
ングが表現できることを示し，時空間情報処理の実現可能性を示す．
キーワード
スマートシティ，Internet-of-Things，スマートセンシング，ミドルウェア，時空
間情報

慶應義塾大学大学院政策・メディア研究科
河崎隆文
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Preface

This paper indicates the study of a city-scale networked sensing platform with spatio-

temporal information processing. This study aims at the in-city data applications. The

author focused on the middleware system for it. Currently, there is an increasing

amount of data worldwide by developing sensing technologies. In the background,

the platform delivering data to users is essential. Current IoT platforms are imple-

mented based on a push messaging model to deliver much of the data to several peo-

ple. Nevertheless, the push messaging model’s sending timing depends on senders, and

it does not consider the physical space data characteristics. Therefore, the author sug-

gests spatio-temporal information processing. In addition, it implemented data delivery

middlewares that can understand data characteristics in the physical space.

The author has participated in various projects in the laboratory, and those activities

relate to this study. First, it indicates the position of each participating project in this

study and its activities in this chapter. Next, it describes each approach to realizing

spatio-temporal data delivery for cities. Last, it describes the future direction of this

study.

Background

At current, the number of intelligent devices, such as smartphones, is increasing world-

wide. These devices have various sensors for device parameters such as accelerator and

gyro, health monitoring sensors, such as heart rate, and more. Their real space informa-

tion is essential to improving their quality of life. It causes everything evolves Smart.

Smart means reducing waste while increasing information and opportunities, improv-

ing various situations and functions, Etc. Information technologies can satisfy them.

For example, smart cities, sensors have been embedded there to collect environmen-

tal information, urban information, and human activities in cities. Municipalities can
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monitor the situation in their city currently and analyze there using stored past data and

predict the future. In this way, real space information is helpful for people.

In addition, data is also generated on social networking services (Twitter, Face-

book), personal blogs, and various web services. Engineers can get these virtual sen-

sors by using crawling and scraping technologies. Their data has information that the

physical sensor cannot detect, including the events of an area. Moreover, it can dis-

cover and use embedded information on the Internet. It guides users to use information

easily because they do not need to prepare new sensors for their purpose.

However, almost all of the data is managed by each organization. It only opens to

itself, so the data is only used in limited situations. Nevertheless, the data has the pos-

sibility to can use for several applications and services, so there can expect to generate

new values currently from existing data by combining other data.

In this background, it means that the amount of data on the real/virtual space is

growing explosively, so there needs to think about how to handle a large amount of

data. For example, all of the data delivers freely, and that data stream constructs chaos.

It is very hard for users (real space resources) and networks (cyberspace resources).

Thus, a suitable data stream needs to be realized that satisfies the requirement for the

background. This study focuses on the IoT (Internet-of-Things) platform, aiming to

realize efficient and suitable data delivery on IoT platforms.

Research Goal

From the background, the platform will be necessary to deliver data to many users flex-

ibly in the future. It has requirements for various using situations such as smart devices

for human activities, environment monitoring in smart cities, mobility monitoring of

autonomous cars, Etc. There are several messaging/connecting protocols. This study

will choose the optimized protocol to satisfy those requirements.

However, it is essential to define the appropriate protocol and implement the ex-

tensible functions for IoT platforms of the next generations. This study focuses on the

structure of the physical space data, and it develops the processing functions which can

treat the physical space data and cyberspace flexibly for IoT platforms in this study.

In addition, it defines spatio-temporal information to process the data delivery to meet

conditions of various use cases and suggest processing patterns; finally, it implements

an extensible system that has functions by using those elements. This paper first de-

scribes the independent elements, spatio-temporal information as the complex element,
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splitting the time and spatial elements. Therefore, it will describe the spatio-temporal

information processing systems as the final deliverable after it describes the definition

of each element, its usage, and its extensible system.

Approaches of This Research

The author has participated in some projects in the laboratory, and their activity relates

to making a city smart and spatio-temporal data delivery. This section describes each

activity and the position of this study. First, it describes the smart sensing technol-

ogy for cities. It indicates the data sender in cities, and it describes the possibility of

increasing data senders and data itself drastically in the future. Next, it describes the

spatio-temporal information data delivery middleware to extend IoT platforms. It in-

dicates the broker in a city and describes the necessity of extended IoT platforms for

the concept of next-generation cities (Connected-smart-cities). Last, it describes other

developed systems in projects for realizing Connected-smart-cities. It indicates devel-

oped systems for federation and integration among other IoT platforms. To achieve

connected-smart-cities, we need to consider how heterogeneous smart city platforms

work together and how to control the scope of openness. It indicates examples to real-

ize it by the developed systems.

Effective Data Sensing Methods for Cities

The author has participated ClouT project from 2014 to 2015. The project goal was

to improve citizens’ quality of life in a city by providing responsive services by cloud

and IoT. The researcher/engineers, including the author, studied and developed vari-

ous sensing systems in this project. In addition, this project was practiced not only in

Japan but also in Europe. Hence, the implemented common platforms and applications

do not depend on the specific country. The author studied a sensing method for roads

condition using public cars. Inspecting roads condition has a large burden for the mu-

nicipalities. For instance, there are 1.2 million kilometers of roads in Japan, and 0.9

million kilometers are paved. Pave roads wear away daily because of rain, snow, traffic,

and disaster. Maintaining paved roads entrust each municipality. Workers belonging

to the city must check the entire city’s road condition by cruising and visually them-

selves. The author studied the system to inspect the road condition automatically by

a camera and public cars. In the ClouT project, the author focused on the traffic mark
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condition because it is especially fragile. It has implemented the system to inspect it

by deep learning and image, measured the costs of computer resources to process it,

and optimized the model [1, 2, 3].

In addition, the author has participated joint research with Edogawa since 2021.

The joint research aims to inspect fatal roads and detect illegal dumping automatically.

The author roled the project management and used the knowledge of the previous study

to realize the road inspection automatically in Edogawa [4, 5]. These activities indicate

new sensing methods for cities, and it suggests the possibility that there will be an

increase in various data drastically in cities.

Spatio-Temporal Information Processing Middleware to Extend IoT
Platforms

The author has participated in the SSM project. SSM project aimed to develop a Mobil-

ity Risk Information Generation Platform. This project studied a method of large-scale

data collection in the physical space to sort and circulate them for mobility by collab-

orating with some universities and companies. The author constructed the platform to

collect large-scale data from some resources and circulate them to several users [6, 7].

SOXFire, as an IoT platform developed in the laboratory belonging to the author, can

circulate data to several users.

In this project, the author has implemented a data circulation system from other

systems using Node-RED, and it can view data flow intuitively. Moreover, in the case

of mobility, users move to some locations. IoT platforms need to send data optimally

to their locations. Nevertheless, users must continuously connect to an IoT platform

when using a push messaging model. The data does not optimize the user’s location,

generating waste data sending. Besides, users must call the IoT platform when they

want to receive data, but the frequency depends on each user, so they have a possibility

that they miss the data that they want. Therefore, this study implemented the system

to understand spatio-temporal information, and it can control to data sent by them.

The defined elements and implemented system indicate the new way of IoT platform

understands the physical space’s information.

Other Developed Systems for Realizing Connected-Smart-Cities

Last, the author participated in two projects about smart cities, M-Sec, and heteroge-

neous smart city infrastructure programmable federation demonstration of wide-area
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data utilization (NEDO-project). M-Sec project aims to research, develop, deploy

and demonstrate multi-layered security technologies to ensure hyper-Connected Smart

Cities. This project developed some applications and technologies. SOXFire has been

used as an IoT Platform on the Japanese side. Smile City Report was developed to

sense and share city information by citizens and increase their communication and cir-

culate data using SOXFire. In addition, Smile City Report uses not only Japanese but

also Europe users. The Europe side also developed Marketplace as an IoT platform

for themselves. They developed the platform developed by blockchain technologies.

SOXFire and Marketplace developed different protocols. Then, the author developed

SOXCollaborator to integrate with them. SOXCollaborator can store all or specific

data from SOXFire. In addition, it defined the necessary parts of sending data format

to integrate them [8, 9, 10].

Next, NEDO-project aimed the developed programable federation technologies for

smart cities. There are also different IoT platforms, and it considers locations. The

location means IoT platforms are installed in each municipality because their data in-

cludes citizens’ privacy in the city or the city’s privacy information. The author de-

veloped the system to flexibly control access to other municipality’s IoT platforms.

Moreover, The author developed Node-RED has implemented the system to realize

visual data and the status of the city flow and FIWARE as an IoT platform. The

project demonstrated changing the access control Synerex (A developed IoT platform

in Nagoya University) to FIWARE [11].

These activities indicate the possibility of different IoT platforms’ integration and

federation. These technologies are important so that people will realize Connected-

smart-city in the future.
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Thesis Configuration

It indicates thesis configuration at last of this chapter. This paper is constructed in five

chapters. The contents of each chapter are listed below.

Chapter 1: Basic Concepts and Taxonomy of Enabling Technologies
for Smart Cities

This chapter describes the basic concepts and taxonomy of enabling technologies for

this study. First, it describes smart cities. It indicates the sensing technologies for re-

alizing its Internet-of-Things, Embedded data on Internet, Participatory Sensing, and

Smart Sensing for supporting smart cities. About Smart Sensing is discussed, includ-

ing the author’s actual study. Next, It indicates how data is handled based on back-

grounds that will change from the past. Last, it discusses the middleware’s importance

in sending and processing data and the necessary features when using the middleware

to support smart cities.

Chapter 2: Spatio-Temporal Information Processing

This chapter describes how data should be spatio-temporal. First, it indicates the three

dimensions for expressed spatio-temporal information. Last, it indicates applications

with spatio-temporal information processing. Next, it defines the necessary elements

to construct the spatio-temporal information.

Chapter 3: Development of Spatio-Temporal Information Process-
ing Middleware to Extend IoT Platforms

This chapter describes the actually developed spatio-temporal information processing

systems. First, it describes Smart Data Streamer (SDS). This system is to control data

delivery using time elements. Second, it describes the Dynamic Topic Optimization

System (DTOS). This system is to control data delivery using spatial elements. The

system uses elements defined in chapter 2. Last, the speculative data broadcast system

is an example of spatio-temporal information processing. In addition, it suggests the

spatio-temporal abstraction by combining time and spatial elements defined in this

study.
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Chapter 4: Evaluations of Spatio-Temporal Data Delivery

This chapter describes the evaluation of spatio-temporal data delivery. The primary

evaluation is constructed in two sections. First, it evaluates the performance of SDS.

Second, it evaluates the performance of DTOS. After that, it discusses the performance

and the limit of each system.

Chapter 5: What Will Spatio-Temporal Information Processing for
City-Scale Sensor Data Delivery Lead in The Future?

This chapter describes the review and future direction of this study. This study indi-

cates the possibility what abstract spatio-temporal information expression. It will guide

the development of smart city platforms that understand the physical space’s features.

Then, smart cities can collaborate in cyberspace. The author calls it connected-smart-

cities. Last, it discusses the necessary technologies for realizing connected-smart-

cities.
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Chapter 1

Basic Concepts and Taxonomy
of Enabling Technologies for
Smart Cities

This chapter describes the concept of this study. This study develops middlewares to

extend IoT platforms and will realize to control several data delivery. First, the chapter

explains what cities evolve into smart cities, including examples of smart cities.

After that, it indicates a taxonomy of sensing technologies, Internet-of-Things, Em-

bedded data on the Internet, Participatory Sensing, and Smart Sensing. Moreover, it de-

scribes the actual practice of Smart Sensing using public cars. The result indicates the

possibility that the number of in-city data will increase, showing the change in how to

handle the data in the future. Last, it describes the platform’s importance in supporting

smart cities, indicating a taxonomy of middleware.

1.1 Basic Concepts of Smart Cities

A city is constructed by various factors, including buildings, citizens, and basic infras-

tructures such as roads, sewers, and electricity. The quality of the city depends on the

quality of them. Currently, cities evolve smart cities using information technologies to

increase the city’s quality. In this study, smart means the city’s various things and prob-

lems/tasks to improve and solve by sensors and information technologies. It expresses

solving some subjects in the city and improving people’s life without physical powers.

Therefore, information technologies are essential for it.
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1.1. BASIC CONCEPTS OF SMART CITIES

Figure 1.1: Image of Amsterdam Smart City Project[12]

They try to several challenges to solve the problem of happened growth of the urban
population and to realize efficiency and sustainability in Amsterdam.

Initially, To make the city smart aimed to achieve green gas reduction targets, as

shown in Figure 1.1. Amsterdam Smart City Project[12] is a typical example. They in-

stalled Smart Meter to make visible the power consumption to achieve the goal. Smart

Meter provides an automatic meter reading function and sends the data to the server.

People can estimate and confirm the electricity usage in their own house monthly. Like

this, the smart city contributes to the health of the environment.

However, this activity is not only currently. There are many sensors in the city

through this activity, including roads, parking, and building. Currently, a smart city’s

goal is to achieve green gas reduction targets. Countries and their municipalities aim

to solve various problems of the environment and their city by using information tech-

nologies. First, to scatter sensors in the city is to maintain the city resources automati-

cally. For example, in Smart Santander[13, 14], there are installing as many sensors as

over 20,000 in Santander in Spain. The municipality manages the status of various city
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1.1. BASIC CONCEPTS OF SMART CITIES

resources, including the parking system, garbage boxes, and street lights. These activ-

ities are others too. Another example, in Japan, TOYOTA MOTOR CORPORATION

starts TOYOTA Woven city[15] as a new city concept. This city is a large demonstra-

tion experiment of the future smart city. There are embedded sensors in the city and

Mobility as a Service, autonomous cars, and Smart Home. This activity will indicate

the figure of a future city. The following description shows examples of smart cities.

CityVerve Project: CityVerve is a project in Manchester, England (Figure 1.2).

With IoT technologies, the project aims to improve city services across health, trans-

port, social care, and more [16, 17]. For example, combining sensors embedded in

light fixtures, the wireless outdoor infrastructure, and other devices in the city created

a sensing platform to support energy reduction and monitor the quality of the environ-

ment at some locations. This project also embedded sensors into several objects on

roads and buildings, and they aim to visualize their city.

Smart Santander: Smart Santander is a project in Santander, Spain (Figure 1.3).

This project aims to realize the sensorization of the city [13][19][14]. Santander has

embedded several various sensors into the city. The sensors are always connected by

wireless mesh, mobile phone networks, and broadband networks. They can find all

kinds of information on the streets, including energy power, water quality, air quality,

and the status of infrastructures. Therefore, Santander can monitor the city’s status in

real-time, and the city can predict the value of its sensors.

TOYOTA Woven City: TOYOTA Woven City is a project in Shizuoka, Japan. It

is an advanced project especially. This city is a testbed to try some future technologies

about human life. For example, the city has three different roads. The first one is used

to drive autonomous cars and high-speed vehicles. The second one can drive personal

mobility such as Segway and walking. The third one is for walking people only. Be-

sides, they promote the demonstration of realizing carbon neutrality by collaborating

with other companies. There will be installed hydrogen stations, and they will try to use

the hydrogen gas for cars and more. Moreover, this project challenges various fields,

including healthcare, smart home, agriculture, food, education, Etc. This project will

indicate the figure of a future smart city.
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1.2. A TAXONOMY OF SENSING TECHNOLOGIES TO SUPPORT SMART
CITIES

Figure 1.2: Website of CityVerve Project[18]

The project aims the improve the quality of the city in Manchester by using IoT. This
page indicates challenge contents.

1.2 A Taxonomy of Sensing Technologies to Support
Smart Cities

Making smart cities needs some technologies. Currently, data have been generated in

some situations. It is essential to know when and how data are generated to consider

a platform. This section indicates sensing technologies and their features to support

smart cities.

1.2.1 Internet-of-Things

When it made the Internet, it used to connect to computers. People can get information

from other places via servers, and they can send data to other people by networking ser-

vices, including e-mail and other tools. Currently, the devices have generated various
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1.2. A TAXONOMY OF SENSING TECHNOLOGIES TO SUPPORT SMART
CITIES

Figure 1.3: Image of Smart Santander[13]

This image shows the actual sensor information in Santander. Pins indicate the
information in Santander. Each pin has information on street lights, parking,
environment, Etc.

data, such as video, music, and photos.

From the result, most of the available devices of current can connect Internet.

Smartphones and tablet devices are famous examples. People can use these devices

anytime and anywhere. These devices provide some services to help their life. More-

over, connecting to the Internet is not only the mobile phones but almost machines and

items. For example, in our living life, a smart refrigerator can detect materials in it

and suggest the recipe that uses them to people. This function is realized by installing

a camera and a microcomputer in the refrigerator. Besides this, almost objects are in-

stalled with various sensors and a microcomputer. As a result, almost all objects can

connect to the Internet, and it calls Internet-of-Things (IoT). IoT discovers and provides

new values to what some objects have, and it contributes to developing a variety of hu-

man life. Engineers and researchers must require to create evolutional technologies

and discover new value and information from IoT devices in the future world.

1.2.2 Embedded Data on Internet

There are several embedded data on the Internet. The data can separate mainly into two

kinds. The first case is that senders send data to social networking services. In this case,
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1.2. A TAXONOMY OF SENSING TECHNOLOGIES TO SUPPORT SMART
CITIES

Figure 1.4: Examples of embedded data on Internet[20, 21, 22]

Many companies and organizations open their collected data. The data has some
value, but it only opens their websites. Therefore, the usage is limited.

senders send information that is difficult to collect by a physical sensor. For example,

a person tweeted,‘ I met a famous entertainer on the street in Tokyo!’when he found

the entertainer on the street. Besides, the post data by people include emotion. This

data have some value and do not collect physical sensors. Like this data on Internet, it

is called embedded data.

The second case is that senders open data on their websites, but physical sensors

collect the data. Figure 1.4 shows embedded data examples.

It is many when a sender is a private company. For example, their parking status is

currently collected by physical sensors, and users can confirm it on websites or collab-

orated applications. Nevertheless, many private companies do not open raw data, and

the case is not only parking status. These data lost opportunities to use other situations,

also called embedded data. In the case of the first, developers can use data when the

API of the service is opened. Besides, developers do not use data easily when the API

is not opened or in the second case.

However, some technologies collect data from websites, including crawling and

scraping. Nakazawa et al. [23] developed the collecting system from websites. It can

understand the website’s structure and scrape target information from there. In addi-
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1.2. A TAXONOMY OF SENSING TECHNOLOGIES TO SUPPORT SMART
CITIES

Figure 1.5: Overview of MinaQn[24]

The system can suggest tasks for citizens, and citizens answer the task at any time,
and the municipality workers can confirm all answers.

tion, the system transfers the data to other applications via an IoT platform. Therefore,

embedded data on Internet are also vital data resources.

1.2.3 Smart Sensing

It means the sensing method uses smart sensors. The sensor is embedded in micropro-

cessors and wireless communication at least[25]. Currently, smart sensors are generally

spreading IoT worldwide. There are studies on smart sensing, and many relate to the

quality of cities and citizens’ lives in the long term. [26, 27, 28, 29] The studies can

realize monitoring some information about cities, human activities, and environmental

status.

Moreover, there constructs a large and intelligent sensor network by improving

smart sensors’ specs. Kocakulak et al. indicated an overview of wireless sensor net-

works towards IoT[30]. They described the definition of wireless sensor networks and
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1.2. A TAXONOMY OF SENSING TECHNOLOGIES TO SUPPORT SMART
CITIES

their design of it. The paper indicated that the wireless sensor network has many ad-

vantages in IoT. For example, the developer does not need complex infrastructure, and

the network spends low energy. In addition, wireless sensor networks are compatible

with other devices, increasing their usage. It indicates the possibility that IoT’s wireless

sensor networks are large-effectiveness for monitoring several situations.

1.2.4 Participatory Sensing

This sensing method is similar to the embedded data from social networking services

described in the previous section. Participatory sensing handles people as sensors [31].

The world population is increasing, and people usually have smart devices, smart-

phones, tablets, and wearable devices. Primarily smartphones are used to contact col-

leagues when working, friends when playing together, or family. The device generally

has a camera and chat capabilities and call functionality. In addition, developers can

create applications for the device. Participatory sensing uses a person with a smart-

phone as a sensor from the background. Actually, there are some studies on participa-

tory sensing currently.

Figure 1.6: Overview of SmileCityReport[32]

Users can collect and share captured views of a city and its affective status.
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1.3. PRACTICE OF IN-CITY SMART SENSING: REALIZING EFFECTIVE
SMART SENSING USING PUBLIC CARS

Sakamura et al. have developed some systems of participatory sensing[33, 34, 24,

35]. For example, they developed a web framework to collect the city’s information

from both municipality workers and citizens, as shown in Figure 1.5. Municipality

workers can create participatory tasks about the city and select the task to open for

citizens. Citizens confirm the opened tasks at any time on the website. Computers and

mobile devices can access the website, and they answer the task at any time. When a

citizen answers the task, the answer content is published to many clients. In addition,

the system stores all answers in a database, and municipality workers can confirm them.

This study indicated that participatory sensing could catch up with citizens’ opinions

that do not collect citizen surveys only.

Next, Sasaki et al. have developed Smile City Report [32] as a smartphone app-

based participatory sensing. This study aims to collect and share information on the

events with users, as shown in Figure 1.6. Then, the reporter simultaneously cap-

tures both the city events and emotion-related status using two cameras. The authors

confirmed the effectiveness of reporters’ more activity that the system provides the

reporter’s emotion-related status by the double-sided photo shooting feature.

1.3 Practice of In-city Smart Sensing: Realizing Effec-
tive Smart Sensing Using Public Cars

This section describes the actual practice of the author. This study developed a method

of detecting and collecting traffic markings’ quality using garbage trucks as an example

of smart sensing.

It has written about the smart sensing of Smart City in the previous section. How-

ever, many of their methods made embedded sensors in their city or depended on peo-

ple’s activity. Municipalities need to manage several objects in their city. They want to

collect data from wide coverage and high frequency, such as the road and its equipment.

In this case, the sensor embedding method must generate high management costs. Be-

sides, in the case of the participatory sensing method, the collecting area and frequency

depend on the living people in the city.

In the case of road inspection, the inspection cost is a large burden for municipal-

ities because it has a vast management area and requires high inspection frequency.

In addition, road conditions are usually inspected visually, by city staff, only once per

several years. To solve this problem have been several studies have proposed various

16



1.3. PRACTICE OF IN-CITY SMART SENSING: REALIZING EFFECTIVE
SMART SENSING USING PUBLIC CARS

Figure 1.7: Overview of the system to detect road marking damage using a public car

The system proposes the method to detect road marking damage automatically using a
public car with an embedded computer with a camera.

approaches to automated road inspection [36, 37, 38, 39, 40, 41, 42]. These studies

use accelerator sensors attached to vehicles to detect road roughness automatically to

reduce road inspection costs. However, it is difficult to detect road marking damage

because they are painted thinly.

Then, This research focuses on the public car because it drives regularly and wide

area in the city. This section describes suggestions for the new method to collect and

detect road marking using public cars. Figure 1.7 shows the system overview.

Problems of Related Works

There have been several studies aimed at facilitating road inspections. Takahashi et al.

focused on the bicycle[40]. The number of sharing bicycles is increasing currently, so

they aimed to do monitoring road conditions using a smartphone and a bicycle. They

defined the four types of cracks on the road. After that, they realized to inspect road

roughness by collaborating on their definition and got the acceleration data from the

smartphone.

Besides, Zhao et al. suggested a Dynamic Response Intelligent Monitoring System.[42]

The system also uses a smartphone to inspect automatically. They analyze the fre-
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1.3. PRACTICE OF IN-CITY SMART SENSING: REALIZING EFFECTIVE
SMART SENSING USING PUBLIC CARS

quency domain to detect unevenness. The affinity of those studies evaluates flatness.

However, road markings are painted very thin. If it has been damaged, the road does

not affect it. Therefore, this research focuses on the road markings that it is difficult to

detect for acceleration sensor, and it resolves using the photo taken by a drive recorder.

Automatic Traffic Mark Inspection with Public Cars

This section describes the requirements of automotive sensing for traffic mark inspec-

tion. First, we introduce our automotive sensing infrastructure in Fujisawa, Japan.

Then, we determine the requirements to adapt the existing automotive sensing infras-

tructure to traffic mark inspection.

Public Cars as A City Sensing Infrastructure

As part of a smart city project, in collaboration with the city office of Fujisawa City in

Japan, we designed and implemented an automotive sensing platform called Cruisers

[43, 44] (as shown in Figure 1.8). Then, we deployed the platform using the city ’s

garbage collection trucks to evaluate the applicability of automotive sensing in a real-

istic urban setting. In Japan, garbage collection is conducted door-to-door by trucks,

typically on weekdays; therefore, Cruisers were expected to ensure that most of the

city ’s areas, excluding those uninhabited, were visited at least once each day when

garbage is collected collection occurred. Each garbage truck had a sensing module, a

micro-computer, and an acellular communication module. The sensing module con-

tained several basic sensors such as a global positioning system (GPS), temperature,

accelerometer, gyroscope, and environmental sensors such as particulate matter (PM)

2.5 and nitrogen oxides (NOX).

Requirements

Camera-based road marking inspection has to fulfill the following requirements in or-

der to apply to a sensing system using public cars, which has limitations related to

network speed and computational resources.

1. Analysis at edge-side to reduce network communication: Usually, automotive

sensing only uses low network capacity, such as a 3G link. It is better to ana-

lyze captured images at the edge-side and only send the analysis result through

the network because the size of a captured image by a camera is much bigger
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Figure 1.8: Images of Cruisers[43]

Cruisers developed in an automotive platform using public cars. The authors use
garbage trucks as public cars to collect environmental information in Fujisawa. This
system realized wide coverage using several garbage trucks.

than the data captured by simple sensors such as accelerometers and GPS. This

requirement leads to the additional requirements listed below.

2. Working with limited computational resources: In addition to network limita-

tions, the computational resources of public cars are also limited. A computer

attached to a vehicle is powered by the vechicle’s battery. It, in turn, requires low

computer specifications. Also, it is better to use an inexpensive computer to keep

the cost low. Therefore, we must not anticipate that a high-specification com-

puter will be used in the analysis. Images are usually analyzed using machine-

learning techniques. A method using a lightweight learning model and analysis

technique is needed to reduce the computer ’s memory and CPU requirements.

3. Balancing high speed and high accuracy of analysis: computational resources are

also limited; however, we must analyze traffic marks at high speed and accuracy.

The camera would continuously capture images of traffic marks at rates such as

15 frames per second (fps). It is necessary to analyze images within 66 ms to

achieve real-time sensing in the case of 15 fps. With real-time processing, road

markings have to be analyzed with high accuracy. A camera captures images of

road markings mounted to a car, whose speed would be from 0 km/h to 60 km/h
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(in the case of garbage trucks in Fujisawa). The analysis should have been able

to cope with various images captured under variable car speeds.

This study explored an appropriate and practical analysis method for road marking

inspection. The method was required to have the ability to cope with limited computa-

tional and network resources.

Approach

This section describes a method to detect road markings damage. First, it introduces

the collection process of road markings. Next, it refers to the damage detection model

by using CNN.

Data to be Analyzed

This study assumes that the vehicle-mounted camera collects images depicting road

marking conditions. In the experiment, a generic car was used, with the camera at-

tached to the side, to capture images of the road surface only, as shown in Figure 1.9.

Images were captured when the travel speeds were within the legal speed limit, be-

tween 0 km/h and 60 km/h. The captured images are blurred as the traveling speed

increases, as shown in Figure 1.10

Detection Model: C’s Model

First, we defined damaged traffic marks as the traffic mark image where a damaged

part is depicted; thereby, the traffic mark condition was classified as either damaged or

undamaged (as shown in Figure 1.11). We regard this problem as a binary classifica-

tion task. In our study, a CNN model was used to solve this problem. The CNN model

was reported to perform well in image correlation tasks. For example, engineers (or re-

searchers) hold an annual classification accuracy competition where approximately one

million images are classified into 1000 classes during the ImageNet Large Scale Visual

Recognition Challenge (ILSVRC) [45]–[46]. In this competition, the CNN model be-

came the mainstream classification method after 2012. We regarded CNN models as

adequate for solving correlation tasks related to the images considered in this study.

Therefore, our work proposed the C ’s model to extend the CNN model.

CNN is a particular model designed to provide good solutions to image-related

problems. CNN is constructed with multiple convolutional layers and a few fully con-

nected layers in almost any case relevant to a classification task. At the convolutional
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Figure 1.9: Actual captured image of a road marking

This image shows the actual captured image by a camera. The camera has been
attached to the side of a car. The image indicates that its quality satisfies to detect the
road marking damage.

Figure 1.10: Road markings captured by different travel speeds

It indicates that the change of captured road markings depends on travel speeds. The
figure shows the sample of actual images taken at various travel speeds.
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layer, the input image of width ni, height n j, c color channels h ∈ Rni×n j×c, and out-

put channel d is first convolved with a set of local filters f ∈ Rni×n j×c×d. For each

location/pixel (i, j) of x, the convolutional calculation is defined as:

zi, j =

n′i∑
i′

n′j∑
j′
Φ(fT

i′, j′xi+i′, j+ j′ ) (1.1)

where fi′, j′ ∈ Rc×d, xi+i′, j+ j′ ∈ Rc, hi, j ∈ Rd. Φ a nonlinear activation function with

a parameterized set of parameters. Φ a nonlinear activation function with a parameter-

ized set of parameters. At this time, it used the rectified linear unit (ReLU) [47]. When

the final output was evaluated, the sigmoid function was used. The convolution in Eq.

(1) was followed by local max pooling. The pooling layer had two contributions: First,

the convolutional layer reduced the output channel dimensionality. In addition, neigh-

boring feature activations were summarized by activating this spatial max pooling and

leading to local translation invariance. The final feature map of the last convolutional

layer was flattened to a vector representation h. This vector h̃ was fed through a few

fully connected nonlinear layers until the output was produced.

Finally, the optimization of these functions was assigned to the optimizer. At this

point, we used Adam[48]. The initial values were set at a learning rate of 0.001, and

the momentum was set at 0.9. The C’s model was developed by combining the above.

In this study, models have some requirements, for example, regarding size;

Experiment Result and Discussion

This study prepared a dataset with images captured by a car with a camera at several

travel speeds. Figure 1.11 shows a part of the dataset, and Table 1.1 shows the environ-

ment condition to train and test. The size of its is 224×224 pixels, and the number of

images is 25,426 to train, and the number of images is 6,781 to test.

The detection accuracy was evaluated by comparing some different models. This

study used Linear SVM[49, 50], Random Forest[51, 52, 53, 54], and C’s model to

evaluate. First, the result of SVM and Random Forest is shown in Table 1.2. The result

indicated that all scores of Random Forest are better than Linear SVM. In addition, it

confirmed the accuracy when the training and test datasets separated each travel speed.

The result indicates that the accuracy score is highest when the travel speed of the

training dataset and test dataset are the same. (all accuracy is 90 % over.)
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Figure 1.11: Dataset of C’s

This shows a part of dataset to train and test. It includes images captured at several
travel speeds to comfirm the effect by increasing travel spped.

All estimated road markings damage scores by Random Forest were better than

Linear SVM.

Next, it describes the structure of C’s model. Figure 1.12 shows it.

The dataset uses the same Linear SVM and Random Forest. This study evaluated

two patterns, C’s model and combining C’s model and Dropout[55] because the re-

sult indicates the overfitting when doing a first training and test. The result is shown

in Table 1.3. It indicated a high score better than Linear SVM and Random Forest.

Table 1.1: Environment conditions of C’s

Name Spec
CPU Intel Core i7 3GHz
Memory - 64GB 3200MHz
GPU TITANX 12GB

Language python 2.7.12
Keras
(Backend: tensorflow)

tensorflow
0.12.0
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Table 1.2: Detection Accuracy using Linear SVM and Random Forest
All estimated road markings damage scores by Random Forest were better than
Linear SVM.

Algorithm Accuracy(%) AUC Recall Precision f1
Linear SVM 80.0 0.79 0.85 0.80 0.83
Random Forest 84.0 0.83 0.91 0.83 0.87

Figure 1.12: Image of C’s model structure

C’s model is constructed based on CNN. The structure has four convolutional layers
and two fully connected layers.

Moreover, the score improved when it added Dropout to the model. This evaluation

indicated the effectiveness of C’s Model in detecting road marking damage because all

scores are the highest in this evaluation.

Last, the experiment confirmed that C’s model performs on microcomputers. The

reason is that the size of the CNN model is more extensive than other algorithms.

When the system uses a microcomputer, the machine resource is limited. Therefore,

it is important to confirm the performance. It evaluated the detection accuracy and the

processing speed by changing the structure of C’s model, and it used a raspberry pi3

as a microcomputer. The result is shown in Figure 1.13. This image indicates various

model structures of C’s. Two layers mean that two layers construe the model. (16,8)

indicates the number of channels in each layer. Therefore, two layers (16,8) means that

two layers construct the model, and each layer has 16 channels and eight channels.

It indicated that the processing speed is within 0.5 seconds when using the most

complex structure. The accuracy and processing speed depend on the number of layers
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Table 1.3: Detection accuracy using C’s Model
The accuracy is highest in this evaluation, and all scores improved when added
Dropout.

Algorithm Accuracy(%) AUC Recall Precision f1
C’s Model(CNN) 90.8 0.90 0.93 0.91 0.92
C’s Model + Dropout 93.0 0.93 0.94 0.95 0.94

and channels. The processing speed can improve by reducing them, but it causes a

down in the accuracy. The model indicated the best performance with two layers (16,8).

The processing speed is within 0.1 seconds, and the accuracy is over 92 %.

Therefore, it is essential to suit parameters that use situations. Nevertheless, C’s

model can perform on microcomputers because the accuracy and processing are very

high.

Figure 1.13: Result of changing C’s architecture

This result indicates that accuracy and processing speed changes the number of layers.
In addition, not changing the number of layers and reducing channels indicated the
best performance on raspberry pi.
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1.4 Individual Data to Clustered Data

The previous section described various sensing technologies and the actual practice of

smart sensing. Those indicate that the amount of data in a city will increase. Then,

engineers and researchers need to consider handling those several data effectively. Pro-

cessing data generate or extract average information. There are some kinds of process-

ing. The most straightforward method is using the raw value as information. Never-

theless, the data can generate more various information through complex processing.

It can generate or extract average, predicted value, context-aware data, and more. To

realize complex processing needs how to cluster from independent data, and cluster-

ing uses features that data has. For example, two different sensors can combine when

they have a common target. When a user wants to know the temperature correctly, the

system can suggest the value by calculating some sensor values. Heterogeneous data

linkage can generate new values never seen before.

1.5 Data That Across Spatio-Temporal

Data in real space has special characteristics. Figure 1.14 shows the data in real space.

First, each layer describes spatial information. All sensors and devices are on the layer

and have a point. This point means the object’s location. For example, (a) a car that

people drive often changes its location. (b) people are interested in the various objects,

the weather of their location, their hobby shop, and more, but the critical point is that

their information spots are close to the user because, if the spot is away from the user,

he cannot go there. These user’s interest point calls Points of interest (POI). Location

is very critical information to indicate users’ POI.

Secondly, it explains each layer’s overlapping in Figure 1.14. The overlapping

describes time information. All data will always occur at some point. This point is

time, and all data has this information. In addition, (c) each data from a sensor/device is

continuous. For example, environmental information on a location is not independent,

as the weather cannot change from sunny to rainy. Therefore, we can analyze the

current status and the value trend and estimate and predict the future value. (c) shows

the example of a traffic jam in a location. When we go through the same point at the

same time every day, we can predict the traffic status because we store its information.

Therefore, the time information is critical to cluster and estimate the data.

From the above, this research defines spatio-temporal information as a combination
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Figure 1.14: Image of data that across spatio-temporal

All data can express in real space. When data are generated continuously, systems can
analyze information using it at one position. Besides, the case of it focuses on spatial,
and it can cluster data using spatial features.

of time and space.

1.6 A Taxonomy of Necessary Middleware to Support
Smart Cities

Data can be easily stored and cached on the computer by developing database systems

and improving the computer’s specs. Applications use raw and processed data. The

methods of data processing are currently various kinds. For example, the temperature

sensor senses the temperature value continuously. It detects value every minute or every

second. These values are not independent, and we can make this helpful information

by analyzing them, for instance, average, max, minimum, and more. Like this example,

applications and systems use the information that is various figures.

1.6.1 Data Delivery Platforms

The number of devices connecting Internet will increase in the future. When it in-

creases in the personal, home, and city, the IoT platform is important.
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First, the fixed networking service provides high speed and a large scale by devel-

oping an optical communications line. In addition, the mobile networking services also

will develop by 5th generation mobile networks. Therefore, people can connect many

devices to the Internet without the limited number of devices they have.

On the other hand, the amount of data and information in cyberspace. When it

increases, people must choose it that they want to use. The existed general server

provides the connecting service between a computer and a server. It means the server

communicates to computers independently. Hence, when some computers want to

same data from the server, each computer must send a request to it, and the server must

send data to each computer. When using IoT devices, this communication method has

a large waste cost because all devices must send the same request. If the server can

search the requested data of each device they want, they can send data to all target

devices without their requests. Therefore, different platforms from the existed general

server are required in the IoT world. This study aims at expanding to the IoT platforms

for Smart City.

1.6.2 Requirements of IoT Platforms

When using IoT platforms for a city, platform placement is essential. Currently, some

services use spatio-temporal information. For example, Google map provides the map,

navigation, route suggestion, traffic jam information, Etc. Cloud computing supports

those services. Cloud is all systems and services provided via the network. It changed

infrastructures’ form. The traditional system is constructed per private company. Nev-

ertheless, cloud computing realized the abstraction of the infrastructure. In cloud com-

puting, the data is aggregated in the cloud environment. Hence, companies that have

large data centers can collect many data. They develop the system by analyzing big

data. Moreover, it provides scalability for platforms. On the other hand, when the use

case is smart cities, more things must be required. When the data is about a city, it is

used for the city’s citizens and systems. Hence, the platform must handle data there.

In addition, in the case of smart cities, many events, data, and opportunities are

generated for citizens. Especially applications to improve citizens’ life often handle the

same data among some citizens. For example, the timeline information of buses there

does not depend on per citizen. In that case, the platform can handle data publishing

to them integrative. Moreover, it can generate new information value by collaborating

several data.
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Besides, there are an unspecified number of clients, each independent in smart

cities. Therefore, data providers and clients must not depend on each other. Even if a

data provider cannot provide data, clients must do without it. It can solve this problem

using IoT platforms. This study focuses on how to use IoT platforms for smart cities.

The requirements of IoT platforms for smart cities are various, depending on the

situation used. This study assumes that IoT platforms are used for several complex in-

formation for many clients. When the role of IoT platforms becomes large, the system

load becomes large too. It indicates that the IoT platform loses quickness because of

the processing time per process. On the other hand, IoT platforms acquire varieties of

how to use in the situation without real-time processing. Section 2 indicates the use

case.

Figure 1.15 shows the relationship between latency and independence. The hori-

zontal axis of Figure 1.15 means the latency requirement, and the vertical axis of Figure

1.15 means the independence requirement. The most left box requires the hardest la-

tency constraint but does not require independence. For example, a vehicle that needs

traffic signals’ status is very close. The most quickly data sending is when the target

traffic signal and the vehicle connect directly, and the vehicle will stop following the

data. The car’s performance depends on the traffic signal. Moreover, this study does

not consider hard real-time control because the system does not control according to

time limitations. It means the system developed in this study does not guarantee safety

when the system does not finish processes within the latency requirement. Therefore,

the systems are not good at hardware operation.

On the other hand, the most right box requires the easiest latency constraint but

requires high independence. For example, users want to book various services, taxis,

hotels, events, restaurants, etc. In that case, users want information from some services.

In addition, the network latency does not affect users because this case does not require

immediacy better than hardware operation. However, if the client application depends

on target services, clients are damaged when the target service is down. Therefore, it

must require high independence to prevent this problem. This study focuses on the right

area of Figure 1.15 because the systems do not have requirements regarding latency.

This study implements the method of speculative data publishing to control soft real-

time processing. It describes section 3. Hence, platforms for cities are required to

comply with the following requirements.

• Data must be properly and at the same time delivered to an unspecified number
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Figure 1.15: Relationship between latency and independence

Different latency requirements for different cases. For example, real-time processing
of hardware wants hard requirements about latency. On the other hand, latency and
independence among stakeholders have a relationship. This study indicates it uses IoT
platforms. Moreover, it has determined this study’s target: they require soft constraint
and high independence.
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of users who want to receive it.

• A sender need not be aware of the recipient unless the target is limited.

• Platforms can be anywhere in physical space.

The third point is important because sending time may be delayed when a sender, a

platform, and clients are far away. Therefore, it is must need speculative data delivery

to solve this problem. In addition, it is a must to define spatio-temporal information to

realize speculative data delivery.

Besides, the previous section described IoT and smart cities, including the number

of sensors and devices that will increase. In addition, described the IoT platform is

important in the future. This section describes the data processing for many sensor

data and the highly complex data delivery for people.

1.6.3 Existed Effective Control for Data Delivery

There are studies about effective control for data delivery. The methods of data trans-

mission are various. This section indicates the existed studies about it.

The spatial information is used to optimize data delivery. First, at pull-type data

delivery, there developed applications and studies using spatial information [56, 57,

58]. For example, Yahoo News[59] has realized the optimized information suggestion

per user using users’ location. Nevertheless, these services cannot provide automatic

data receiving completely without the user’s operation because of the feature of pull-

type. Hence, the user may miss if the sender sends new data at a high frequency.

On the other hand, it describes existed studies using push-type. Location-aware

pub/sub-systems use spatial information. The systems send data to users who corre-

spond to an event’s location. It assumes that the position of a user is static. Therefore,

the purpose is to ensure that dynamically generated data is not missed. Therefore,

these systems do not consider that the user updates his/her position. Besides, there are

continuous spatial queries. These studies were developed by extending content-based

filtering. Content-based filtering [60, 61, 62, 63] has been developed to realize data

delivery without ordering a specific topic. The method uses keywords or values instead

of topic designations. Therefore, the filter can express conditional expression. For ex-

ample, when a keyword is weather, and the value is sunny, the system sends data only

if the data has weather and sunny.
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Continuous spatial queries use keywords as the user’s interest.[64, 65, 66, 67, 68,

69] The systems publish queries continuously by keywords and user’s location informa-

tion. Moreover, if the user does not move, the query can continuously publish without

updating his/her location.

This method requires specifying specifically that the user is interested in something.

This is effective when a target is event information such as sightseeing and special

sales. However, in the case of the data generated by sensors, the data is generated

continuously and at a high frequency. Hence, the systems that use the data must receive

it continuously. Furthermore, in this case, it is important to get the data from the correct

topic, not from a specific value. The reason is that the clarity of the sensor disappears

if the focus is only on the value.

1.6.4 Existed Spatio-temporal Data Processing

Various collaborations realize data applications. For example, geographic information

systems (GIS) are used to manage spatial information systems. GIS is technology

to process, manage, and visual for spatial information. GIS data is defined as the

information that indicates the specific position or area in the space, the information

of the relevant phenomena about it, or the simple location information. GIS data is

specialized to handle spatial information. Hence, the related works using GIS data are

many [70].

The first example uses GIS to visualize and analyze the spatial characteristics of a

target phenomenon. McLafferty challenged understanding the spatial organization of

health care using GIS [71]. When organizers consider convenient health care services,

geographic variation in a population is essential information. The population per area

differs along with many factors, including age, gender, culture, and more. The review

paper described the challenges, including visualization of the population in an area,

evaluating to assess travel along with transportation networks, including the network

distance [72] and travel times [73] by calculating GIS data. It indicated able to analyze

multiple aspects of the elements needed to support health care.

Moreover, For example, in recent years, the pandemic of COVID-19 has been a

major problem worldwide. The reason is that the virus has strong infectivity. Mol-

lalo et al. [74] have analyzed the COVID-19 incident rate in the continental United

States. GIS data have visualized the incident rate, and it is expressed in 35 explana-

tory variables. The major categories are socioeconomic, behavioral, environmental,
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topographic, and demographic factors. They indicated it on geographically weighted

regression (GWR) and multiscale GWR. They have estimated the correct model to an-

alyze the COVID-19 incident rate. The study is cited related works [75, 76]. These

researches also expressed the various European regions using GIS data and the spa-

tial regression model. It has an impact, indicating the effectiveness of the GIS data

application in analyzing COVID-19.

Another example, GIS is used to estimate various situations. Schroder et al. uses

GIS to implment 3D-Routing-Model [77]. Currently, reducing CO2-emissions is a

global problem. They aimed the optimize the driving route to reduce CO2-emissions.

The map is expressed in three dimensions using GIS data. It considers elevation, slope

direction, and positive or negative road inclination attributes. Hence, the routing model

can optimize the driving route considering the road in real-world characteristics.

As these related works studies have shown, spatial information processing using

GIS data is being done in various ways.

On the other hand, time processing means analyzing the previous X. X indicates the

various targets, for example, measurements, experiences, behaviors, and more. Time

information is a continuous element. There are many and many using time applications

currently. This reason is that the time element is always necessary for analysis. For

example, it is purchase behavior analysis. In sales strategy, users’ purchase behavior

analysis is important. A user always purchases to satisfy the user’s requirements. [78,

79, 80, 81] The purchase history contains the trend of the user’s purchase potential.

Hence, a sales company found the user’s purchase behavior by analyzing the history.

Bhagat et al.[81] presented the approach they developed for modeling repeat pur-

chase recommendations using a user’s purchase history. They focused on a user’s re-

peat purchase behavior. Their study analyzed large-scale purchase data that e-commerce

websites collected. They defined some models, including the aggregate time distribu-

tion model and the repeat customer probability model. Their developed system indi-

cated the effectiveness of increasing users’ repeat purchases in their demonstration. As

in this study, the time element uses to express history.

1.7 Summary

This chapter has described the basic concept of this study. First, it explained what

makes the city smart. (smart cities) In this study, smart means it is able to change,

solve, and improve subjects in a city using information power. Various sensing tech-
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nologies are important to realize. This chapter introduced a part of sensing studies, IoT,

Participatory Sensing, and Smart Sensing. Moreover, it indicated the actual practice of

Smart Sensing. The practice focuses on public cars because they must drive citywide

to do their daily routine. This study suggested and developed a method to detect road

damage. The result implied that edge computing and public cars could collect citywide

data.

From the background, the amount of data in a city will increase; then, the platform

for data delivery will be more important than now. This chapter described data focused

on a spatio-temporal layer, and it indicated that in-city data can is expressed in it. Last,

it described the middleware system and the related studies. The next chapter explains

the spatio-temporal information in this study.
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Chapter 2

Spatio-Temporal Information
Processing

This chapter describes the definition of spatio-temporal information and the basic ele-

ments to construct it. All sensor exists in real space, so they have common information.

It is time and spatial information. When considering using some data combinations,

it is necessary to cluster among various types of sensors. A simple clustering exam-

ple is what gathers the same type of sensors. In this case, comparing, calculating, and

analyzing them is easy. As described, the common elements are necessary to cluster

the multiple sensors. This study handles and clusters multiple sensors using spatio-

temporal information as a common element.

First, it converts the figure of real space to three dimensions using the time axis

and spatial axes. This study defines the three-dimensional space spatio-temporal in-

formation. Moreover, all applications of using spatio-temporal information processing

are described in the three dimensions defined in this study. In addition, it indicates the

vital point to solving each problem.

Next, it describes the definition of basic elements and indicates how to use each

element.

2.1 Use Cases of Spatio-Temporal Information Process-
ing in Smart Cities

Spatio-temporal information processing is helpful in various situations. This section

describes some examples of use cases that this study targets. The use cases have some
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Figure 2.1: Usecase of MaaS

Drivers send route information to an IoT platform. IoT platform publishes it
speculatively using spatio-temporal information. Users can receive the carpool
services flexibly by it.

common requirements. First, the use cases aim to integrate or collaborate various data

from several publishers. When the platform processes spatio-temporal information, it

can flexibly control data delivery. Hence, it publishes some data at the same time from

different senders. It will lead to integration and collaboration among some data.

Second, some users or applications in a situation use the standard template for

receiving data. It shows that some clients aim for the information for the same purpose.

Therefore, a data delivery platform can send the same data using the standard template.

When the excepted case, templates depend on per client. It means the use case is

difficult to share with some clients because it depends on the interest or privacy of each

client. This section describes example use cases on these requirements.

Applications for Mobility as a Service (MaaS):
In recent years, the Ministry of Land, Infrastructure, Transport, and Tourism has

allowed carpool services in Japan. Carpool services are helpful for people who do

not drive cars. For example, in rural, there does not develop the public transportation

enough to move all people there. Hence, there is an increase in elderly drivers. It causes

traffic accidents, but they need cars because they cannot make a living if they do not

drive them.
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Carpool services let resolve this problem. In Toyama Prefecture, Asahi city’s mu-

nicipality provides an official carpool service for citizens. The service realizes the car-

pool services through the cooperation of the municipality, transportation companies,

and citizen drivers [82]. At current Carpool services, users register the destination, the

point of departure, and the estimated use time. The system matches the users near their

destination before they want to use it. However, when it is a little errand, for instance,

shopping for daily necessities, daily hospital visits, Etc., it is tiresome to register plans.

Then, if the users know the routing plan of taxis and know a taxi will come through

near them, they can register the request to the taxi then.

The spatio-temporal information processing help this service. The information

users must register the same. It is their location and destination. The platform must

send data of some clients to taxis following spatial information. It also needs to send

the user’s request to the taxi in advance, as the taxi needs to know in advance where the

desired user is. (Figure 2.1). Then, the platform must realize speculative data delivery.

Applications for Disaster Prevention: In the real world, there are often happened

various disasters. When large-scale disasters happen, people cannot make a living

safely. The reason depends on some factors. For example, people cannot go outside

to shop for daily necessities when heavy snow, typhoon, or earthquake. Moreover,

recently, the large-scale COVID-19 pandemic has attacked all over the world. Some

governance ordered lockdown for people then. In these situations, people encounter

food and daily necessities shortages because they cannot go outside freely.

Besides, older people living alone have difficulty solving problems that require

a workforce. They could not remove snow when heavy snow attacked their house

and area. Therefore, the government must prioritize removing the area’s snow. Then,

efficient data delivery is important for people and the government. Governments can

determine the route of removing snow using the data. In addition, this uses to help

each other in neighborhoods. For instance, people living in the same apartment can

communicate under heavy snow or typhoon because they do not need to go outside

and move within the building only. Therefore, when they are in an emergency, they

communicate and help each other using the platform and spatio-temporal information

processing.

Applications for People Flow Control in Large-Scale Event Situations
It is not good to gather many people within a small range currently because it has

a risk that causes infection of COVID-19. When it holds live concerts by famous mu-
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Figure 2.2: Usecase of people flow control

People can choose the riding public transportation to a destination because urban
areas have developed public transport.

sicians, watches sports games, and more, people gather there. Their place is equipped

with infection control measures, such as separating seats, not talking to each other, and

not yelling. Especially in the case where the place is urban, the people flow so big.

Therefore, many people must gather at a specific station, train and bus. It generates a

high risk that causes infection of COVID-19.

Also, in this case, spatio-temporal information processing is effective. Urban ar-

eas have developed public transport. People can choose the riding vehicle from some

choices (Figure 2.2). Speculative data delivery supports it. When trains are constantly

publishing arrival and stop times, people can know in advance, via speculative data

distribution, which train they can catch when they arrive at the station. Then platforms

are required for suitable data delivery per people’s area. Therefore, spatio-temporal

information processing is effective and important.

38



2.2. DEFINITION OF SPATIO-TEMPORAL INFORMATION

Figure 2.3: Convert to three-dimensional space

All data on real space can express in spatio-temporal. This image shows the result that
data in real space convert to three-dimensional space, spatio-temporal.

2.2 Definition of Spatio-Temporal Information

The multiple data collaboration must need the common parts. For example, sensors to

measure temperature generates the same meaning value. Even if the values are different

for each sensor, they all indicate temperature. Hence, they can collaborate to calculate

the average, max, and more. In other cases, sensors with different meanings, such

as humidity and temperature, can be combined. They do not have the same meaning

value, but their value includes the same category (environment). In order to combine

various and multiple data, it is necessary to find common parts.

This study focuses on a thing that all data on real space can express in spatio-

temporal. It means they have time and spatial information. Therefore, it converts the

figure of real space to three dimensions using the time axis and spatial axes. Figure 2.3

the result that data in real space convert to three dimensional space of spatio-temporal.

It reasons spatial information can express two dimensions by location information, and

time information can express one dimension. This study defines the three-dimensional

space, spatio-temporal information. Next, Figure 2.4 describes the time and space

information on the three-dimension model because space information has two axes, x

(latitude) and y (longitude). Time has an axis, t (time). Moreover, it describes some

examples of applications using Spatio-temporal information.

Last, to define spatio-temporal information must consider the necessary elements

to construct it. It is separated spatio-temporal information into time and spatial in-
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formation. Time and spatial information include some meaning in themselves. The

following section first defines what they mean as elements. Moreover, it indicates how

to use each defined element.

2.2.1 Applications Using Spatio-Temporal Information

First, this study tries to (A): control data delivery using time. A client is challenged to

handle data that he wants to because the number of data and receive timing is chaotic

when he wants to subscribe to many topics. Then, This study tries to manage data

streaming on pub/sub-model by time. It develops a middleware system to extend an

IoT platform. It determines how to handle time elements to develop the system. The

system provides some contributions. Users will begin to control data receive timing

loosely by time. Moreover, the multiple data are published synchronized when users

receive them. It indicates the possibility that multiple different data can collaborate.

Second, it will realize (B): dynamic topic optimization using space information.

Basic pub/sub-model implemented topic-based data publishing. Subscribers can re-

ceive data via the target topic, and they must subscribe to the topic prior to receiv-

ing it. Nevertheless, when a subscriber moves on space, the topic they want to get,

but subscribing to all targeted topics, always wastes network cost. This study tries to

implement a method to change the target topics’ dynamic by subscriber’s location in-

formation. It provides a method to express spatial information on the comprehensive

system.

Third, the goal of (C) and (D) data clustering and aggregation are to expand (A)

and (B) systems to realize aggregation on the platform. The key to solving this problem

is to build on (A) and (B) as one platform. (A) and (B) is each basic model of time

and place to implement spatio-temporal information processing. Hence, (C) and (D)

problems treats as an expanded system of (A) and (B). Besides, there is some research

on data aggregation [83, 84, 85, 86]. An existed study developed data aggregation for

one topic using time information [83] Other studies developed data aggregation for

multiple sensors near each other in space [84, 85, 86].

Therefore, by indicating the implementation of data aggregation like these, this

study demonstrates a spatio-temporal abstraction that indicates data aggregation in

time, space, and both.

Last, it will try to (F) implement Spatio-Temporal information processing. This

study tries to realize speculative data delivery using time and space. This method uses
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Figure 2.4: Applications using spatio-temporal information

Data on spatio-temporal can cluster, analyze, and collaboration using time and spatial
informations. This image describes examples of applications.

defined elements and other information available in mobility systems. It indicates that

defined formats and developed systems in this study can extend easily by combining

other applications. In this case, it focuses on the routing information of mobility. Mo-

bility systems suggest routes that users want to go to the destination. The route infor-

mation includes time (duration) and spatial information (waypoints and destination).

Therefore, it indicates an application of spatio-temporal information by a developed

system in this study that uses route information to control speculative data publishing.

This study does not try to (E) because this problem is different from other problems.

Various previous studies have been conducted on this forecasting problem, and their

problem is depended on each piece of information.

This study focuses on the performance of the IoT platform. Therefore, This study

does not try to (E).
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Figure 2.5: Definitions of time elements

Definitions of time elements express one axis and each circle. The axis means time,
and each circle expresses the sending data from a sender. Time can express Point in
Time, Frequency, Data-TTL, and Data-TTR.

2.3 Definitions of Time Elements

Time is the standard information that all data have. Time has some means, and its usage

depends on its meaning. This study defines three kinds of time by meaning.

The three definitions:

• Point in Time

• Frequency

• Data Time to Live (Data-TTL)

• Data Time to Reference (Data-TTR)

This section describes them.

2.3.1 Point-in-Time

First, Point-in-Time means when the data has happened. Each circle of Figure 2.5

shows it. A Point-in-Time indicates the freshness of the data. When the value is old,
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the data is also old. Users can judge to use of the data by looking at the point in time. In

addition, Point-in-Time indicates the log. When an application stores many data from

a sensor, the application can analyze those data. Then, the application uses Point-in-

Time to analyze data because it indicates the relevance ratio for each data. For instance,

when Point-in-Time means continuous value, the data value is also continuous. When

two data have the same Point-in-Time, differing only by days, they mean changing the

value simultaneously. These analyzed results detect the trend of the data.

2.3.2 Frequency

Frequency means an interval of data sending. Almost all sensor devices send data

regularly, and they have time information. Then, the application calculates the interval

of the target sensor it understands the frequency of data sending. When the frequency is

high, the sensor device sends much data; when the frequency is low, the sensor device

sends little data. The frequency is different for each sensor. Therefore, subscribers

must consider the value when creating or using the application because they must turn

to the collaborating values if they want to collaborate with different sensor values.

Nevertheless, it is not easy when they want to use many sensors. Therefore, this study

aims at the practical use of frequency.

2.3.3 Data Time to Live (Data-TTL)

Almost information always changes its value. Environment sensors are an example of

changing the value at a very high frequency. Weather information is updated every

hour on the famous weather report applications, but the temperature value changes

frequency higher than the weather.

On the other hand, people’s events cause updated frequency lower than the previous

example. For example, a shop’s special sales information is updated daily. Neverthe-

less, the special sales information does not change easier than temperature information.

Then, the special sales information’s time to live is more protracted than temperature

information’s. As mentioned above, information has each time to live. The value is

called Data-Time to Live (Data-TTL) in this study This value is used to judge whether

subscribers use the received data.
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2.3.4 Data Time to Reference (Data-TTR)

Last, this study defined Data Time To Reference (Data-TTR). Data-TTL expresses the

limited time to guarantee the freshness of the information. However, data process-

ing applications want to use old data to calculate and detect various information. For

example, the average, maximum, minimum, and mode of sensor data for one hour

are calculated by old stored data. Therefore, this study defined Data-TTR for users.

Data-TTR indicates the time range that a subscriber wants to aggregate. Data-TTR

has defined the same value as the receive frequency in this study. For instance, The

Data-TTR is ten minutes when the receive frequency is 10 *.

2.4 Definitions of Space Elements

This study treats location in the physical world as space information because objects’

location can be expressed by latitude and longitude values. In addition, location infor-

mation is also the standard information that almost all data on the physical world have.

If the device does not have it, it can collect easily by installing a GPS sensor.

The location has some means, and its usage depends on its meaning. This study

defines three kinds of time by meaning.

The three definitions:

• Position

• Distribution

• Data Area to Live (Data-ATL)

This section describes them.

2.4.1 Position

First, Position indicates the location of data where it has happened. The environment

and traffic information happens in the physical world, and their information has the

location information, including themselves. Besides, stores, parks, and other facilities

exist in the physical world and have location information. Therefore, almost all data

has it. This information is important to detect the center of the data. About Distribution

and Data-ATL will describe later the center is essential to determine them.

In addition, this parameter uses to indicate subscribers’ location. Therefore, posi-

tion is the most basic definition of space information.
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Figure 2.6: Definitions of spatial elements

Definitions of spatial elements express each circle and two-axis, latitude and
longitude.Each circle expresses different senders. Spatial can express Position,
Distribution, Data-ATL.

2.4.2 Distribution

Distribution means the scattered sensors in the physical world. It can indicate the

relationship between sensors by their distance. There are many sensors worldwide,

and their number will increase in the future. Then, for applications, we will want to

cluster them by some conditions. Location information is also included. For example,

when the two temperature sensors have been installed near each other, they detect from

almost the same area. However, their value is not necessarily the same. In this case, a

subscriber can not only select the sensor but also calculate the average, max, and min

values from their sensors.

Therefore, distribution is important when subscribers want to aggregate multiple

data.
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2.4.3 Data Area to Live (Data-ATL)

Data Area to Live (Data-ATL) indicates the effective range of the data. Data-ATL

basically spreads from the point of the sensor as the center. This area is different

from each sensor’s spec, kind of it, and the publisher’s definition. For example, if a

subscriber wants to receive weather information near him, then the value of the long-

distance sensor does not have meaning for him. Similarly, a subscriber wants to search

for special sales information, but the system sends him to it from a long distance, then

the subscriber cannot go to the store, or it is difficult to go there.

From these examples, Data-ATL is important to judge subscribers and applications

whether the data uses or not. In this study, the value is defined by each publisher.

2.4.4 Detection Range

Detection Range means the range that users want to search data on location. Almost

all data exists in the physical world, so they have location information. In addition, it

depends on the location when users search for data, events, and more. Nevertheless,

the location has expressed a point if it only uses position. It is too narrow to search for

data. Hence, this study defines the detection range users want to search. It can express

the area to detect data according to users’ POI.

2.5 Summary

This chapter writes about the definition of spatio-temporal information in this study.

All data on real space can express in spatio-temporal. It means they have time and spa-

tial information. Their information does not depend on the type of data. It means all

data always have their information. Therefore, this study focuses on spatio-temporal.

First, it converts the figure of real space to three dimensions using the time axis and spa-

tial axes. This study defines the three-dimensional space, spatio-temporal information.

Moreover, it indicates examples of applications using the information.

Next, spatio-temporal information is defined as collaborating time information and

space information. Time information uses to control data send timing and to cluster

continuous data from one sensor. Besides, Space information is used to judge the

target topic subscribers want to get and cluster different sensors handling the same

information.
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Moreover, this chapter describes definitions of time elements, Point-in-Time, Fre-

quency, and Data Time To Live (Data-TTL). Point-in-Time indicates the timestamp of

happened or published data. Other time elements are based on this value. Frequency

indicates the interval time of published data.

In addition, the study defined an additional time element to realize this approach. It

is Data Time To Reference (Data-TTR). The amount of data depends on the subscriber

when the system provides data aggregation because the target is different among sub-

scribers. Data-TTR indicates the time length of the target data.

This study described the definitions of time elements and the implemented system

using them from the above. In addition, it indicated the possibility of them.

This chapter describes definitions of space elements, Position, Distribution, and

Data Area To Live (Data-ATL). Position indicates latitude and longitude as location

information of the data. There are all the data on the physical world has the information.

Other space elements are based on this value.

Distribution indicates the scattered sensors in the physical world. Therefore, this

means the relationship among sensors by their distance. The system can cluster the

sensors using this definition. For example, when the subscriber wants to measure the

temperature value correctly, the system clusters his location and sensor distribution

near him to calculate the temperature’s average or max or mode.

Data-ATL indicates the effective range of the data. This value is essential to deter-

mine whether or not to send data to the subscriber. When the sensor’s effective range is

so short, target subscribers are also limited. If the system does not consider this value,

it publishes wastefully.
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Chapter 3

Development of
Spatio-Temporal Information
Processing Middleware to
Extend IoT Platforms

This chapter describes the actual developed spatio-temporal information processing

systems. The systems are used to extend IoT platforms. This section determines the

delivery messaging model on IoT platforms. The model is pub/sub-model. The devel-

oped systems provide various functions to control data delivery.

First, it explains a smart data streamer (SDS). The system provides the function

using time information. It prevents data overflow by managing users’ requirements.

Moreover, it realizes synchronized data delivery and data aggregation.

Second, it explains a dynamic topic optimization system (DTOS). The system pro-

vides the function using spatial information. It realizes dynamic changes to target

topics. IoT platforms can reflect users’ position in data delivery by DTOS.

Last, it indicates speculative data publishing using spatio-temporal information and

spatio-temporal information abstraction. SDS and DTOS have almost a common data

format. Hence, their data format can combine easily. It indicates spatio-temporal data

abstraction.
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3.1 Determine Delivery Model

First, we need to discuss data delivery models. Devices connect applications or clients

in two ways, direct connection by a cable or remote connection by networks. If a

device uses a direct connection, almost all of the case application and device constructs

a peer-to-peer network, so the device’s data is only sent to the connecting application.

This connecting method is effective if the application requires very high reliability and

high-speed data transfer. In addition, This method proposes high data security when it

transfers to the connected device because it may intervene in other applications to this

connection. Therefore, this connecting method uses susceptible machines’ operations,

or the machine cannot use computer networks. On the other hand, this connection is

unsuitable for data delivery to many devices simultaneously. If using this method to

deliver data to many devices, the core device needs to have many sockets to connect

each device, so this method does not really.

In the case of these, remote connecting methods are very suitable. Remote con-

necting methods use in computer networks, so this method does not need the physi-

cal sockets to connect each device; the device only needs the function to connect the

networks. At Remote connecting methods, devices can exchange data from multi de-

vices at the same time. Currently, many client applications use this method because

a server must connect many applications to various existing locations simultaneously.

This study focuses on data delivery in various situations, so consider sending data to

many clients and various applications in various locations, such as portable devices

such as smartphones and autonomous cars. Therefore, there use the remote connecting

methods in this study.

There are various protocols on it, from clients, applications, or servers to others.

The protocol of these is used in practical situations by selected developers. This section

describes two messaging models they mainly use and select the messaging model in

this study.

3.1.1 Pull-Type Messaging Model

The pull-type messaging model uses on general web services. Clients have the author-

ity of control to receive data in this model. Figure 3.1 shows a basic concept. The client

sends a request when a client wants data from the server. The server sends data when

it receives the request.
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Figure 3.1: Image of pull-type messaging model

When a client wants data from a server, the client needs to send a request. In this
messaging model, clients have the authority of control.

This model’s feature is its high reliability. This model almost uses TCP (Transmis-

sion Control Protocol) and UDP (User Datagram Protocol) to exchange data between

servers and clients.

First, TCP has several functions to guarantee high reliable data exchange. For

example, three handshakes provide an exact connection between a client and a server

by checking a connecting peer. In addition, it has the functions of resending packets

and revising errors. Therefore, this protocol can propose highly reliable data delivery,

but a load of these functions is not lightweight, so this protocol is unsuitable for real-

time data exchange, such as voice calls, video streaming, and more. This protocol is

used on HTTP (hyper Text Transfer Protocol) and FTP (File Transfer Protocol) because

these protocols require that what is sent data is not broken absolutely.

UDP can solve this problem. UDP is more lightweight than TCP, so that it can do

high-speed data transfer. This protocol does not have several functions, which TCP

has, for instance, three handshakes. Therefore, the overhead of UDP is more negligible

than TCP, so it is very lightweight, but it cannot propose high reliability. This protocol

uses the situation where it requires real-time data transfer or to multi-cast as voice calls

and movie streaming. It causes that it sometimes lacks raw data on those applications.

The protocol of them is used based on pull-type messaging mainly.

Database systems such as MySQL and PostgreSQL and the web service using

HTTP use this messaging model. It is high reliability because this model uses TCP.

However, the trigger depends on the client’s activity, so if the server application gen-

erates or updates data at a high frequency, the client has the possibility that it cannot

get all data from the server. As shown in Figure 3.2, the request and send process is

done per client. Therefore, this messaging model uses services that are unnecessary to
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Figure 3.2: Example of push-type messaging model

Data sending timing depends on the client, and the process is done per client. Each
client needs to send a request if they want the same data.

update information high frequency, such as SNS and Location News.

3.1.2 Push-Type Messaging Model

As shown in Figure 3.3, This messaging model does not need to inquire from users.

A connection based on this model is sent to the client from the server immediately

when the data provider sends data to the server. When an application uses this model,

the application connects to the server continuously, so this messaging model consumes

computer network costs more significantly than the pull-type messaging model. How-

ever, it can send data to a client immediately, so this model can prevent sending data to

the client. So, this model is useful when a system or data provider frequently generates

new information. Websocket protocol is implemented by using TCP. This protocol can

guarantee high reliability by TCP and can do push-type data transfer. Nevertheless,

this protocol can only use on HTTP, so if the system does not use HTTP, it cannot use

it. Besides, there implemented several protocols based on the push-type messaging

model to use various situations. This study describes four main protocols for using the

push-type messaging model. These models call Publish/Subscribe messaging model
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Figure 3.3: Image of push-type messaging model

Clients do not send a request to receive data. The server sends data when happens a
trigger about data sending.

(pub/sub-model). An extended push-type messaging model implements the model.

Figure 3.4 shows the overview of pub/sub-model.

3.1.3 Publish/Subscribe Messaging Model

First, XMPP (Extensible Messaging and Presence Protocol) [87] is implemented for

instant messaging services. This protocol is constructed message based on the XML

(Extensible Markup Language) format, so its feature is the flexibility and extensively

of messages. In addition, this protocol can exchange a large size of a message; for

example, it does not only exchange simple text messages but pictures by converting

BASE-64 format. On the other hand, the overhead is also largely because the XML

format’s overhead is significant.

Second, AMQP (Advanced Messaging Queuing Protocol) [88] can exchange mes-

sages by its overhead is more petite than XMPP. AMQP is implemented based on queu-

ing protocol and a push-type messaging model. This protocol provides various delivery

message methods to guarantee high reliability. For example, this protocol provides a

messaging directivity. AMQP can also realize sending messages to some clients at the

same time. However, in a financial case, it wants to change sending address depending

on the content of the message. In this case, AMQP can manage the sending address

dynamically. In addition, this protocol has been constructed based on the queuing pro-

tocol and provides QoS (Quality of Service), so it can guarantee to send orders exactly.

Therefore, this protocol has very high reliability.

Finally, MQTT (Messaging Queuing Telemetry Transport) [89, 90] is the most

lightweight protocol of the three. This protocol mainly uses IoT scenes. The best

feature of this protocol is the simple format, so it realizes the lightweight protocol. It
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Figure 3.4: Overview of publish/subscribe messaging model

Clients (Subscriber) continuously connect to a server (Broker) via topic. When the
sender sends data to the topic via the broker, the broker simultaneously sends data to
subscribers that have the target topic.

can realize high-speed transfer massaging to some clients at the same time by using

its feature. In addition, the protocol is also for energy conversation. In the aspect

of reliability, it also has implemented QoS, so it can guarantee to send messages to a

client rightly. However, it is possible to miss sending data, including lack of contents

and missing order among some messages, because it does not have other functions to

guarantee reliability.

From these features, its protocol is familiar to edge devices. The edge device means

it has a micro-size body, a low processing CPU, and a small battery to use in various

situations. [91]

All of these protocol has a typical network structure and connecting methods. There

are three roles in a push-type messaging model, publisher; subscriber; and broker. Pub-

lisher means data provider and its generator. Publishers provide data to other clients

via the server. Then, a broker makes do the role of the server to send data from pub-

lishers to subscribers. Last, subscribers receive data from publishers via the broker, so

a subscriber means data receiver, and a broker means the server among publishers and

subscribers. In the push-type model, a broker has an important role. Subscribers and

53



3.2. SDS: DEVELOPMENT OF DATA DELIVERY MIDDLEWARE USING TIME
INFORMATION

publishers can realize independence from each other by using it, so whatever system

halts, other applications are not affected by the halted application. In addition, the bro-

ker provides sending data to some subscribers at the same time. Then, with topic-based

filtering as a general filtering model in the push-type messaging model, subscribers and

publishers select the topic as the address. Subscribers have to register to the topic on

the broker they want to subscribe to before receiving the information from it. On the

other hand, when publishers send data to the broker (publish), they select the topic on

the broker.

These features are familiar to IoT scenes because almost all applications and de-

vices are independent of those scenes. Therefore, in this study, we aim to extend the

platform implemented based on the pub/sub-model. The selection of optimal protocols

in this study will write after the section.

3.2 SDS: Development of Data Delivery Middleware Us-
ing Time Information

This study focuses on IoT platforms based on the pub/sub-model and implements the

subscriber-driven data delivery method using time control. The system is smart data

streamer (SDS)[6]. This study aimed to prevent data overflow to subscribers and syn-

chronize data from different senders. Moreover, the system can simultaneously deliver

data to some subscribers who have the same target topics. SDS expands on the func-

tion of IoT platforms, and it is not only realizing subscriber-driven data delivery, but

it has the function of util for subscribers, storing and showing information on topics.

Therefore, SDS improves the usefulness of IoT platforms.

3.2.1 Requirements

SDS has two main requirements. First, subscribers can set data delivery timing from

the IoT platform using the soft condition. Related works control by using content-

based filtering, but the filter will become complex when the subscriber wants to receive

several data with different send frequencies. This system aims to archive the sending

control by using only time information. Therefore, subscribers do not need to set a

complex filter or order many condition keywords. Second, subscribers can receive

several data synchronized. Figure 3.5 shows the sensor data transmission in terms of

frequency.
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Figure 3.5: Publish interval async problem

Data sending depends on per sender. A user needs to consider the method to
synchronize data when he wants to use data from some senders simultaneously.

At Figure 3.5, senderA and senderB send different inteval. In this case, the sub-

scribers must implement the buffer system to combine because their data are sent

from the IoT Platform to a subscriber independently. Therefore, this study defined

subscriber-topic as an abstract topic. Figure 3.6 shows the image. The topic roles syn-

chronize the different target topics and send all target topics data to the subscriber. The

function provides complex data processing by collaborating different topics’ data.

3.2.2 System Configuration

As Figure 3.7 shows the system configuration of SDS, the data sending function only

connects to platforms. It means the system’s independence because it does not consider

the policy of the connecting IoT platform so that it will extend the system quickly. As

described in the section 3.1, there are platforms of several types, so there are also

several formats of publishing data. The protocol and the platform are decided about

what they want to do and using environments. The case of SDS depends on each

platform or protocol causes applications can not freely select the combination of the

system and the platform, and SDS uses limited situations. Therefore, information about
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Figure 3.6: Image of working subscriber-topic

A subscriber-topic manages several topics, and subscribers subscribe to the
subscriber-topic only. The subscriber receives data synchronized via subscriber-topic
because it sends data from several topics as one topic.

topics and subscribers has on SDS, and only the data sending function connects to the

platform. As a result, publishers do not consider the implementation to suit the using

protocol. Subscribers can receive data in the same format because SDS decided without

the policy of each protocol to understand the structure of the data quickly.

In addition, SDS is implemented as an independent system from platforms because

this structure provides the future processing function’s scalability.

Therefore, this study describes functions except for data transmission to platforms

and creating topics on the platform. SDS has the following functions.

• Create and manage topics.

• Control data transmission by the time.

• Manage subscriber-topics.

• Index topics.

About subscriber-topic is discussed later. The procedure for data transmission is as

follows. A publisher requests the topic creation to SDS.
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Figure 3.7: SDS’s system configuration

SDS performs among publishers, subscribers, and brokers. The system uses HTTP to
connect publishers and subscribers. The protocol to connect a broker depends on the
broker’s protocol.

1. SDS creates the topic following the request.

2. SDS stores the data when it can confirm the target topic after the publisher sends

the data to the topic.

3. A subscriber requests the subscribing topic.

4. SDS checks if there is a subscriber-topic with the same name as the subscriber.

When it exists, SDS sends the name as the response. SDS creates the subscriber-

topic and sends the name if it does not exist.

5. SDS controls to send data by the time. SDS checks the target topic every time,

and if the target subscriber-topic’s current time and periodic time, SDS sends

data to it.

Finally, SDS uses HTTP to connect publishers and subscribers. Users connect the

system only when publishers send data or requests about the topic creation, and sub-

scribers also request or inquire about the topic. (Figure 3.7) Then, the most important

is the reliability of requests and the data sending, and publishers and subscribers do
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Figure 3.8: SDS’s publish JSON sample

Necessary elements are expressed as key and value. It aims to improve the visibility
of users.

not need to connect SDS continuously. In addition, the request to SDS manages some

information, including topic name, location, and category. SDS uses JSON Format be-

cause the format is high visibility. Figure 3.8 shows the for instance of the format. The

complex information can be expressed simply by the nest, and users can easily confirm

the information. About each function is described in each subsection.

Create and Manage Topics

SDS also assumes publishers and subscribers who do not know each other. Subscribers

need to be able to check the topic information created by the publisher. This study

defined the format as Table 3.1. If publishers create the topic following the format,

the data format is unified, so subscribers do not have to consider the difference in the

format per publisher.

The name of a registered topic cannot duplicate other topics as a rule to guarantee

uniqueness. When a publisher tries to register a new topic on the server, the publisher

cannot register it if the server’s existing topic has the same name. In addition, the

publisher who creates the topic only can send data to the topic because if multiple

publishers can send data to the same topic, the topic’s data is not dependable. SDS
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Table 3.1: Properties of Topic Creation on SDS
Property explanation
Publisher Sender name
TopicName Topic name
Type Type of topic
Location
(optional)

Location information
(Latitude, Longitude)

Elements
Set contents
(optional: unit, value range)
A topic can has some elements

Description
(optional) Description about the topic

confirms each name of a publisher and a topic creator whenever it sends data to a topic,

and data is published when it matches each name only. Finally, the existed sensor in

the real world has geolocation information. The sensor which is fixed the location does

not need to send location information each time. SDS can store the information, so

a publisher can send data without the location information after sending it once when

registering the topic. As a result, sending data is expressed, reducing publishing costs.

A Function What Send Controlling by Using Time

SDS publishes data following the period subscribers set when registering a subscription

on SDS. Subscribers can receive data without depending on publishing timing using

SDS. The system defined the minimum unit of the period as minutes and the upper

limits of a set period are within a day because the connection cost is higher than the

pull model if connecting terms without receiving data are too long. Therefore, this

system does not consider the period over a day. This function is realized by monitoring

subscriber-topics. SDS monitors all registered subscriber-topics every minute. At every

minute, SDS checks the condition of all subscriber-topic by time, and it extracts and

publishes data on topics that match the set period and current time. (In this study, the

format of a set period refers to crontab, but this system only focuses on continuous

data delivery. For instance, when a subscriber sets [5 7], SDS sends data every 5

minutes from 7 to 8. (This system uses 24-hour notation.) The part of the hour can

order multiple numbers, so if a subscriber sets [5 7,10], it sends data every 5 minutes,

from 7 to 8 and from 10 to 11.) This system realized synchronizing data delivery from

different topics by this control and subscriber-topics.
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Next, SDS publishes just data with the latest timestamp because this system focuses

on synchronizing multiple data. The number of data per topic is different, but it needs

to use the latest data and other data to synchronize them.

Create and Manage Subscriber-Topic

At previous section describes controlling data delivery by time. However, the topics

that each publisher creates are independent, so the control function does not satisfy

because it does not easily manage some topics. Then, this study defined a new topic to

manage some topics easily. That is subscriber-topic.

Figure 3.9: Image of how to use a subscriber-topic

A subscriber-topic manages some topics which a subscriber wants to receive data.
Hence, the subscriber does not consider publish interval async problem.

In this study, SDS publishes data from some topics simultaneously, so SDS does

not must manage the subscription per topic. The reason is that important is how it

publishes data simultaneously. Figure 3.9 shows an image of managing a subscriber-

topic. A subscriber-topic has some topics for which a subscriber wants to receive data.

subscriber-topic’s format shows Table 3.2.

The content of SubscriberName of Table 3.2 is important in this system. A

subscriber-topic manages some topics as an abstraction, and the name of the subscriber-
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Table 3.2: Properties of subscriber-topic creation on SDS
Property Explanation
SubscriberName Subscriber name

Purpose
The using purpose of
a subscriber-topic

TopicList
Target topic name
(List format)

Location
(Optional)

Subscriber location
(Latitude, Longitude)

ReceiveFrequency
Express receive freqency
[minutes hours]

topic does not allow duplication in this system. Subscribers cannot create the same

name subscriber-topic. The name is decided by the subscriber’s name and the purpose.

Therefore, the subscriber-topic name is unique; the subscriber’s name guarantees this

uniqueness because the subscriber’s name does not duplicate.

However, if subscribers want to share a subscriber-topic, a kind name is suitable

for the subscriber’s name. For example, subscribers want to receive data about traffic

information there. Then, the location name is suitable as a subscriber name because

the name is common information among some subscribers. Moreover, The purpose of

people there is to receive traffic information there. In this case, the subscriber’s name

can be expressed as LocationName TrafficInformation. ( means connecting a word

and a word.) It means that it receives traffic information on a specific place. Subscribers

can receive traffic information without subscribing to SDS using this subscriber-topic.

It realizes to reduce connection costs and the number of subscribers on SDS.

At the topic index, subscribers with the same purpose can easily search the topic

by location information when they want to subscribe. Nevertheless, this information is

unnecessary. Hence, publishers can set this information optionally. A Subscriber-topic

can also remove on the server.

Last, this subsection describes the risk what using subscriber-topic. First, it is a

delay in which the subscribers receive the same data. If some subscribers subscribe

to the same topics, the topics publish data many times because the subscriber-topic is

independent, so data is published per subscriber-topic. However, this system controls

by minutes to ignore a bit different times, so this study judges this is not a problem.

Second, it is fatting the cost of connection. If a topic includes some subscriber-
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topic, the topic’s data will be published as subscriber-topic, so the connection costs are

fatter than standard publishing. However, SDS will be used to extend an IoT platform,

so they exist in the same network space. In addition, the cost does not increase lin-

early because each subscriber’s period does not always match. Therefore, this study

considers the increasing cost is light.

Search Topic Function

SDS manages two kinds of topics, subscriber-topic and created topics by publishers.

They have different information from Table 3.2 and Table 3.1. SDS has each endpoint

to receive each data, and the system has two endpoints to search for interesting topics.

SDS can search the list of registered topics and search for detailed information on each

topic.

3.3 Data Aggregation Using SDS

SDS provides synchronized data publishing, but this method only uses the latest data.

Then, applications cannot use old data during the receive frequency. It losses the use

opportunity of old data. This section suggests and implements data aggregation using

SDS to use the old data.

3.3.1 Format to Subscribe

The format was extended to the SDS’s format. The change point is the TopicList.

(Figure 3.10) It manages the topic name when SDS uses it. SDS searches for the name

from the database. Then, it detects the latest value from the database.

However, it will need the other information to aggerate because there are various

methods and some data to aggregate. TopicList has been extended to express the pro-

cedure to aggerate. The extended format is shown in Figure 3.10. The main change

points are three.

First, each name does not indicate the specific topic on the database. The name

indicates a temporary topic name that a subscriber sets it. SDS uses the name when it

publishes the aggregated result. The subscriber can treat the result using it.

Second, each topic includes Procedure. The subscriber describes the procedure

by which he wants to aggregate data. Then, the procedure is expressed by combining

variables and operators. For example, Add means the addition operator, and Min means
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Figure 3.10: Extended TopicList is to realize data aggregation

It can express procedures and variable elements to calculate multiple data.

the minus operator. All operators determined the three characters, and the aggeration

operators are in uppercase only. (Defined Add, Min, Mul, Div, SUM, AVE, MAX,

MIN, MID, Mod, Hot.) Hot operator is special. It is used when a subscriber wants to

latest data only. The New operator get the specific value in a topic, but the Hot operator

can get all value in the topic.

Third, each topic includes VariableList. The subscriber describes variables to ag-

gregate data there. It constructs a variable name and topic information to aggregate and

calculates.

3.3.2 Data Aggregation

A previous section explained that a procedure is described by combining variables and

operators. SDS aggregates registered procedures by their information. It evaluates

from the right side of a procedure. In addition, the parentheses are the highest priority

in the procedure. However, this evaluation does not consider the priority among the

four arithmetic operators because this procedure can include not only it but aggregation

operators.

In addition, a subscriber wants to aggregate data when it needs the time range of

data. Then, the system uses the Data-TTR per target. Published data have been stored
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in a value list of each subscriber-topic in the database. The data is stored within Data-

TTR, and it deletes after publishing to subscribers by the receive frequency.

3.4 DTOS: Development of Data Delivery Middleware
Using Spatial Information

Dynamic topic optimization system (DTOS) will realize the change topic dynamically

by users’ location. SDS of the described previous section is implemented about time

processing only. This section aims at the system extension for location (spatial) infor-

mation processing. This extension method coexists with SDS. Therefore, this system

will manage both time and spatial information.

It is necessary to realize spatio-temporal information processing because the system

can collaborate flexibly and efficiently when it realizes it. This section describes the

system configuration and organizes the common part of SDS and DTOS.

3.4.1 Requirements

DTOS also provides the two main requirements. First, the system can reflect the sub-

scriber’s location information to the IoT platforms. Already, the database systems such

as MySQL and Oracle database have the function to compute and detect the value from

the stored own it by using their query. Therefore, there is already study using the func-

tion. The system’s goal does not miss the new sensor value and event to the subscriber

who does not move from there.

However, the database system cannot change the latest location information when

the subscriber moves from there. Therefore, DTOS will reflect the subscriber’s infor-

mation in the database.

Next, we defined the Dynamic Topic Optimization function as shown in Figure

3.11. When considering the use case of moving subscribers, they change the target

topic because they want information about where they have moved.

Therefore, this study defines subscriber-topic for DTOS. This subscriber-topic has

common elements with the SDS, but the element indicates a different mean. The system

realizes the dynamic topic optimization by it.
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Figure 3.11: Overview of DTOS

Dynamic Topic Optimization (DTOS) provides the function to change the target topic
dynamically by user’s location.

3.4.2 System Configuration

Figure 3.12 shows the system configuration of the DTOS. The system stores the sub-

scriber’s information and performs the publishing process optimized. DTOS is im-

plemented based on SDS, so the system has some standard functions with SDS. This

section describes the DTOS’s function, including the different points to the SDS.

First, it describes publishing the data from a publisher to subscribers via SDS and

the IoT platform in the following.

1. A publisher sends the request that creates a topic to the DTOS.

2. DTOS creates the topic by itself, following the received request.

3. A subscriber sends the request that registers to subscribe to the DTOS.

4. DTOS creates the subscriber-topic, follows the request, and sends it to the sub-

scriber.

5. A subscriber starts to subscribe to the IoT platform by ordering the subscriber-

topic name.
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Figure 3.12: DTOS’s system configuration

DTOS also performs among publishers, subscribers, and brokers. The system uses
HTTP to connect publishers and subscribers. The difference with SDS is this system
focuses on spatial information.

6. When the publisher sends the data to the DTOS, the DTOS confirms the topic

name and the publisher name on the server.

7. DTOS sends data to the target subscriber-topic.

8. IoT platforms send data from the DTOS to subscribers.

For example, when the publisher created the topic including weather (he followed

the naming convention as 3.2 section) and the subscriber subscribes to the topic includ-

ing the same word, the DTOS confirmed matched the topic name and data’s location

and subscriber’s detection range. The DTOS sends data to the subscriber when their

information match.

Like this, the subscriber can receive what he wants without considering the dynamic

topic changing by moving him when the data is sent via the DTOS.

Following the itemize shows the function to realize the process.

• Create and manage topics.

• Register to subscribe
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• Update the subscriber’s information.

• Publish data to IoT platforms

• Dynamic Topic Optimization

Last, the system uses an HTTP connection to connect to publishers and subscribers

because the system uses the location information, so it requires a high-reliability pro-

tocol. In addition, the database uses MySQL.

The Definition and Naming Convention of Publisher’s Topic

The Creating function of publishers’ topics has the same process as SDS. DTOS defines

the new naming convention to choose the target topic rightly.

• Topic name is expressed by collaborating words

• A last word of a topic uses the type of it.

Publishers define the topic name following the rule. The type indicated naming

convention no.2 roles: matching words, publisher topics, and subscriber-topics. For

instance, when a topic treats weather information in Fujisawa in Kanagawa, the topic

name is expressed as kanagawa fujisawa weather. (In this paper, DTOS used (un-

der bar) to concatenate characters) DTOS and subscribers can understand the topic’s

meaning by confirming the last word of the topic name.

However, the topic name alone does not tell us the effective range or center of

the values indicated by the sensor. Then, DTOS adds the location information in the

property of the SDS defined. Publishers send the information only when they create the

topic, and it is stored in the database of DTOS. Table 3.3 shows properties and about

Data-TTL described in the previous section, and detail explaining describes section

2.3.3.

Last, DTOS does not allow topic name duplication because the basic creating topic

rule follows the SDS’s rule. The relationship between the publisher and its topic is

clear. In addition, when the topic has the same meaning on existed topic, the publisher

adds his name to the topic.

Register to Subscribe

Table 3.4 shows the information to register to subscribe. Subscribers register not only

target topic information but also their location information. A subscriber can update its
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Table 3.3: Properties of Topic Creation on DTOS
Property Explanation
Publisher Publisher name
TopicName Topic name
Type Type of topic
Location Target topic name

EffectiveRange
Subscriber location
(Latitude, Longitude)

DataTTL
(Optional)

Expiration time per data
(unit: seconds)

Description
(Optional) Description about the topic

Table 3.4: Properties of subscriber-topic creation on DTOS
Property Explanation
SubscriberName Subscriber name

Purpose
The using purpose of
a subscriber-topic

TopicList
The type name that
a user wants(List format)

Location
Location information
(Latitude, Longitude)

DetectionRange
The range is that a user
wants to detect.

Direction
(Optional)

Expressed by combining
N(North), S(South),
W(West), and E(East)

information to send it to DTOS; this endpoint is important because its location changes

as the subscriber move.

Next, it describes purpose and topic on Table 3.4. The target topic changes accord-

ing to the location when the information is in the physical world. Nevertheless, it is

difficult for the subscriber to search and grasp all topics on the DTOS prior to sub-

scribing, and it is also difficult to change the target whenever he updates his location.

Therefore, the method is not realistic.

DTOS provides the function to change the topic automatically when the subscriber’s

location is updated. The function calls Dynamic Topic Optimization (DTOS). The topic

name created by the publisher must follow the naming convention. Then, the last word
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of it indicates the type of information. When type treats the same information among

multiple topics, it can express the common words among them. Therefore, the sub-

scriber inputs the topic value, which is not a proprietary noun but an abstract word

such as type. The topic has a list as shown in Table 3.4 because the number of topics

the subscriber wants is not one. DTOS searches the target topic and target subscribers

by using the last word of topics and location information each other, and it publishes

data following the search result.

Then, DTOS made one regardless of the number of topics subscribers wanted to

subscribe to, and subscribers can receive all data via the one. This study defines this

only one topic as subscriber-topic. purpose value uses to determine the subscriber-

topic name. Subscriber want to subscribe to some subscriber-topics. DTOS creates

and manages some subscriber-topics for every subscriber in this case. Therefore, a

subscriber-topic name is determined by collaborating subscriber name and purpose

value.

SDS also defines subscriber-topic, but the role is different. SDS’s subscriber-topic

purposes of synchronizing data receive timing for some target topic. DTOS’s purpose

of manage some abstract target topic words.

However, the rule of subscriber-topic is no different. Therefore, the name does not

allow duplicates, and created subscriber deletes his subscriber-topic only.

Last, low frequency updated data as the special sale event can miss sending data

to the subscriber because of the frequency. Therefore, as shown in Figure 3.12, DTOS

always stores the latest data on the database. The system sends it to the subscriber-topic

when a subscriber registers to subscribe new subscriber-topic. Then, subscribers can

use Data-TTL (section 2.3.3) to determine whether to use that data.

Dynamic Topic Optimization

DTOS realizes to change topics dynamically and automatically by using the subscriber

location information and the subscriber-topic. Then, the subscriber fixes the subscrib-

ing topic while receiving data from the DTOS. The topic calls subscriber-topic. The

subscriber can receive all data without changing the topic when he receives data via

his subscriber-topic. All raw data are sent via the DTOS and the IoT platform, and all

subscribers connect to the IoT platform, so they can receive data simultaneously when

they subscribe to the same subscriber-topic.

DTOS controls publishing by using some information, the topic name, the location
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Figure 3.13: Overview of speculative data publishing

Speculative data publishing is realized by combining SDS and DTOS. This method
can send several data synchronized and speculatively. Existing general map and
navigation applications estimate the user’s future position (waypoint), and this system
uses the information.

of the published topic, topic value in the subscriber-topic, and the subscriber’s location.

DTOS checks this information organizes target subscriber-topics, and publishes data.

Subscribers can receive appropriate data automatically without their operation by this

method.

3.5 Realizing Speculative Data Publishing

A previous section described the collaboration of time and space information, and it

is called spatio-temporal information processing in this study. This section describes

implements of the methods that publish data speculatively. Figure 3.13 shows the

overview of speculative data publishing.

3.5.1 Requirement

At this time, the method assumes the use of navigation applications. There are vari-

ous Map applications and more as many navigation applications worldwide currently.
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Users can index the destination, and the application suggests a route to it for the user.

When it realizes speculative data publishing, it needs to predict the user’s location

in the future. However, the information changes continuously. If it predicts the location

every sec, the amount of location data is large, and the network cost increases to send

them to the server.

From the above, this method uses the information suggested by the navigation ap-

plication to reduce communication costs from the user to the server by realizing specu-

lative data delivery. Therefore, it assumes it can previously receive waypoint informa-

tion from the navigation application.

3.5.2 Format to Create and Publish

When a publisher creates a topic, he must set some parameters as the topic information.

The basic format follows SDS and DTOS, as shown in Table 3.1 and 3.3. The rule of

topic creation also follows them.

Data-TTL is an important parameter because the system uses the value when it

sends data to subscribers. The system does not send data immediately when it receives

data from the publisher. When to send data depends on the subscriber-topic’s param-

eter (Receive Frequency). The system leaves the decision to the subscriber to choose

whether or not to use it; then, the Data-TTL value is important. The system sends data,

including published time and the Data-TTL. Subscribers can judge choose whether or

not to use it using those values.

3.5.3 Format to Subscribe

This section does not indicate the system configuration because the system is imple-

mented by collaborating SDS and DTOS. Therefore, the almost main parts are familiar

to them. A main different point is the format of location information. The location

information of DTOS and SDS currently indicates the user’s location only.

However, at this time, the system needs to know the user’s location in the future.

Then, the system defines the extended location format. Figure 3.14 shows it. The new

format can analyze waypoint information.

In addition, the method uses the periodic delivery method from SDS to realize

speculative data delivery. Therefore, the format is constructed by all previous formats.

The complete format is shown in Figure 3.15.
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Figure 3.14: Extended Location is to realize speculative data publishing

It can express waypoints. Their information are suggested by general navigation
application.

Figure 3.15: Example of complete format to subscribe when using speculative data
publishing

Subscribers must set all information as shown in the above image. The information
includes using all elements of SDS and DTOS both; Hence, The format indicates an
example of spatio-temporal information.
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Figure 3.16: A waypoint is within detec-
tion range

Figure 3.17: Two detection range are
touching

3.5.4 Detection Method: Automatic Topic Selection

Speculative data delivery is implemented using the format in the previous section. This

study defined speculative data delivery as that the subscriber can previously receive

data from the current point and several waypoints. In addition, it delivers data periodi-

cally and optimally by calculating elapsed time and duration time of each waypoint.

The type of clustering can be separated into three by distance among waypoints.

The image of each type is shown in Figure 3.16, 3.17, and 3.18. First, when it is the

case of Figure 3.16, a waypoint is within the detection range of the current point (r),

so their detection range is almost duplication. It means the distance between the two

points (d) is shorter than the (r). It may detect the same target topic in each detection

range. Then, the system removes the duplicated topic after detecting the target topic at

each point. It is the same case when the waypoint is not in the detection range and the

distance between two points is shorter than the two times detection range. This case

can indicate (r > d).

The second is the case of Figure 3.17. A waypoint is not in the detection range

of the current point, and the detection range of two points is just touching each other.

In this case, each detection range does not duplicate perfectly. Therefore, the system

detects all target topics at each point. This case can indicate (r = d).

The last is the case of Figure 3.18. A waypoint is not within the detection range

of the current point, and the distance between two points is longer than the detection
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Figure 3.18: Two points are far

range. In this case, the system may miss detecting the target topic when it detects only

each point because it would create areas in which no detection is made. The method

generates a temporary point to detect all areas, as shown in Figure 3.19. The point

and the detection range define the temporary point. First, the system calculates the

azimuth and distance of the current point and the waypoint. Next, it calculates the

temporary point by the azimuth and the detection range. It changes the current point to

the calculated temporary point and repeats the process until the waypoint is exceeded.

As a result, the system can detect all areas between the two points. This case can

indicate (r < d).

3.5.5 Speculative Data Publish Method

The method depends on the SDS’s function. Therefore, the basic format and data

sending processing is the same.

However, the different point is that the subscriber’s detection range changes. The

image of relative spatio-temporal information of this case is shown in Figure 3.13.

The first detection result includes the no target topics when the subscriber moves

because the target detection area changes by changing the subscriber’s location. When

the subscriber moves to the waypoint, he sends a request to update his location every

time; in this case, the network cost becomes large, and it is not taking full advantage of
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Figure 3.19: Automatic topic selection

When two points are far, the system may miss detecting the target topic when it
detects only each point. Automatic topic selection is used to prevent it. The method
generates a temporary point to detect entire areas, and data is detected at all points.

the waypoint information.

Therefore, the system uses the duration included in the waypoint. Duration in-

dicates the expected required time to reach the waypoint. The system records the

timestamp whenever the subscriber registers on it. It calculates the elapsed time by

the timestamp and current time. After that, it compares the result and the duration. The

system repeats the comparison until the sum of durations exceeds the elapsed time if

the target has some waypoints. Then, the system removes the waypoint. Its duration is

shorter than the elapsed time. It can optimize the target topic list for the subscriber’s

location without updating their information.

In addition, as shown in Figure 3.13, the system has the function of synchronizing

the publish timing among some target topics. Therefore, the subscriber does not need

to consider the cache or buffer to synchronize the unspecified topics and the subscriber-

topic roles.
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Table 3.5: Properties of subscriber-topic creation to do speculative data publishing
Properties are constructed by combining SDS and DTOS, and location information
must add waypoint information (Latlng, Distance and Duration).

Property Explanation
SubscriberName Subscriber name

Purpose
The using purpose of
a subscriber topic

TopicList
The type name that
a user wants(List format)

Location

Location information
(Latitude, Longitude)
and Waypoint information
(Latlng, Distance, Duration)

ReceiveFrequency
Express receive freqency
[minutes hours]

DetectionRange
The range is that a user
wants to detect.

Direction
(Optional)

Expressed by combining
N(North), S(South),
W(West), and E(East)

3.6 Spatio-Temporal Information Abstraction

This study, presented in the previous chapters, defined each format to perform the

systems, SDS, and DTOS. This work defines the standard format for spatio-temporal

information processing using their format. Table 3.2 and table 3.4 show each format.

Unique keys are only one, ReceiveFrequency in SDS, and DetectionRange in DTOS,

and they have almost the same key. Therefore, it is easy to merge their format and Table

3.5 shows the result. The table shows the format to realize speculative data publishing.

In addition, contents in TopicList and Location information can extend. For example,

the contents of the TopicList change from SDS to DTOS. Then, the subscriber can

periodically receive some data near him. Table 3.5 shows the necessary properties

to do speculative data publishing. This format does not include new properties. The

change point adds additional information to the location property. Therefore, complex

control also can implement quickly by following the format suggested in this study.

On the other hand, the contents of the TopicList change from DTOS to SDS. Then,

the subscriber can immediately receive data from specific topics. Subscribers can re-

ceive data from some topics flexibly by the defined format.
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Last, this design can implement some types of data delivery Currently. The follow-

ing is a description.

Periodic: This delivery method is implemented SDS. It uses time elements, and

subscribers order the specific topics in a subscriber-topic. The system checks targets

and publishes data to them periodically.

Dynamic: This delivery method is implemented DTOS. It uses spatial elements,

and subscribers order the abstract keywords in a subscriber-topic. The system checks

targets using location information and keywords when the system receives data from

publishers.

Aggregation(Time, Spatial, Hybrid): This delivery method has been realized by

extending SDS. It uses time elements and Data-TTR. The system calculates and aggre-

gates stored data periodically. Subscribers receive the calculated result, so they do not

process the received data.

Like this, the system can realize aggregation by spatial elements because necessary

elements and the subscriber-topic already have been defined on DTOS. Therefore, the

system can also provide spatial and hybrid (time and spatial) aggregation.

Speculative: This delivery method has been realized by SDS and DTOS. It uses

both time and spatial elements, and subscribers order the abstract keywords in a subscriber-

topic. In addition, the system uses the subscriber information, current position, desti-

nation, and waypoints. The system checks targets periodically, and it calculates the

estimation of subscribers’ current position. It publishes data by the result without up-

dating subscribers’ information by themselves.

3.7 Discussion

It indicated the developed systems in this study. SDS and DTOS are basic systems for

spatio-temporal abstraction. SDS described the usage of time elements. The system

provides the two new primary a function and a definition. It is periodic data publishing

and target topics abstraction.

Time has been used to record when data happen. SDS uses the time to control

data delivery for unspecified users. It defined the necessary format to implement it and

confirmed the method’s effectiveness.

In addition, this study found the publish interval async problem in the process.

It defined the abstraction topic, subscriber-topic, to solve the problem. Subscriber-

topic has been able to multiple topics management. These generated a new function to
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calculate various data.

Next, DTOS described the usage of spatial elements. This system provides a bridge

between clients and brokers and the database. It defined the necessary format to imple-

ment it as well as SDS. It was considered the independent system from the SDS when

SDS developed because they have common parts, but the providing function is differ-

ent. As a result, DTOS could provide a function focused on using spatial information.

The system indicates the usage of spatial information and the common format of SDS.

At this time, it suggested data aggregation by extending SDS. The approach is the

simple use of defined time elements. In addition, it uses all definitions to implement

the approach. It provides various data clustering by time elements for subscribers.

Subscribers will develop applications without time problems because SDS solve them.

However, in this case, it determined a value of Data-TTR simply. It can not consider

the case that a subscriber wants to aggregate data older than receive frequency. In this

case, SDS needs to manage a large amount of data effectively.

In addition, this approach can combine the location information also. It will de-

scribe the system using space elements in the next chapter. Therefore, it will describe

the possibility what combining them in the last chapter.

3.8 Summary

The difference between the value of each sensor causes the independent receiving prob-

lem. Subscribers need to consider the problem when using data combing over two

sensors. This study defined subscriber-topic to resolve this problem. A subscriber-

topic manages some topics as one object. In addition, this study implemented periodic

publish control. Subscribers can receive data on some topics from them.

However, the data has freshness. The time diverges between generated and pub-

lished to subscribers. SDS provides the data’s Data-TTL when it publishes. Sub-

scribers can determine whether use it or not by the value. Last, the study suggested

data aggregation. It is implemented by expanding the SDS.

Besides, this study implemented a dynamic topic optimization system (DTOS).

DTOS provides abstract topic specifications for subscribers. This approach uses sub-

scribers’ positions and keywords that they are interested. The system searches the

stored topic on the server by them. Then, it uses sensors’ Data-ATL to determine

whether send or not send to the subscriber.

This chapter described the definition of space elements to extend IoT platforms
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from the above and indicated the system’s effectiveness in using defined elements to

control publishing data.

In addition, it indicates two major applications of extended time and spatial infor-

mation. First, it is data aggregation using time information. This study developed it by

extended SDS. SDS can control data delivery by time, but only sent data is the latest.

Nevertheless, the data can generate new values by combinate with other data. SDS re-

alized data aggregation what a little changing data format. The TopicList element can

have procedures and variable lists. The system implemented new functions to calculate

the following procedures, but users do not must consider the complex things because

the base data format does not change.

This study developed speculative data publishing by combining SDS and DTOS.

The method uses all elements defined in this study. The system’s changed point is a

little. The Location element can have information on waypoints. General map applica-

tions generate information when users use a function to search routes to a destination.

Therefore, users must not consider complex things when they want to use speculative

data publishing.

These two major applications indicated the feasibility of spatio-temporal informa-

tion abstraction. This study realized various spatio-temporal information processing

using a common data format. It can express spatio-temporal, and users and developers

can do the various data processing combination by changing used elements in the data

format.
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Chapter 4

Evaluations of Spatio-Temporal
Data Delivery

This chapter describes the evaluation of spatio-temporal data delivery. The developed

systems in this study perform among clients and IoT platforms. Hence, the systems’

performance effect data delivery. This study evaluates the performance of the primary

systems of spatio-temporal information processing. Therefore, it evaluates the perfor-

mance of SDS and DTOS. Moreover, it describes the current limitation of using the

systems.

4.1 Experimental Conditions

Table 4.1 shows the experimental conditions and Table 4.2 shows the virtual environ-

ment. It uses the virtual environment to measure the system load and processing time.

Table 4.3 shows the parameters of AMQP and MQTT. The evaluation does not con-

sider the network effect because subscribers, publishers, and the IoT platform have

been installed on the computer.

4.2 Evalueations of Time Element Processing

This study evaluated SDS by comparing the network cost of the general IoT platforms.

It measured the data traffic of three protocols based on pub/sub-model, XMPP, AMQP,

and MQTT. Next, it measured the system load and the processing time when the num-

ber of connections and publish frequency increased.
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Table 4.1: Experimental environ-
ment (Host machine)

OS macOS Catalina (v10.15.7)
CPU 2.4 GHz 8 Core Intel Core i9
Memory 64 GB 2667 MHz DDR4
Langage python3 (v3.9.2)
IoT platform RabbitMQ(v3.8.8) [92]

Table 4.2: Experimental environ-
ment (Virtual machine)

OS Ubuntu 18.04 (64bit)
CPU 1 Core
Memory 8192 MB
IoT platform RabbitMQ

Table 4.3: Paramters of AMQP and MQTT
Protocol Parameter Value
AMQP Heartbeat(seconds) 60
MQTT QoS 0
MQTT Keepalive(seconds) 60

This study focused on the data traffic connecting a subscriber to an IoT platform

and the system. The reason is that the system is used to extend the IoT platform’s

control function, and the system connects to one IoT platform. The evaluation did not

measure the data traffic during the system and the IoT platform because it assumes they

have been installed in the same location. (e.g., management by the municipality of the

city) Then, the network cost during them does not affect subscribers. In addition, a

publisher uses HTTP when he sends data to the system. The data traffic’s size depends

on the content’s size, and it is the same meaning as the general HTTP connection.

However, the data traffic among subscribers and the system depends on the data

size, the number of subscriber-topics, connection to the system, and the IoT platform.

This evaluation focused on the network cost of subscribers.

SDS and the IoT platform have installed the same machine because this case be-

comes the experimental environment simply. It uses SOXFire [93] as an IoT platform

based on XMPP and RabbitMQ[92] as an IoT platform based on MQTT and AMQP.

4.2.1 Data Traffic to Connect

First, it measured the data traffic until the subscriber can become to receive data. It

measured the packets while clients sent requests to each platform ten times. Then, a

monitor tool for the network captures the data traffic and calculates the sum of each

trial. All protocol needs the most data traffic until the connection to the IoT platform,

and a subscriber is complete. They send a ping to confirm whether the subscriber lives
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Table 4.4: Data traffic to connect
Topics AMQP MQTT SOXFire SDS
1 2170 346 16347 1831
2 2551 522 16347 1831
3 2932 698 16347 1831

Table 4.5: Amount of data traffic when sending data
This value have been calculated by adding lengths of body and header. (unit is byte)

Topics AMQP MQTT SOXFire SDS(AMQP) SDS(MQTT)
1 256 195 585 261 195
2 512 390 1170 361 295
3 768 585 1755 461 395

or not after creating a connection. Therefore, it measured the data traffic when the

subscriber started to connect to the platform. Table 4.4 shows the result. When using

SDS, it recorded the data traffic when the subscriber connected by HTTP because he

connects to it only when he registers to subscribe. In addition, the size of data traffic

depends on the protocol of using the IoT platform because the subscriber receives data

from it. This study used RabbitMQ as an IoT platform based on MQTT or AMQP, so

the subscriber connected to RabbitMQ when it measured its data traffic. In addition, it

found that if the publisher does not send data within the ordered time, the IoT platform

sends data to check the connection with the subscriber. (64 bytes in MQTT, 156byte in

AMQP)

4.2.2 Comparing The Data Traffic by The Number of Topics

It used the data with the same length and format shown in Figure 4.1 to experiment and

measure the data traffic. Then, it measured the raw data part, not including the meta-

data part, because metadata is sent only when the publisher creates a topic. Besides,

SOXFire uses XML format.

To measure used Wireshark, which recorded the traffic until the subscriber received

data that the publisher sent. It calculated the data traffic by removing and using data to

connect to the subscriber and the IoT platform. It did do the measurement ten times to

confirm the data traffic correctly. Table 4.5 shows the result.

MQTT and AMQP do not generate waste data traffic because they can subscribe
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Figure 4.1: Evaluation data sample

multi topics in one connection. Nevertheless, the header is added to each data, so the

more topics were added, the more data traffic was. On the other hand, the data traffic

can reduce by merging some data into one object. The reason is that the data increase

body part only in this case.

Therefore, if the system sends data from more than two topics, the suggested

method can reduce 20 % - 30 % of data traffic. In addition, the effect become increases

with the number of topics.

4.2.3 Data Traffic Considering The Synchronized Received

The previous sections indicated the result of the cost by connection and data size. This

section evaluated the data traffic considering the synchronization received from several

topics on AMQP and MQTT. XMPP removed the evaluation because its data traffic is

too extensive than other protocols. This evaluation has been calculated by multiplicat-

ing the size shown in Table 4.6 and the number of the data. It assumed the data size

was the same.

Table 4.6 shows the result. The number of data was calculated by collaborating on

topics with different publishing frequencies. It calculated the value by multiplicating

their number and the data size shown in Table 4.6. Their common denominator defines

the number of data. Therefore, the data traffic becomes large.

On the other hand, the number of data of SDS is not affected by the combination of
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Table 4.6: Number of data generated per period

Number of data generated before one synchronization and amount of communication
required for delivery when data with different transmission frequencies are acquired
synchronously.

Topics Frequency Data AMQP MQTT SDS + AMQP SDS +MQTT
2 1,2 3 1024 564 361 295
3 1,2,3 11 2816 2068 461 3953 1,2,5 17 4352 3196
4 1,2,5,10 18 4608 3384 561 4954 1,2,3,10 58 14848 10904

Table 4.7: Rate of decreasing using subscriber-topic
Percentage reduction in amount of data transmission per protocol when data is sent
without synchronization and when reception timing is synchronized.

Topics Data Rate of Decrease(%)
AMQP

Rate of Decrease(%)
MQTT

2 4 64.7 62.1
3 11 83.6 81.5
3 17 89.4 87.6
4 18 87.8 85.4
4 58 96.2 95.6

publishing frequency. SDS synchronizes the data of some topics to one object, and it

sends the object as data to the subscriber. Therefore, this approach can greatly reduce

data traffic. Table 4.7 shows the result. From Table 4.7, the approach reduced 70 % of

data traffic, including the data traffic of HTTP to subscribe, compared to AMQP and

MQTT.

4.2.4 Delay by Using SDS

SDS searches all subscriber-topics registered on it to control sending data. It con-

firms the matching of the subscriber’s period, creating a list of sending data from the

subscriber-topic. Therefore, this process needs time when SDS sends data to sub-

scribers more than general IoT platforms.

This experiment measured the delay time by the number of subscribers, topics in-

cluding a subscriber-topic, and the number of publishers (SDS’s load). The experiment

did do on AMQP and MQTT. SDS and subscribers are created on the virtual machine
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Figure 4.2: Time required from sending data through SDS to receiving data when using
AMQP

　

Figure 4.3: Time required from sending data through SDS to receiving data when using
MQTT

shown in Table 4.2, and it does not consider the effect of networks and other processes.

It measured ten times, and it calculated the average.

Figure 4.2 shows the result of using AMQP, and Figure 4.3 shows using MQTT.

Compared to them, MQTT is better than AMQP in all results, but the difference was

minimal. Besides, the delay time is over 1 second when 50 publishers have 50 topics

over. However, a subscriber has topics over 50, which is rare because this means a

subscriber-topic treats sensors over 50 simultaneously.

On the other hand, the delay time is less than 0.5 seconds when the number of

topics is 10, whether the load is high or low. This delay time is short enough, and the

method performs every minute. The result could confirm that SDS must not consider

the delay time.
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Table 4.8: Changing system load by increasing subscribers and publishers
CPU(%) Memory(%)

Subscribers Publishers Average Mode Max Average Mode Max
1 1 2 1.84 3 0.5 0.5 0.5

10 14 13.01 18 0.5 0.5 0.5
50 39 38.16 42 0.6 0.6 0.6
100 40 39.3 43 0.6 0.6 0.6

10 1 2 1.79 3 0.5 0.5 0.5
10 13 12.75 16 0.5 0.5 0.5
50 39 37.79 41 0.6 0.6 0.6
100 39 38.38 42 0.6 0.6 0.6

Table 4.9: System load when transmitting at 5-second intervals
CPU(%)

Publishers Average Mode Max
100 14 13.01 28

4.2.5 Loads of The Number of Connections and Publish Frequency

This approach generates the system load by publishing data via SDS. This evaluation

measured the change in system load with the number of publishers and publishing

frequency. The experiment uses the virtual machine shown in Table 4.2, and publishers

send data from the host machine. It recorded the performance of the CPU and the

memory.

First, it created the environment where publishers publish data on publish frequency

of 0.5 seconds as a high load situation. Each publisher published 100 times while

dumping CPU and memory usage every second. It repeated this process ten times to

calculate the average, the mode, and the max. Table 4.8 shows the result. The load also

increases when the number of publishers increases, while the number of subscribers

does not affect the load. In addition, it did not confirm the increase in memory usage

because SDS only stores the latest data.

Next, it created the environment where publishers publish data on publish fre-

quency of 5 sec as a low load situation. Then, each publisher randomly has a wait

time of 1-3 seconds to disperse the publishing. Table 4.9 shows the result. Memory

usage does not change the high load situation. CPU usage is less than half of the high

load situation. Therefore, it can confirm that it was a minor of the system load.
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4.3 Evaluations of Spatial Elements Processing

This section describes the evaluation that evaluated the effectiveness by comparing

dynamic topic optimization data traffic and the general method. Besides, the processing

cost increases when it uses this approach. Then, this evaluation measured the CPU and

memory usage to evaluate the system load and confirmed the delay by the approach.

The experimental condition assumed the same as SDS. Therefore, this section does not

indicate the experimental condition.

4.3.1 Data Traffic by Changing Topics

Subscribers must subscribe to the target topic before receiving the data using the IoT

platform based on the pub/sub-model. When a subscriber moves, the target topics

also change. Therefore, subscribers must change topics according to their position.

Nevertheless, subscribers must subscribe in advance, but the network cost and wasted

data increase when they subscribe to all topics they want. Then, if only topics around

the current location can be subscribed to as the subscriber moves, unnecessary data

communication can be prevented.

First, it measured the data traffic to change topics using MQTT and AMQP. Figure

4.4 shows the result. A subscriber changed topics manually, using MQTT and AMQP.

AMQP happened the rebuilding connection because it must cut off the connection to

unsubscribe. MQTT can change topics with the same connection because it can un-

subscribe per topic. In addition, MQTT can transfer multi requests to one request.

Therefore, the result has calculated the greatest case.

The data traffic of MQTT is lesser than AMQP from figure 4.4. The minimum

value is 266 bytes when the subscriber changes one topic to another using MQTT.

Then, the requests and response data traffic to subscribe is 172 bytes, and the requests

and response data traffic to unsubscribe is 94 bytes. It is 456 bytes when the subscriber

changes two topics to the other two.

The data traffic does not change by the number of topics; it depends on the sub-

scriber’s name and position length. The data traffic does not change by the number of

topics, and it depends on the length of the subscriber’s name and position. It needs 296

bytes when the subscriber sends a request with 100 bytes, including the subscriber’s

name and position.

Therefore, this approach is effective when the changing target topics are two more.
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Figure 4.4: Changing amount of data traffic by increasing subscribers

In addition, the bytes were reduced by 70 % in MQTT and 90 % in AMQP when the

subscriber wanted to change five topics to the other five topics.

4.3.2 Loads of The Number of Subscriber-Topics and Publish Fre-
quency

Next, it evaluated the system load. This approach happens to process costs. The process

is that it sends data to target subscribers. Then, the system load depends on the number

of subscriber-topics and published data.

At this time, the experiments created two situations. There were the high load

situation and the low load situation. They are the same situations at SDS’s evaluation.

It measured the change in system load by increasing the number of subscriber-topics

in each situation. The measured values were calculated by dumping CPU and memory

usage during 100 publishing per publisher.

First, memory usage did not increase. The reason is that the system does not store

data because it sends data immediately. Therefore, it confirmed that this approach does

not have a large load on memory usage.

Next, it confirmed CPU usage at high and low loads. Figure 4.5 shows the result.

It found the increased system load by the number of subscriber-topics, which does not

depend on the publishing frequency. In addition, in the case of high publish frequency,
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Figure 4.5: System load of DTOS in two situations

Variation of CPU occupancy by number of publisher and subscriber-topics in high and
low frequency situations.

the system load increased by the number of publishers, while in the case of low pub-

lishing frequency, the system load increased gently.

4.3.3 Delay of The Number of Subscriber-Topics and Publish Fre-
quency

DTOS publishes data immediately when a publisher sends it. Then, the system pub-

lishes data to them after it searches for target subscriber-topics. The process becomes

complex by the number of subscriber-topics. It delays when the process needs a long

time. In addition, the system load depends on the number of publishers, which indi-

cates the possibility that the high system load causes the delay. Therefore, this evalu-

ation measured the delay by the system load. It measured the same experiments in the

previous section and recorded the time from when a request arrived at DTOS until it

was published. The result shows in Figure 4.6.

It confirmed the processing time increase by the number of publishers and subscriber-

topics. Besides, there was a large difference in processing time for the same number

of publishers and subscriber-topics in environments with different publish frequencies.
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Figure 4.6: Processing time of DTOS in two situations

Variation of the processing time by number of publisher and subscriber-topics in high
and low frequency situations.

The average processing time is 3.6 seconds, and the max is 7seconds, while the aver-

age processing time is 2 seconds, and the max is 4 seconds in low publish frequency.

Therefore, About the processing time depends on the publishing frequency.

4.3.4 Loads and Delay by The Number of Elements in A Subscriber-
Topic

A subscriber-topic can include some keywords of topics in DTOS. The process be-

comes complex by the number of elements of a subscriber-topic. This evaluation mea-

sured the system load and the processing time when a subscriber-topic increased the

number of elements. (The elements are in the topic list.) The elements do not make

so many because the subscriber does not order specific topic names at DTOS. For ex-

ample, fujisawa weather and yokohama weather are summarized as weather. When a

subscriber wants environmental information in a wide area, the kind name of the envi-

ronment is about six, the weather, temperature, wind speed, humidity, rainy percentage,

and illuminance.

At this time, the upper limit number of elements of a subscriber-topic is set at 20.
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Figure 4.7: Changing amount o data trafic by the number of elements in a topic

It measured the system load when one, five, ten, and twenty elements. The number

of subscriber-topics was fixed to one only to measure changing the system load by

the elements, and the experimental condition used low publish frequency. Figure 4.7

shows the result of CPU and memory usage.

First, from Figure 4.7 , CPU usage increased when the number of elements in-

creased. The average is less than 10 % when it sets 20 elements. It confirmed 20 % at

max because of many cases by duplicating the published timing. Next, the processing

time also increased when the number of elements increased. Figure 4.8 shows the re-

sult. It is less than 0.05 sec when the element is one, which is less than 0.15 sec when

it is 20.

Therefore, it found that DTOS does not have a high load of CPU usage and pro-

cessing time.

4.4 Discussion

This approach can reduce network costs by realizing synchronized receiving. In addi-

tion, it considers another approach that does not always connect to the client and the

server because the synchronized receiving reduces the data receiving frequency. When

an application uses the IoT platform of pub/sub-model, it needs to subscribe/unsubscribe
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Figure 4.8: Changing the processing time by the number of elements in a topic

to inquire about its data. Nevertheless, SDS is implemented by HTTP, which can pro-

vide the functionality to inquire about data without a subscription.

It implemented the function and measured the data traffic when it received data

from four synchronized topics. The amount of data traffic was 1,495 bytes.

From the result, the function is effective when a subscriber wants to receive data

from one topic, or the receiving frequency is low. However, SDS cannot publish when it

uses HTTP to send data to the subscriber. Therefore, it was able to show that publishing

methods can be more effective if they are used in different ways depending on the

number of target applications and their uses.

Next, it discusses spatial information processing. The evaluation found that CPU

usage depends on the number of subscriber-topics and publishers. At this time, the

evaluation made publishers send at 0.5 and 5-sec intervals. It is hard to imagine that

all publishers send the intervals because they are high frequency in the real world.

Therefore, the CPU usage will be reduced better than the evaluation. Nevertheless,

the CPU usage increases drastically when so many publishers send data intensively. It

should be designed to be load-balanced, as it places a heavy burden on the machine

that performs DTOS.

Next, it found that the processing time also depends on them. It will need to con-
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Figure 4.9: Increased processing time of SDS by number of subscriber-topics

This figure shows the processing time increases linearly by the number of
subscriber-topics.

sider the number of subscriber-topics in the real world because it will increase drasti-

cally. It is important how to reduce it on the server. The topic-sharing method described

at section 5.2.2 is effective in achieving it.

4.4.1 Increased processing time due to extended system for IoT
platforms

The previous section described use case examples of this study. The scale required

of the platform is different by the situation. Spatio-temporal information processing

has been realized by two extended systems, SDS and DTOS. This section discusses

per system. First, it indicates SDS. At SDS, the total processing time is important to

publish all target subscribers. This reason is that SDS does not depend on publish-

ers. SDS performs only set schedules. In this study, SDS checks the database every

minute. Therefore, this system performs only every minute regardless of publication

by publishers.

However, when the number of subscriber-topics increases, the total time to process

all publication increases too. It indicates that the later the subscriber transmits, the

more likely there will be a reception delay. Protocol choose AMQP because its load is
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Figure 4.10: Increased processing time of SDS by number of topics

This figure shows the processing time increases linearly by the number of topics.

more significant than MQTT, so all MQTT’s value is smaller than AMQP. It estimated

the processing time per the number of subscriber-topics, the number of publishers,

and the number of topics. The result has indicated an almost linear increase by per

subscriber-topics, per publisher, and per topic. Figure 4.9 and figure 4.10 shows the

example of increasing per subscriber-topic, and per topic. It has indicated an increase

of 2.64 milliseconds per subscriber-topic, 0.16 milliseconds per publisher, and a rise

of 0.21 milliseconds per topic. When SDS performs every minute, the limitation does

not exist because each process time is short for SDS. The reason is that it indicated

that the check cycle of SDS can become shorter than now. Therefore, SDS can control

more precisely. However, this delay time is not zero, so the system must implement

data delivery control by priority.

Second, it discusses DTOS. DTOS publishes data per receiving data from publish-

ers. Therefore, the processing time and loads depend on receiving data per publisher.

For SDS, only the total time is important; for DTOS, the processing time per publisher

is also important. In addition, it publishes messages immediately when it receives data

from publishers. Delay affects the system’s spec directly. This study estimated process

time using the evaluation’s result. Moreover, it considers its limitation. It estimated

the processing time per the number of subscriber-topics and publishers. When it has
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Figure 4.11: Increased processing time of DTOS by number of publishers

This figure shows the processing time increases linearly by the number of publishers.

evaluated DTOS, the virtual machine has prepared 3 core for DTOS, DB, and an IoT

platform.

Figure 4.11 shows the increased average processing time for every ten publishers

and a subscriber-topic. Figure 4.12 shows the increased average processing time for

every ten subscriber-topics and a publisher.

They indicate that the processing time increases almost linearly. This study esti-

mated the amount of increase in processing time.

The result indicated that when there were one subscriber-topic and a high load sit-

uation, an increase of 16.2 milliseconds per publisher. Moreover, the result indicated

that when there were one publisher and a high load situation, an increase of 32.5 mil-

liseconds per subscriber-topic.

In addition, figure 4.13 shows the result of increased load. The number of subscriber-

topics has not affected the load. The value indicates almost 20 %. The number of pub-

lishers affects the load a little. However, it increased by almost 0.377 % for every 10

publishers. On the other hand, a load of an IoT platform increase easier than DTOS.

Therefore, it has been found that it is better to run this system and IoT platforms on

separate machines.

The result is almost the same when it is a low load situation. Therefore, it can be
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Figure 4.12: Increased processing time of DTOS by number of subscriber-topics

This figure shows the processing time increases linearly by the number of
subscriber-topics.

claimed that these values are the limitation of current DTOS.

Finally, based on the above, specific limitations are shown. The processing time

happens on 5.74 sec on average when there are 100 subscriber-topics and 50 publishers

in this study. Besides, cars can drive within 60 km/h on ordinary roads. The car can

move 62 meters every second at the max speed. Therefore, the subscriber misses the

data if there is a target topic with an effective range within 350 meters and an updated

frequency within 5.74 sec.

Nevertheless, this problem can solve by scaling out of the systems. The evaluations

indicate the linear increasing processing time on both SDS and DTOS. It means that

when subscriber-topics, publishers, and topics increase, the processing time increase

too. The method is two mainly to prevent this problem. First, it is what improves the

system’s spec. In this study, the systems’ spec is a minimum model when evaluated.

Therefore, the entire processing time can be reduced by improving the systems’ spec.

It depends on CPU spec.

Second, it is what sets multiple units. Multiple units can be installed to distribute

to clients. It reduces the number of topics, subscriber-topics, and publishers per unit.

When SDS uses to publish data for visitors to events, the SDS is performed as a server.
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Figure 4.13: Increased load of DTOS by number of publishers

The server can handle 20,000 visitors (as subscribers-topics), and several publishers

and topics. The number of topics and publishers becomes smaller than the number of

subscriber-topics. Therefore, the system can ignore their effects. The result indicates

that a unit of SDS can handle all subscribers in middle-scale events and some areas of

the city (towns and villages).

If there are more than 20,000 visitors to an event, the organizer must install multiple

SDS servers. The most simple case, the largest hall in Japan has a capacity of 100,000.

That case must need five units of SDS. Like this, the indicator is effective for other

situations. The number of publishers is always smaller than subscribers and subscriber-

topics.

On the other hand, a DTOS can handle 2,000 subscriber-topics. This value was

estimated as the number of processes that could be completed within one minute. It is

because the DTOS is used by collaborating SDS to realize speculative data publishing.

Moreover, in that case, the system does not publish when it receives data. It prevents

the increasing processing load of the system. Hence, the system can handle subscribers

of more than 2,000. From the results, a unit of the speculative data publishing system

can handle subscriber-topics at least 2,000. This number can improve by increasing

cores and units. In addition, this number indicates the limit when the number of clients

can be controlled at once. Carpool services and help services in condominiums will

have fewer clients to connect to the system to because users are dispersed by time and
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location. Therefore, this study considers the systems that can use for smart cities.

4.5 Summary

This chapter described evaluations of spatio-temporal information processing. The

evaluation measured the performance of two systems because spatio-temporal infor-

mation is developed by combining time and spatial information processing. The kind

of process collaboration is some. Therefore, this study evaluated basic processes. They

are periodic and synchronized data broadcast using time and dynamic topic optimiza-

tion data broadcast using spatial information. Their results indicated that the perfor-

mance was enough to install this system for cities. Besides, it indicated the system’s

limitations, but the system can avoid them because it can do the speculative data broad-

cast as described in section 3. Therefore, this study’s methods were found effective for

cities.
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Chapter 5

What Will Spatio-Temporal
Information Processing for
City-Scale Sensor Data Delivery
Lead in The Future?

This chapter closes the review and the future direction of this study. This guideline is

useful when people consider the future figure of cities. First, the section described the

review of this study. In addition, it describes the position of study in next-generation

cities. The next-generation cities are called Connected Smart Cities.

The next section indicates the figure for Connected Smart Cities. After that, it

discusses the technologies and must consider the requirements for realizing them. Last,

it describes the conclusion.

5.1 Review and Position of This Study to Support Smart
cities

This study has proceeded to make the city Smart. For that purpose, the first chap-

ter systematically summarized various sensing technologies. Moreover, this study did

practice Smart Sensing and the discussion.

After that, it described the importance of the data being clustered by anything when

there is a more increasing amount of data. This study expressed data in three dimen-

sions, time and spatial, to clustered data. The data that can be expressed in this way
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is called spatio-temporal information. It defined the elements that construct spatio-

temporal information.

Next, this study indicated the developed systems using those definitions and neces-

sary rules. Various spatio-temporal information processing is realized using the defini-

tions. This study indicates some actual processing. First, SDS provides data delivery

control using time. It prevents data overflow by managing users’ requirements, and

it realizes synchronized data delivery. Moreover, the extended SDS realized data ag-

gregation using time. Almost data formats and functions did not change from SDS.

Extended SDS can manage procedures and variable lists to calculate multiple data.

Second, DTOS provides data delivery control using spatial information. The sys-

tem provides the function using spatial information. It realizes dynamic changes to

target topics.

Last, this study realized speculative data delivery by combining SDS and DTOS.

Speculative data delivery uses the elements defined in SDS and DTOS and moving

information. The moving information is suggested by general map applications. The

information includes characteristic points(waypoints) and duration. The system adds

the information into spatial information. Moreover, the system controls data deliv-

ery periodically by time elements. Therefore, it realized speculative data delivery by

spatio-temporal information processing.

In addition, it evaluated the systems’ specs of SDS and DTOS. The results indicated

the processing speed and the loads are no problem when the systems use for the use

case examples described in section 2.

Each IoT platform uses a different protocol and structure, but the data format does

not depend on the protocol’s features. Therefore, the format suggested in this study can

use all IoT platforms. It leads to the integration of data formats among several plat-

forms. Multiple platforms can integrate seamlessly, an example of integration between

SOXFire and Blockchain Marketplace. About the example describes below section.

This study has enormous value for smart cities because it causes the activation of data

use.

This study indicated the potential of spatio-temporal information abstraction. It

described section 1.6.2, IoT platforms for cities treat sensitive people’s data because it

includes the privacy information. Therefore, platforms prefer to handle data in a city.

However, when the city handles it simply, the engineers cannot express the relationship

between the city and the data. It causes chaos in cyberspace because there probably
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Figure 5.1: Overview of connected-smart-cities

Connected-smart-cities is constructed in collaboration with some smart cities. Cities
are connected by information, and they exchange data with each other. Therefore, in
society, users and applications can use data from the city lived them and other cities.

has irrelevant data in the city. To prevent this situation is critical to expressing the

relationship with them.

This study realized the expression of spatio-temporal information processing. It

has a large impact on the suitable placement of IoT Platforms. All IoT platforms can

use definitions determined in this study. It will guide the integrated data expression and

suggest the necessary information for the city’s applications. When IoT platforms use

the same data format, the visibility is high. Therefore, data senders can rightly judge

where they send data. It will realize the well-maintained cyberspace. Then, engineers

and researchers can consider the figure for next-generation cities. How, when, what,

and why does a city collaborate with other cities. This study indicates the first step to

considering next-generation cities. It indicates connected-smart-cities as one figure of

next-generation cities. Connected-smart-cities means cities can connect in cyberspace.

Figure 5.1 show the overview.

It simulates various city collaborations. Cities must collaborate to help each other

when they are in trouble. For example, when disaster strikes the city, citizens’ lives

are at risk because the city’s functions do not work. Then, other cities must help,
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providing food and clothes, rescue activities, and more. Connected-smart-cities support

it. They can do monitoring and exchange the city’s information and status easily by

them expressed in cyberspace. Therefore, connected-smart-cities are one of the next-

generation cities that should become.

5.2 Future Direction of Spatio-Temporal Information
Processing and Sensing Data Delivery

In the future, increasing data all over the world. The data are used in various situa-

tions, including connected-smart-cities described in the previous section. This section

discusses the future direction and the necessary technologies that focus on city infor-

mation.

This study suggested the base for expressing city data in cyberspace by defining

spatio-temporal information. It has made it possible for suitable IoT platform place-

ment in the city. The next step is connecting among cities. It discusses tasks and the

necessary technologies to solve them.

5.2.1 Spatio-Temporal Information Processing with An Understand-
ing of Hierarchies

The place where people live is expressed by combining area names. People call it an

address. The largest area of an address indicates the country. The country includes

many areas, such as prefectures in Japan, states in the U.S., Etc. Prefectures and states

also include many small areas. The accumulation of multiple areas represents an ad-

dress. For example, the Keio University Shonan Fujisawa Campus address is Endo

5322, Fujisawa city, Kanagawa prefecture, in Japan. The address can express the com-

bining multiple layers in cyberspace. Each layer has a different name and size. 5322

is a point, Endo includes the point, Fujisawa city includes the area included Endo,

Kanagawa prefecture includes the area included Fujisawa, and Japan includes the area

included Kanagawa. Figure 5.2 shows it. Therefore, an address indicates a hierarchical

structure. It is the same all over the world.

The developed systems in this study indicated how to treat spatial information.

It treats a position to control data broadcast without understanding the hierarchical

structure. This system can control data broadcast by following keywords set by the

subscriber. Figure 5.3 shows the overview of the system that understands hierarchical
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Figure 5.2: Example of Spatial hierarchical structure

Keio University Shonan Fujisawa Campus is built at 5322 Endo, Fujisawa, Kanagawa.
A spatial representation of that address would be this hierarchical structure.

Figure 5.3: System overview of understanding hierarchies

The method uses layers to represent the region. Each layer has a level to express the
degree of abstraction. It means layer size. A user can choose whether to prioritize
using the information.

structure. If this system understands the hierarchical structure of the city, it can suggest

other data instead of when not finding want data for the application, as shown in Figure

5.3.

Moreover, subscribers can set priority to receiving data. For example, each layer

has a level to express the degree of abstraction. The higher its level, the more it points

to a specific and narrow area. The subscriber chooses whether to prioritize the level or

the last update time. The system sends data that it chooses using the information. It

allows for a more flexible data broadcast that fits subscriber requirements.

5.2.2 Spatio-Temporal Information Processing in Real-Time

In this paper, the study focused on some use cases without real-time processing. From

the result, the systems can use the use case examples in section 2.

On the other hand, the systems have some constraints when used for real-time pro-
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Figure 5.4: Requirement of latency each use case

The latency requirement depends on using situations. For example, very tight latency
is required to immediately control hardware, such as an autonomous car stopping
according to a traffic signal. On the other hand, when users book taxi services, the
latency requirement is easy.

cessing.

It indicates examples that the systems are required hard constraints. Figure 5.4

shows the relations among use cases and the constraint of real-time processing speed.

Real-time processing speed includes processing speed and network delay. Therefore,

it means latency.

The horizontal axis of the figure.5.4 is latency. The left side is a hard constraint,

and the right side is a soft constraint.

First, the system is required for most hard constraints when systems are used to

control hardware immediately. For example, the tightest latency is required for dy-

namic hardware control, such as an autonomous car, because it needs to change the

car’s status according to traffic signals and under emergency. The constraint affects

the safety of users. Second, hard latency constraints are required when systems are

quickly used for hardware control. In this case, systems are used to know situations of

a little future. For example, drivers and cameras are difficult to find other cars at the

T-junction in advance. When the system can send the location to each other, they can

prevent traffic accidents. Then, the latency of data sending is easier than traffic signals.

The latency must be between a few seconds and tens of seconds.
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When these processes are delayed, the hard real-time processings have risks of

causing damage to users.

Third, soft constraints are required when systems are used for dynamic human con-

trol. For example, people flow control is included. When it holds a large-scale event,

the number of visitors is so large in the urban city. Control of human flow is very impor-

tant after the event because people want to move quickly. Hence, it causes the crowded

stations of buses, trains, and taxis. However, in urban cities, public transportation has

developed enough for users to choose various methods. Therefore, systems suggest

other transportation routes for people by suitable traffic status. Data publishing must

be speculative at this time because users cannot choose and move to the station im-

mediately. Data must send the data minutes in advance. Last, the softest constraint is

required when systems are used for static human control. These are such as booking

systems. When a user travels from the day after tomorrow, he can know the weather

forecast for the day after tomorrow at any time until the day after tomorrow. At this

time, the latency is not almost affecting the user. Therefore, this case is the most acces-

sible constraint. This study has focused on these soft real-time processes. The result in

Section 4 confirmed that the systems developed in this study satisfy the requirements

for soft real-time processes.

In addition, there is a limit to the number of users one platform can handle. There-

fore, platform managers must consider the placement where they install them. It is also

reflected in network latency. In this study, the middleware for IoT platforms manages

to publish control and data aggregation. Nevertheless, the process becomes complex

to realize them. It occurs with the increase in processing time. Hence, the latency

is impaired throughout the service. When it realizes the use case of the left region

(hardware operation) of figure 5.4 process sharing becomes important to improve the

latency to realize real-time processing in the real world. Therefore, it is important to

consider what should be processed by the client and what should be processed by the

IoT platform. Moreover, the systems developed in this study do not have functions to

control hard real-time processing. For example, the system cannot set priority for the

delivery of data for clients. To realize hard real-time processing must need optimized

control and high-speed transmission. It needs a new function to realize it.

When the system can solve all these problems, it can use to handle real-time pro-

cessing.

This paper suggests one idea to solve the data publishing problem. It is the data
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sharing among M2M.

Other methods include:

• Placing IoT platforms where

• Setting priority on what publish critically

• Reducing the process on IoT platforms

For example, Scale and network issues can be resolved by where the IoT platform

is deployed. When IoT platforms install for a short interval, per IoT platform can

concentrate on publishing data in a narrow area. It leads to Local 5G network install,

and it can realize the super high-speed data transmission.

Next, the latency requirement is different per application. Currently, SDS and

DTOS publish data following the data on the stored database. They do not consider

the priority per client. By providing them with the function to prioritize data delivery,

data delivery that more appropriately satisfies latency requirements can be realized.

Share The Topic Information

If vehicles and pedestrians are individuals with different subscriber-topics, the advan-

tages of pub/sub-model cannot be utilized. This study considered the method of shar-

ing the topic information among nearby subscribers in the physical world. Sharing

subscriber-topics among continuous subscribers (continuous means near their location)

is valid because they have a relationship in this case. The ordering topic information

does not depend on the user on DTOS because the user does not order the specific

topic.

On the other hand, the system depends on location information, the kind of mobil-

ity, and the purpose. For example, when the system focuses on Several different groups

of pedestrians sightseeing using the tourism application, their location is not different,

and their purpose is the same. The system finds that these pedestrians want to receive

the same data. In this case, As shown in Figure 5.5, DTOS can suggest the existed topic

to the other subscriber by their purpose and their location. DTOS uses the location of

each other, detection range, and direction to search sharing subscribers. When DTOS

could find the sharing topic, the subscriber could receive data without creating a new

subscriber-topic. Then, the important point is the actual data usage time.

For example, a traffic signal’s effective range and update frequency are narrow and

high. Figure 5.5 shows that the back subscriber is not in the effective range, and the
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Figure 5.5: Overview of data sharing among vehicles

Vehicles need information on speed and direction as moving information.DTOS can
judge the relationship among vehicles using each position and their moving
information. Moreover, Data-TTL supports the decision of whether or not to use
shared users.

value may have changed when it entered the effective range. Therefore, this study

focuses on the time to live the data. This study calls it Data Time to Live (Data-

TTL), and the effective range of the data is called Data Area to Live (data-ATL). The

definition of Data-TTL has been described in the previous section. The publisher can

set Data-TTL in seconds and Data-ATL in kilometers. These values are important to

share subscriber-topics among subscribers.

5.2.3 City Platforms Integration

Each IoT platform per city is independent. The scale, platform system, base proto-

col, and the data handled are all different. Moreover, the data may contain sensitive

information such as privacy. Then, system integration and federation are crucial.

First, it describes the practice of system integration in this study. This study de-

veloped the bridge system to integrate between SOXFire in Japan and Marketplace in

Greece. SOXFire is implemented based on the pub/sub-model, using the XMPP pro-

tocol. It is very effective to handle complex sensor devices. Currently, many devices

have several sensors per device. General pub/sub platforms do not store the infor-

mation. When using general pub/sub platforms, publishers send data, including the

meta-information, every time because of does not store the topic’s meta-information.

If the publisher does not include the information, it is not easy to specify the topic for
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subscribers who do not have sensor information already.

SOXFire solves the problem. The system has a powerful feature that stores meta-

information per topic. Meta-information contains the handled topic name and data

information free (name, unit, value range, Etc.). It stores the information so that users

can know the detail of topics, and publishers send meta-information when they create

topics only. This system can store information following the format defined in this

study.

On the other hand, Marketplace in Greece has been implemented based on blockchain

technologies. The system aims the realize open data commerce. Marketplace allows

anyone to publish data and they sell and buy it. They can set the monetary value of

data. It needs to offer a dependable data trading place. To offer a dependable data

trading place must guarantee data security. Marketplace guarantees it using blockchain

technologies.

SOXFire and Marketplace are different purposes. If these platforms integrate, the

data published range spreads and adds new value to the data. This study developed

SOXCollaborator to integrate them. At this work, the data flows from SOXFire to

Marketplace. This reason is that SOXFire does not have a function to guarantee data

security. Nevertheless, SOXFire can publish data on a large scale, so SOXCollaborator

receives data from the SOXFire and uploading to Marketplace.

Figure 5.6 shows the system architecture.

The important point is the data format definition when developing SOXCollabora-

tor. The sent data from the SOXFire includes the following information. The publisher

name, topic name (sensor name or device name), the value of that, and publish times-

tamp. However, the case of users publishing data to the blockchain marketplace does

not satisfy only this information. We thought of the following additional data. The

login information, monetary value, and callback URL are used in the blockchain mar-

ketplace. The callback URL is the most important of those. A Publisher does not

connect to the Marketplace directly when sending the data via the SOXFire. A Pub-

lisher cannot note when it is done action oneself data on the Marketplace. Therefore,

clients need to prepare the API to receive the notification from the Marketplace. The

blockchain marketplace can notify the client by using a callback URL when actions

client’s data. For instance, the time is when it sold the data. Table.5.1 shows all the

necessary data to collaborate in the blockchain marketplace.
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Figure 5.6: System configuration of SOXCollaborator

SOXCollaborator performs among the SOXFire server and Blockchain Marketplace.
It do a role as bridge among them. Hence, the system has some functions, including
subscribing to the SOXFire server and storing data on a database.

5.2.4 City Platforms Federation

The population of cities changes domestically because of the declining birthrate and

aging population, population outflow, or overcrowded. Besides, large-scale disasters

such as typhoons and tsunamis and pandemics such as COVID-19 attack cities and

people worldwide. These disasters have happened over a wide area. Neighboring cities

must help each other when involving disasters to support and help citizens. Solving the

task focuses on making the city smart using information technologies.

However, as mentioned above, using platforms are different per city. Each platform

has often implemented a different protocol, and they have different rules. Therefore,

the platforms’ interoperability is low. When realized Connected-smart-cities, platforms

must install per city. They must connect to help and cooperate with each other. The

previous section explained an integration method among different city platforms. It

provides functions to subscribe and store and search instead of the users. The system

does not consider the data publication range.

For example, a video of a surveillance camera in a city includes citizens’ sensitive
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Table 5.1: Necessary parameters for collaborating the blockchain marketplace
Eelements Description
Publisher Publisher name

Topic
Sensor or device
or information name

Category Information’s category
Value Value or contents
Timestamp Publish timestamp
Username
(login info)

Username of
the external services

Password
(login info)

Password of
the external services

CallbackURL
Endpoint to receive
notification

information. Those videos should usually only be made available to a limited number

of people; for instance, the city’s camera is monitored by the city’s staff, and in the case

of a building camera is monitored by the guards of the building. Nevertheless, other

city workers also monitored it during an emergency, such as a disaster. Therefore,

the data publishing range depends on the circumstances. This section’s study provides

federation in addition to an integrated function. The study aims to provide integration

and federation flexibility among IoT platforms.

In this study, a method has been developed by Node-RED and SOXFire, Synerex[94],

and FIWARE[95]. Node-RED[96] is open-source software. It can express a process

as a node, as shown in Figure 5.7. Nodes are subjected to various processes. It can

express the application data flow by connecting each node. Everyone can use it easily

because Node-RED performs on GUI. In addition, Node-RED supports various pro-

tocols. Therefore, Node-RED judges the current city situation, and it supports data

transformation for connecting other platforms.

IoT platform engineers receive two main benefits from using Node-RED.

• Not necessary to override the platform’s programming: Developers’ develop-

ment cost is high when it requires the programming override to integrate or fed-

erate among different platforms. Node-RED avoids the problem. It already sup-

ports various protocols, and engineers can create custom nodes easily. It satisfies

the interoperability to connect among IoT platforms that have different protocols.
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Figure 5.7: Image of Node-RED

Node-RED can express a process as a node, and developers can write the process each
node, and nodes connect by a wire. Hence, the developer can express data flow on
Node-RED.

• Provides the visualization of data flow: Node-RED expresses the data flow by

combining nodes. Per node has one process, and wires connect nodes. A series

of processes are expressed in them. When it models the city situations on Node-

RED, other people can understand the data flow per city situation to watch and

understand it. It causes a high mutual understanding among the system users.

Next, FIWARE is an IoT platform, and it uses mainly in Europe [97, 98, 99, 100].

FIWARE is a RESTFul-type IoT platform. In Europe, they develop extension systems

to upgrade FIWARE. The platform clearly defined rules for writing data format and

protocol. This study uses the authentification function of FIWARE. In addition, FI-

WARE is not developed by us. We have implemented SOXFire, and Synerex has been

implemented by Nagoya University, so the authors already understand these platforms,

but FIWARE is not. Therefore, FIWARE can be used to confirm the versatility of this

study.

In this study, three platforms have different roles in the demonstration. Figure

5.8 shows their relationship. Management platform has functions to discriminate city

situations.

It monitors the current status in cities and triggers to start processing other servers.

A’s city platform performs on FIWARE. The demonstration assumes this server usu-

ally limits the city’s information publish. When a disaster happens, the server unlocks

the limit, and other city workers can access the server. Last, the B’s city platform on

Synerex. This server can do visualization of city information. In addition, the demon-

stration assumes that the server and A’s city platform are in a supportive relationship.
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Figure 5.8: City platforms placement of a demonstration

Management platform usually does monitoring social situations from other websites.
When a disaster happens, the platform sends the information to other platforms. Each
platform behaves as appropriate for the situation.

When a disaster happens, the server accesses A’s city platform, receives the informa-

tion, and does visualization.

Then, automatic change in the authentification of the city platform is realized by

Node-RED and FIWARE. Node-RED, FIWARE, and Synerex realize platform integra-

tion in the demonstration.

IWARE authentication manage application uses KEYROCK [101]. A demonstrator

already creates Synrex users in KEYROCK. The users cannot usually access the target

platform. In addition, it created the custom nodes to access FIWARE and to change

the authentication of users in KEYROCK. The nodes connect to Management platform

nodes. When a disaster happens in the city has A’s city platform and Management

platform catch the information from the website of the Japan Meteorological Agency.

Then, Management server sends information to A’s city platform and B’s city platform

via Node-RED. A server changes the authentication of Synrex users in KEYROCK

following Node-RED nodes. Synerex users can access B’s city platform and receive

the information from the result. After that, B’s city platform receives data from A’s

city platform via Node-RED. Then, B’s city platform (Synerex) and A’s city platform
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(FIWARE) are defined in different data formats, but Node-RED’s node converts the

data of FIWARE to the data of Synerex. Finally, B’s city platform does visualization

after it receives the data correctly.

The series of processes can do automatically without human resources. In addition,

the IoT platform program also does not change to realize it. It indicates the possibility

of easily realizing the integration and federation among multiple platforms by the result

of this study.

5.2.5 Data Security for Connected-Smart-Cities

Supporting connected-smart-cities is important for data security. Currently, the amount

of data is increasing all over the world. It indicates the increasing number of data

senders. By increasing them, the amount of data will be saturated worldwide. Then,

anyone can upload data from anywhere and anytime. That is great, but it includes

the risk. Anyone can become a sender, and malicious people also become one. In

addition, fake news is a problem. Therefore, data security is important to sustain a

healthy information world.

First, in information security, basic concepts are confidentiality, integrity, and avail-

ability [102].

Confidentiality: Require that the user is correctly configured for access authen-

tication. Information often includes sensitive ones. It is personal information, secret

information of an organization, and more. That information is never open to the pub-

lic; only selected users should access it to protect privacy. Therefore, organizations

must configure access authentication correctly. Nevertheless, correctly means without

excess or deficiency. When it is a deficiency, the necessary user cannot access it. It

causes them to stop what their work on. If the case of happened a disaster occurs, it

is fatal for cities and living people. Therefore, organizations must configure access

without excess or deficiency.

Integrity: Require that the information is perfect. Perfect means the latest and

without falsification of the information. For example, when information flows over

the network in plain-text, a malicious user can steal it. Moreover, the malicious user

overwrites the information and sends it to the correct client. The client cannot know the

fake information. It is a risk involving the crime. Therefore, the structure is important

to guarantee that the data does not change by another user and can confirm that data

has not been overwritten. Besides, the information is sometimes incorrect when the
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data does not update for a long time. A malicious user does not overwrite it, but

the information is not correct. For instance, when map information does not update,

the user misses the route to the destination. The critical information must sustain the

latest information. Therefore, Perfect requires the latest without falsification of the

information.

Availability: Require systems to continue to operate without stoppages due to sys-

tem failures, Etc. For example, when a malicious user attacks the system and the

system does not take the measure of it, the system gets down. It causes uncertainty in

getting information for users. Availability indicates the occupancy rate of the system.

System engineers must set its objective and take measures to prevent unexpected the

system down.

It is important to guarantee information security, but it is not enough for high se-

curity. When using IoT platforms, the relationship between topics and senders is not a

necessary one-to-one. It depends on the abstraction of a topic. For example, the robots

ran synchronously; they shared their information via a common topic. The case of the

sharing users that they know each other is no problem, but when they do not know each

other, they do not know whether the sending data is correct or not. Therefore, the IoT

platform is required dependable data exchange.

First, it is the guarantee of the sender. It proposes sending control to prevent imper-

sonation. The systems developed in this study have the inquiring function. It checks

the sender name and the name of the topic creator. If the names are different, the sys-

tem rejects sending data. It prevents sending data from the other sender. However,

the system checks the simple because the system compares only the name. The other

sender can send data via the topic if he uses the name of the topic creator. It is not per-

fect. The system must have a login function. Login authentification can reject sending

data by other senders. The function is implemented in general IoT platforms, including

FIWARE, RabbitMQ, SOXFire, Synerex, Etc. Therefore, the system developed in this

study can provide using the function implemented in IoT platforms.

Moreover, the data will have monetary value, as shown in an example of Market-

place. To trade data safely needs that prove its correctness. Correctness means the data

does not consist the impersonation and falsification.

The impersonation by a malicious user can prevent a login function. However,

when the data has been tampered with, users must see through it. For instance, Trans-

port Layer Security (TLS) has been used to protect the data while flowing on the net-
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work with various protocols. TLS provides data encryption. Hence, malicious users

cannot steal and overwrite the encrypted data while flowing on the network. Neverthe-

less, the latest data is stored on the server. The stored data must also encrypt because

malicious users can overwrite it due to plain text. Therefore, the data stored on the

server must be encrypted, and encrypted data must send to clients. It is a necessary key

to encrypt and decrypt between a sender and a receiver. Exchanging the key between

them is difficult because, using the pub/sub-model platform, publishers and subscribers

connect via a broker. Therefore, it must consider the efficiency and safety method of

exchanging keys.

5.3 Conclusion

By developing sensing technologies, there is increasing data worldwide. The basic

concepts for supporting it are Internet-of-Things, Smart Sensing, and Participatory

Sensing. The other technologies are embedded data on Internet, and more. These

technologies increase in-city data significantly. The reason is that the sensing objects

depend on cities. For example, at Participatory Sensing, the data is collected by people.

In the case of the city being a target, citizens discover the problem in their city, and they

post it to the city via systems.

In addition, the author did the practice of Smart Sensing. The practice focused on

using public cars to collect data in a city. Taxis, buses, and garbage trucks drive a

citywide. This study chose garbage trucks in them. Buses drive fixed routes, and they

drive main roadways in a city. Hence, they may not drive on minor roadways. Taxis’

driving routes depend on users, and the routes tend. Buses and taxis’ are not easy to

drive a citywide without tend. On the other hand, garbage trucks must drive citywide

comprehensively because garbage is generated in people’s lives. Therefore, this study

lets garbage trucks collect in-city status.

This study developed a method to detect road makings damage. Road markings

are painted wide-range, and they have damage quickly. City workers need to waste

time and workforce costs to inspect it. This study realized the automatic inspection

using image processing and CNN. The original model was named C’s model. The

result indicated that C’s model has a high accuracy for detecting the status of road

markings better than other machine learning models, LinearSVM and Random Forest.

Moreover, the author tuned the model structure to perform on micron-computers, such

as Raspberry pi. It realized the high accuracy and lightweight model.
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From these backgrounds, everyone knows the number of in-city sensing data will

increase. In the future, platforms for supporting it must be necessary. The platforms

are required a suitable placement for installation in cities and distributed computing

to process many data. This study organized and indicated the expression of in-city

data. It described the three-dimension expression combining time and spatial (latitude

and longitude). The three-dimension expression is named spatio-temporal information

in this study. After describing related works and their tasks, this study defined each

element of spatio-temporal information for Pub/Sub model IoT platforms.

First, it described the requirements of IoT platforms in this study. IoT platforms in

Smart Cities are used for publishing data for several clients. In this study, the system

requirements focus on independence. When IoT platforms are used in smart cities,

they publish several clients and do not depend on clients’ status. IoT platforms’ role

in smart cities is to separate data providers and receivers. Therefore, this study aims

to extend IoT platforms to realize data sending control using spatio-temporal informa-

tion processing. Besides, this study does not require latency because it implemented

complex processing to realize data sending control.

Based on the above, we summarized this study’s three target use cases, carpool,

disaster prevention, and human-flow control. These use cases do not require hard con-

straint of latency.

In addition, the examples have two main requirements. It is integrity and common-

ality. Integrity means integrating or collaborating various data from several publishers.

When the platform processes spatio-temporal information, it can flexibly control data

delivery. It publishes some data at the same time from different senders. It will lead to

integration and collaboration among some data.

Some users or applications in a situation use the standard template for receiving

data. Commonality means the use of a common template. It shows that some clients

aim for the information for the same purpose. Therefore, a data delivery platform can

send the same data using the standard template. When the excepted case, templates

depend on per client. It means the use case is difficult to share with some clients

because it depends on the interest or privacy of each client. Above that, it indicated use

cases.

Next, this study defined that time elements are expressed as Point-in-Time, Fre-

quency, Data Time to Live (Data-TTL), and Data Time to Reference (Data-TTR).

Point-in-Time is an essential element of time elements. Other defined elements are
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applications of it. This study developed a middleware system (SDS) using time to con-

trol data delivery. SDS extends platforms using pub/sub-model. The system provides

two main contributions. First, it realizes the control of data delivery over time. It fo-

cuses on the frequency of data publishing. Pub/sub-model platforms send data based

on push type. A server sends clients data immediately when it is received. Users cannot

choose received or denied. It causes an over-receive for users. SDS configures a user

receive frequency. It controls data delivery following the set parameter to suit a user’s

requirement.

Moreover, the system realized the topic abstraction over time. It is named subscriber-

topic. A subscriber-topic manages multiple topics in a topic. It solves the publish in-

terval async problem. The problem is caused by push-model data delivery. The reason

is that the data publishing timing depends on the sender; It is independent because

senders do not consider each other. Therefore, users must implement functions to syn-

chronize multiple data when they want to combine them. A subscriber-topic sends data

following the user’s receive frequency, sending data of managed topics. It realizes syn-

chronized data publishing for a user. In addition, by using these functions, the SDS can

do data aggregation. Then, SDS uses a Data-TTR as additional time information.

Next, this study defined the spatial elements, Position, Distribution, and Data Area

to Live (Data-ATL). Position is an essential element of them. Spatial information ex-

presses the position of data that happened or was observed. Distribution expresses the

relationship of data by distance. This study also developed the system (DTOS) us-

ing defined spatial elements. DTOS provides the automatic and dynamic topic change

method. General pub/sub-model platforms do not store the topic information. DTOS

stores topic information in a database. The information includes the position, Data-

ATL, and Data-TTL. Users can receive data from suitable topics using them. DTOS

has achieved a representation of spatial information that the system can handle.

In addition, combining SDS and DTOS has generated a speculative data publish

method. The method is realized by synchronizing data publishing and using users’

and topics’ positions. It has been implemented by common elements and process-

ing developed systems in this study. It indicates an example of the practice of using

spatio-temporal information. Moreover, this study suggests five applications, periodic,

dynamic, aggregation (time, spatial), and speculative. These applications use the same

data format. Hence, it indicates spatio-temporal information abstraction.

Next, the base systems, SDS and DTOS, evaluated their specs. The systems gen-
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erate additional costs and delays because they must be placed between clients and an

IoT platform. Both systems have an increased system load when increasing numbers

of subscriber-topic and publishers. The processing time also becomes long when the

system load is high. However, the case of SDS and the speculative data publishing

method process every minute. They do not process any faster than that. Hence, the

long process time may not be a problem. A high system load can solve by improving

a host machine’s spec. A city platform must have high spec enough to process the ap-

plications because it affects citywide. In this study, the machine resource is minimum,

but the actual machine has better resources than this study. Therefore, the next step of

this study will evaluate and search the optimizing machine resources for a city through

fieldwork.

Last, it described the future directions of this study. The most contribution is the

defined spatio-temporal information and its abstraction. In this study, the real space’s

information, time and spatial, can is imported into cyberspace. Nevertheless, currently,

the information does not understand the real space’s all concepts. It suggested forward

one concept that should be understood. It is spatial hierarchies. Spatial hierarchies

express all positions in real space. The concept connects positions. It can indicate the

relationship between position-to-position, area-to-are, and city-to-city. When it installs

the concept to spatio-temporal information, users and systems can freely choose the

data that considers the real space’s features more flexibly.

Moreover, IoT platforms will be placed per city by contributions of this study.

When all cities place IoT platforms, they can connect to each other in cyberspace. This

study named the future city Connected-smart-cities. In Connected-smart-cities, cities

can connect and collaborate freely. It proposes that the generation of new city functions

helps cities improve living people’s lives. This study describes the necessary concepts

to realize connected-smart-cities. It is integration, federation, and data security.

Secondly, this study indicated the practice of federation. This study integrated

and federated two different platforms as a demonstration: FIWARE and Synerex. The

federation platform has developed by Node-RED. This reason is to realize the visual-

ization of city situations and their flow. Actually, it created custom nodes to express

and connect each platform. When a disaster in a city, the operation flow is excepted

by nodes on Node-RED. At the demonstration, the center server captured a happened

disaster from the website of the Japan Meteorological Agency. The server sends a

notification to the city server on Node-RED. The city server changes the access au-
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thentication when it receives the notification. After that, Synerex can access the city

server, displaying the information received from the city. This scenario indicated city

federation.

Last, it described data security. There will be an increasing amount of data citywide

and worldwide. Much of the data will be widely available. As the example of Market-

place, data will have a new value, including monetary value. Therefore, data security

will be more important than now. This study described basic information security and

additional important IoT data security concepts and technologies. These are applica-

tions to realize open-data commerce. All elements described in the future direction of

this study are necessary concepts to realize next-generation cities.

Finally, this study indicated the spatio-temporal information abstraction and de-

veloped middleware for in-city data applications. The defined elements, developed

systems, and future directions help improve people’s lives. It hopes this study’s result

will be used in the future.
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