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Chapter 10

Newtonian mechanics in
measurement Theory

In the previous chapter, we propose the W ∗−algebraic formulation of SMT:

SMTW
∗
= statistical measurement

[ProclaimW
∗
1 (9.9)]

+ the relation among systems
[ProclaimW

∗
2 (9.23)]

in W ∗-algebra . (10.1)

As mentioned in Remark 1.1 (b), in this book, “Newtonian mechanics” in MT is called the “clas-
sical system theory (or dynamical system theory)”. In this sense, we will study “Newtonian
mechanics” in SMTW

∗
. We first introduce “the W ∗-algebraic generalization of Kolmogorov’s ex-

tension theorem”. This theorem is essential to MT just like Kolmogorov’s extension theorem is
so in his probability theory. Using this theorem, we can define “particle’s trajectory” by “the
sequence of measured values”. And further we prove:

(i) the existence of “particle’s trajectory” in Newtonian mechanics,

(ii) the existence of Brownian motion.

Thus, we can understand the difference between the concepts of “particle’s trajectory” and “state’s
evolution” in both classical and quantum mechanics. Throughout this chapter, readers will see
that, from the mathematical point of view, the W ∗−algebraic formulation is more handy than the
C∗−algebraic formulation.

10.1 Kolmogorov’s extension theorem in W ∗-algebra

In this section we study “Kolmogorov’s extension theorem” in the (W ∗-algebraic) Sta-

tistical MT. It is generally said that Kolmogorov’s extension theorem is most fundamental

in Kolmogorov’s probability theory. That is because this theorem assures the existence

of a probability space (i.e., sample space). On the other hand, our theorem (= Theorem

10.1, i.e., the W ∗-algebraic generalization of Kolmogorov’s extension theorem) assures
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262 CHAPTER 10. NEWTONIAN MECHANICS IN MEASUREMENT THEORY

the existence of a measurement (or, observable). Recall the our spirit
(
see Remark (in

§2.3(I))
)
:

(]) there is no probability without measurements.

Thus, in measurement theory, the concept of “measurement” is more fundamental than

that of “sample space”. Therefore, this theorem (i.e., the W ∗-algebraic generalization

of Kolmogorov’s extension theorem) is very important in MT. That is, this theorem (=

Theorem 10.1) is essential to MT just like Kolmogorov’s extension theorem is so in his

probability theory. Using this theorem, we can define “particle’s trajectory” by “the

sequence of measured values”. And further we prove:

(i) the existence of “particle’s trajectory” in Newtonian mechanics,

(ii) the existence of Brownian motion.

Thus, we can understand the difference between the concepts of “particle’s trajectory” and

“state’s evolution” in both classical and quantum mechanics.

Let Λ̂ be an index set. For each λ ∈ Λ̂, consider a set Xλ. For any subsets Λ1 ⊆ Λ2( ⊆
Λ̂), πΛ1,Λ2 is the natural projection such that:

πΛ1,Λ2 : ×
λ∈Λ2

Xλ −→ ×
λ∈Λ1

Xλ.

Especially, put πΛ = πΛ,Λ̂. For each λ ∈ Λ̂, consider a W ∗-observable (Xλ,Fλ, Fλ) in

W ∗-algebra N. Note that the quasi-product observable O ≡ (×λ∈Λ̂Xλ,×λ∈Λ̂Fλ, FΛ̂) of

{ (Xλ,Fλ, Fλ) | λ ∈ Λ̂ } is characterized as the observable such that:

FΛ̂(π
−1
{λ}(Ξλ)) = Fλ(Ξλ) (∀Ξλ ∈ Fλ,∀λ ∈ Λ̂), (10.2)

though the existence and the uniqueness of a quasi-product observable are not guaranteed

in general. The following theorem says something about the existence and uniqueness of

the quasi-product observable.

Theorem 10.1. [W ∗-algebraic generalization of Kolmogorov’s extension theorem, cf.

[43]]. For each λ ∈ Λ̂, consider a Borel measurable space (Xλ,Fλ), where Xλ is a separable

complete metric space. Define the set P0(Λ̂) such as P0(Λ̂) ≡ {Λ ⊆ Λ̂ | Λ is finite }.
Assume that the family of the W ∗-observables

{
OΛ ≡ (×λ∈ΛXλ,×λ∈Λ Fλ, FΛ ) | Λ ∈

P0(Λ̂)
}
in a W ∗-algebra N satisfies the following “W ∗-algebraic consistency condition”:
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• for any Λ1, Λ2 ∈ P0(Λ̂) such that Λ1 ⊆ Λ2,

FΛ2

(
π−1Λ1,Λ2

(ΞΛ1)
)
= FΛ1

(
ΞΛ1

)
(∀ΞΛ1 ∈ ×

λ∈Λ1

Fλ). (10.3)

Then, there uniquely exists the W ∗-observable ÕΛ̂ ≡
(×λ∈Λ̂Xλ,×λ∈Λ̂ Fλ, F̃Λ̂

)
in N such

that:

F̃Λ̂

(
π−1Λ (ΞΛ)

)
= FΛ

(
ΞΛ

)
(∀ΞΛ ∈ ×

λ∈Λ
Fλ, ∀Λ ∈ P0(Λ̂)). (10.4)

Proof. Let ρ be any normal state, i.e., ρ ∈ Sn(N∗). Then, the ρ(FΛ( ·)) is a probability

measure on the product measurable space (×λ∈ΛXλ, ×λ∈Λ Fλ) for all Λ ∈ P0(Λ̂).
(
If

N = L∞(Ω, µ), the existence is assured.
)
It is clear that the family { (×λ∈ΛXλ,×λ∈Λ Fλ,

ρ(FΛ( · ))) | Λ ∈ P0(Λ̂) } satisfies the “usual consistency condition” in Kolmogorov’s

probability theory. Therefore, by Kolmogorov’s extension theorem[56], there uniquely

exists a probability measure P ρ

Λ̂
on the product measurable space

(×λ∈Λ̂Xλ,×λ∈Λ̂ Fλ
)

such that:

P ρ

Λ̂

(
π−1Λ (ΞΛ)

)
= ρ(FΛ(ΞΛ)) (∀ΞΛ ∈ ×

λ∈Λ
Fλ, ∀Λ ∈ P0(Λ̂)). (10.5)

Define the subfield×]

λ∈Λ̂ Fλ of×λ∈Λ̂ Fλ such that:

]

×
λ∈Λ̂

Fλ = {π−1Λ (ΞΛ) | ΞΛ ∈ ×
λ∈Λ

Fλ, Λ ∈ P0(Λ̂)}. (10.6)

Then, we see, by (10.5), that there uniquely exists the countably additive function F ]

Λ̂
:

×]

λ∈Λ̂ Fλ → N (in the sense of weak∗-topology σ(N,N∗)) such that:

P ρ

Λ̂

(
Ξ]
Λ̂

)
= ρ(F ]

Λ̂

(
Ξ]
Λ̂
)
)

(∀Ξ]
Λ̂
∈

]

×
λ∈Λ̂

Fλ). (10.7)

Define the map F̃Λ̂ :×λ∈Λ̂ Fλ → N such that:

F̃Λ̂

(
ΞΛ̂

)
= inf
{Ξ],k

Λ̂
}∞k=1∈Q(Ξ

Λ̂
)

∞∑
k=1

F ]

Λ̂

(
Ξ],k
Λ̂
), (10.8)

where Q(ΞΛ̂) ≡
{
{Ξ],k

Λ̂
}∞k=1 | ΞΛ̂ ⊆ ∪∞k=1Ξ

],k

Λ̂
, Ξ],k

Λ̂
∈ ×]

λ∈Λ̂ Fλ

}
(∀ΞΛ̂ ∈ ×λ∈Λ̂ Fλ). It

clearly holds that

F̃Λ̂

(
Γ1
Λ̂
∪ Γ2

Λ̂

)
≤ F̃Λ̂

(
Γ1
Λ̂

)
+ F̃Λ̂

(
Γ2
Λ̂

)
(∀Γ1

Λ̂
,Γ2

Λ̂
∈ ×

λ∈Λ̂
Fλ).
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Also, we see that, for any ΞΛ̂ in×λ∈Λ̂ Fλ,

P ρ

Λ̂

(
ΞΛ̂) = inf

{Ξ],k
Λ̂
}∞k=1∈Q(Ξ

Λ̂
)

∞∑
k=1

P ρ

Λ̂

(
Ξ],k
Λ̂
) (by Caratheodory theorem, cf. [29])

= inf
{Ξ],k

Λ̂
}∞k=1∈Q(Ξ

Λ̂
)

∞∑
k=1

ρ(F ]

Λ̂

(
Ξ],k
Λ̂

)
) (by (10.7))

≥ ρ
(

inf
{Ξ],k

Λ̂
}∞k=1∈Q(Ξ

Λ̂
)

∞∑
k=1

F ]

Λ̂

(
Ξ],k
Λ̂

))
(by the property of N)

= ρ(F̃Λ̂

(
ΞΛ̂

)
) (by (10.8)).

Similarly we see that P ρ

Λ̂

(
Ξc
Λ̂
) ≥ ρ(F̃Λ̂

(
Ξc
Λ̂

)
) where Ξc

Λ̂
= (×λ∈Λ̂Xλ) \ ΞΛ̂. Thus we see,

by (10.9), that

1 = P ρ

Λ̂

(
ΞΛ̂) + P ρ

Λ̂

(
Ξc
Λ̂
) ≥ ρ(F̃Λ̂

(
ΞΛ̂

)
) + ρ(F̃Λ̂

(
Ξc
Λ̂

)
) ≥ ρ(F̃Λ̂

(×
λ∈Λ̂

Xλ

)
) = 1.

This implies that P ρ

Λ̂

(
ΞΛ̂) = ρ(F̃Λ̂

(
ΞΛ̂

)
). Thus we see that

ρ
(
F̃Λ̂

(
π−1Λ (ΞΛ)

))
= P ρ

Λ̂

(
π−1Λ (ΞΛ)

)
= ρ
(
FΛ

(
ΞΛ

))
(∀ΞΛ ∈ ×

λ∈Λ
Fλ, ∀Λ ∈ P0(Λ̂)),

which implies (10.4). This completes the proof.

10.2 The definition of “trajectories”

Now we shall propose the definition of the “trajectories” in SMTW ∗
. Let S(ρ0) ≡

[S(ρ0), {Ψt1,t2 : N → N}(t1,t2)∈R2
≤
] be a W ∗-general system with an initial system S(ρ0).

Let O ≡ (X,F, F ) be a crisp observable in N. For each time t ∈ R
+ ≡ {t ∈ R | t ≥ 0},

consider a W ∗-observable Ot ≡ (Xt,Ft, Ft) in N such that:

• (Xt,Ft, Ft) = (X,F, F ) for all t ∈ R
+
. (10.9)

Let us represent the “measurementM({Ot}t∈R+ , S(ρ0))” in what follows. Let Λ ∈ P0(R
+
)(

≡ {Λ0 ∈ 2R
+

: Λ0 is finite }
)
, that is, Λ = {t1, t2, ..., tn} where 0 ≤ t1 < t2 < · · · < tn.

Then, we can uniquely define the observable OΛ ≡ (XΛ,FΛ, FΛ) at time 0 such that:

FΛ(Ξt1×Ξt2× · · ·×Ξtn) = Ψ0,t1

(
F (Ξt1) · · ·Ψtn−2,tn−1

(
F (Ξtn−1)

(
Ψtn−1,tnF (Ξtn)

))
· · ·
)
,

(10.10)
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though the existence of OΛ is not always guaranteed except for the classical cases.
(
For

the uniqueness, recall Theorem 9.8.
)

Assume that the observable OΛ exists for any

Λ ∈ P0(R
+
). It is clear that the family { OΛ | Λ ∈ P0(R

+
) } satisfies the consistency

condition (10.3). Thus, by Theorem 10.1 we have the observable Õ
R

+ ≡ (XR
+

,FR
+

, F̃
R

+)

in N, which is called a trajectory observable (concerning O ≡ (X,F, F )). Therefore, we

get the Heisenberg picture representation MN(ÕR
+ , S(ρ0)) of M({Ot}t∈R+ , S(ρ0) ).

Now we can propose the following definition, which is our main assertion in this

chapter.

Definition 10.2. [Trajectory (= particle’s trajectory)]. Assume the above notations.

The measured value obtained by the measurement MN(ÕR
+ , S(ρ0)) is called a trajectory

(concerning O ≡ (X,F, F ) ) of the W ∗-general system S(ρ0) ≡ [S(ρ0), {Ψt1,t2 : N →
N}(t1,t2)∈R2

≤
].

�
The difference of “particle’s trajectory” and “state’s evolution” is clear in Definition

10.2. That is,
“state’s evolution” · · · (Ψ0,t)∗ρ0, (0 ≤ t <∞),

“particle’s trajectory” · · · the measured value of MN(ÕR
+ , S(ρ0)).

(10.11)

Note that in quantum mechanics, the existence of Õ
R

+ is not usually guaranteed, and

thus, the concept of “particle’s trajectory” is meaningless in general (cf. [37, 40]).

Recall DST(1.2a), that is,

“dyn. syst. theor.” =


dx(t)
dt

= g(x(t), u1(t), t), x(0) = x0 · · · (state equation) ,

y(t) = f(x(t), u2(t), t) ( measurement equation).

(10.12)
(=(1.2a))

In order to compare (10.11) and (10.12), we add the following remark.

Remark 10.3. [(i): The case that u2 = 0 in (10.12)] (The generalization of Definition

10.2). The condition (10.9) can be easily generalized as follows:

• (Xt,Ft, Ft) is crisp for all t ∈ R
+
. (10.13)

Under the condition, by a similar way of (10.10) we can easily define a trajectory (concerning

{(Xt,Ft, Ft) | t ∈ R
+}) of the W ∗-general system S(ρ0) ≡ [S(ρ0), {Ψt1,t2 : N →
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N}(t1,t2)∈R2
≤
]. Here, consider classical cases, i.e., N = L∞(Ω, µ). And, for each t ∈ R

+
,

consider a measurable function ft : Ω → Rm, which can be identified with a crisp ob-

servable (Rm,BRm , Ft), (cf. (ii) in Example 9.4). Thus, by Theorem 10.1 we have the

observable Õ
R

+ ≡ ((Rm)R
+

, (BRm)R
+

, F̃
R

+) in N, which is called a trajectory observ-

able (concerning { Ot ≡ (Rm,BRm , Ft) | t ∈ R
+}. Thus we can also define a trajectory

(concerning {ft | t ∈ R
+}) of theW ∗-dynamical system S(ρ0) as the trajectory concerning

{ (Rm,BRm , Ft) | t ∈ R
+}

[(ii): The case that u2 6= 0 in (10.12)] (The generalization of Definition 10.2). The

condition (10.13) can be easily generalized as follows:

• (Xt,Ft, Ft) is not always crisp for all t ∈ R
+
. (10.14)

By a similar way as in the above (i), we have the observable Õ
R

+ ≡ (×
t∈R+ Xt,×t∈R+ Ft,

F̃
R

+) in N ( = L∞(Ω;µ)), which is called a trajectory observable (concerning { Ot ≡
(Xt,Ft, Ft) | t ∈ R

+}).

�

10.3 Trajectories and Newtonian mechanics

In the previous section, we proposed Definition 10.2, in which the concept of “par-

ticle’s trajectory” is characterized as a measured value of the measurement. Thus, our

concern in this section is to show that the “particle’s trajectory” is represented by the

Newton equation. If it is true, we can completely understand “Newtonian mechanics” in

measurement theory.

First we review Liouville’s equation. PutN = L∞(Rs
q×Rs

p,m
2s) andN∗ = L1(Rs

q×Rs
p,

m2s), where Rs
q×Rs

p ≡ { (q, p) = (q1, q2, · · · , qs, p1, p2, · · · , ps) | qj, pj ∈ R, j =

1, 2, · · · , s } and (Rs
q×Rs

p,B(Rs
q×Rs

p),m
2s) is the 2s-dimensional Lebesgue measure

space. Liouville’s equation with an initial density function ρ0 is as follows:

∂ρt(q, p)

∂t
=

s∑
j=1

(∂H(q, p, t)

∂qj

∂ρt(q, p)

∂pj
− ∂H(q, p, t)

∂pj

∂ρt(q, p)

∂qj

)
, (10.15)

ρ0 ∈ Sn(N∗) ≡ {ρ : ‖ρ‖L1 = 1, ρ ≥ 0}, (10.16)
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where H : Rs
q×Rs

p×R→ R is a Hamiltonian. By using the solution of (10.15), we can

define the operator [Ψt1,t2 ]∗ : L
1(Rs

q×Rs
p,m

2s) → L1(Rs
q×Rs

p,m
2s) such that:(

[Ψt1,t2 ]∗ρt1

)
(q, p) = ρt2(q, p) ∀(q, p) ∈ Rs

q×Rs
p, ∀(t1, t2) ∈ R2

≤
. (10.17)

That is, the “state’s evolution” is represented by the Schrödinger picture {[Ψt1,t2 ]∗ | (t1, t2) ∈
R2

≤
}, which is induced by Liouville’s equation (10.15) for states. And furthermore, putting

Ψt1,t2 = ([Ψt1,t2 ]∗)
∗, we get the Heisenberg picture {Ψt1,t2 | (t1, t2) ∈ R2

≤
}, which is also in-

duced by Liouville’s adjoint equation (i.e., Liouville’s equation for observables). Thus, we

get the W ∗-dynamical system S(ρ0) ≡ [S(ρ0), {Ψt1,t2 : N→ N}(t1,t2)∈R2
≤
]. Also, it should

be noted that the dynamical system S(ρ0) is deterministic, i.e., each Ψt1,t2 : N → N is

(bijective) homomorphic.

It is well known that Liouville’s equation is mathematically equivalent to the following

Newton equation:

d

dt
qj(t) =

∂H

∂pj
(q(t), p(t), t),

d

dt
pj(t) = −

∂H

∂qj
(q(t), p(t), t), j = 1, 2, · · · , s (10.18)

(q(0), p(0)) ∈ Rs
q×Rs

p. (10.19)

Using the solution of the Newton equation (10.18), we define the continuous map ψt1,t2 :

Rs
q×Rs

p → Rs
q×Rs

p such that:

ψt1,t2(q(t1), p(t1)) = (q(t2), p(t2)) (∀(q(t1), p(t1)) ∈ Rs
q×Rs

p). (10.20)

Thus we can get the (bijective) homomorphism Ψt1,t2 : L
∞(Rs

q×Rs
p,m

2s)→ L∞(Rs
q×Rs

p,

m2s) such that:

(Ψt1,t2F )(q, p) = F (ψt1,t2(q, p)) (∀(q, p) ∈ Rs
q×Rs

p,∀F ∈ L∞(Rs
q×Rs

p),∀(t1, t2) ∈ R2
≤
).

(10.21)

Of course, this Ψt1,t2 is the same as the Ψt1,t2 derived from Liouville’s equation. Since

Liouville’s equation and Newton equation are mathematically equivalent, there is a reason

to say that the time evolution is also represented by Newton equation. However, note

that the term “Newton equation” [resp. “Liouville’s equation”] is, in this book, defined

to be the equation that represents “particle’s trajectory” [resp. “time evolution of states

or observables”].
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For simplicity, we put (Ω,B, dω) = (Rs
q×Rs

p,B(Rs
q×Rs

p),m
2s). And, put (N,N∗)

= (L∞(Ω), L1(Ω)). Consider the deterministic W ∗-dynamical system S(ρ0) ≡ [S(ρ0),

{Ψt1,t2 : N→ N}(t1,t2)∈R2
≤
], which is induced by Liouville’s equation (10.15) and (10.16).

Define the state space observable (or, exact observable) O ≡ (Ω,B, F ) in N
(
≡ L∞(Ω)

)
such that:

F (Ξ) = χ
Ξ
∀Ξ ∈ B, (10.22)

which is, of course, crisp. Thus, by the same arguments appearing above Definition 10.2,

we can get the trajectory observable Õ
R

+ ≡ (ΩR
+

,BR
+

, F̃
R

+) concerning the state space

observable O ≡ (Ω,B, F ). And therefore, we get the measurement ML∞(Ω)(ÕR
+ , S(ρ0))

(cf. Remark 10.3). Assume that

• a measured value ω̂ (= (ωt)t∈R+ ∈ ΩR
+

) is obtained by ML∞(Ω)(ÕR
+ , S(ρ0)).

Note that the measured value ω̂ is precisely the “particle’s trajectory” in Definition 10.2.

Now we shall investigate the properties of the measured value ω̂ (= (ωt)t∈R+ ∈ ΩR
+

),

that is, we shall show that the trajectory ω̂ is represented by the Newton equation (10.18)

and (10.19). Let D = {t0, t1, t2, · · · , tn} be a finite subset of R
+
, where t0 = 0 < t1 <

t2 < · · · < tn. Put Ξ̂ =×D

t∈R+Ξt
(
∈ BR

+)
where Ξt = Ω (∀t /∈ D). Then, we see that

• the probability that ω̂( = (ωt)t∈R+) belongs to the set Ξ̂ =×D

t∈R+Ξt is given by

ρ0
(
F̃
R

+(Ξ̂)
)
=ρ0

(
F (Ξ0)Ψ0,t1

(
F (Ξt1) · · ·Ψtn−2,tn−1

(
F (Ξtn−1)

(
Ψtn−1,tnF (Ξtn)

))
· · ·
)

=ρ0

(
Πnk=0

(
Ψ0,tkF (Ξtk)

))
(because each Ψtk−1,tk is homomorphic)

=ρ0

(
Πnk=0F (ψ

−1
0,tk

(Ξtk)
))

=

∫
Ω

(
Πnk=0χψ−1

0,tk
(Ξtk

)(ω)
)
ρ0(ω)dω. (10.23)

Let Ξ0 be any element in B such that
∫
Ξ0
ρ0(ω)dω 6= 0. Thus, under the hypothesis that

we know that ω0 ∈ Ξ0, i.e., ω̂(= (ωt)t∈R+) ∈ Ξ0×ΩR+
(where R+ = (0,∞)), we can

calculate the following conditional probability:

ρ0
(
F̃
R

+(×D

t∈R+Ξt)
)

ρ0
(
F̃
R

+(Ξ0×ΩR+)
) =

∫
Ξ0

(
Πn
k=1χψ−1

0,tk
(Ξtk )

(ω)
)
ρ0(ω)dω∫

Ξ0
ρ0(ω)dω

. (10.24)



10.4. BROWNIAN MOTIONS 269

Thus, we see that

lim
Ξ0→{ω0}

ρ0
(
F̃
R

+(×D

t∈R+ Ξt)
)

ρ0
(
F̃
R

+(Ξ0×ΩR+)
) =

{
1 if ω0 ∈ ∩nk=1ψ

−1
0,tk

(Ξtk)
0 otherwise.

(10.25)

(
Though the above argument is somewhat rough from the mathematical point of view,

we can easily check it in mathematics.
)

This implies that

ωt = ψ0,t(ω0) (∀t ∈ R
+
). (10.26)

That is, the measured value ω̂ (= (ωt)t∈R+ ∈ ΩR
+

) is the solution of the Newton equation.

Also, note that the (10.25) is independent of the choice of the initial normal state ρ0.

Summing up, we see,

• In Newtonian mechanics, the state’s evolution is represented by Liouville equation,

and the existence of the trajectory (concerning the state space observable) is al-

ways guaranteed. That is, it can be represented by the Newton equation. Also, in

quantum mechanics, the state’s evolution is represented by Schrödinger equation.

However, the existence of the trajectory is not always guaranteed.

That is,

state’s evolution particle’s trajectory

Newtonian mechanics Liouville equation Newton equation

quantum mechanics Schrödinger equation (meaningless)1

(10.27)

10.4 Brownian motions

As emphasized throughout this chapter, the concepts of “state’s evolution” and “par-

ticle’s trajectory” are completely different. This is, of course, a matter of common knowl-

edge in quantum mechanics. And moreover, we can point out that the difference is clear

in diffusion processes for classical systems. Therefore, in this section we examine diffusion

processes in SMTW ∗
. The examination will promote a better understanding of our theory.

1For the measurement theoretical model of Wilson chamber and its numerical analysis, see [37, 40].
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Put N = L∞(Rq,m) and N∗ = L1(Rq,m), where (Rq,B(Rq),m) is the 1-dimensional

Lebesgue measure space. The diffusion equation with an initial density function ρ0 at the

time t = 0 is as follows:

∂ρt(q)

∂t
=
∂2ρt(q)

∂q2
, (10.28)

ρ0 ∈ {ρ ∈ L1(Rq,m) : ‖ρ‖L1 = 1, ρ ≥ 0}. (10.29)

By using the solution of (12.28), we can define the operator [Ψt1,t2 ]∗ : L1(Rq,m) →
L1(Rq,m) such that:(

[Ψt1,t2 ]∗(ρt1)
)
(q) = ρt2(q) =

∫ ∞
−∞

ρt1(y)Gt2−t1(q − y)m(dy), (∀(t1, t2) ∈ R2
≤
) (10.30)

where Gt(q) is the Gaussian function, that is, Gt(q) = 1√
2πt

exp
[
− q2

2t

]
. The “state’s

evolution” is, of course, represented by the Schrödinger picture {[Ψt1,t2 ]∗ | (t1, t2) ∈ R2
≤
}.

For simplicity, we put (Ω,B, dω) = (Rq,B(Rq),m). And therefore, put (N,N∗) =

(L∞(Ω), L1(Ω)). Putting Ψt1,t2 = ([Ψt1,t2 ]∗)
∗, we get the Heisenberg picture {Ψt1,t2 | (t1, t2) ∈

R2
≤
}, and consequently, theW ∗-dynamical system S(ρ0)≡ [S(ρ0), {Ψt1,t2 : N→ N}(t1,t2)∈R2

≤
].

Consider the state space observable O ≡ (Ω,B, F ) in N
(
≡ L∞(Ω)

)
such as in Exam-

ple 9.4.(i). Thus, by a similar way in the previous section, we get the measurement

ML∞(Ω)(OR
+ , S(ρ0)). Assume that

• a measured value ω̂ (= (ωt)t∈R+ ∈ ΩR
+

) is obtained by ML∞(Ω)(OR
+ , S(ρ0)).

Note that the measured value ω̂ is precisely the “particle’s trajectory” in Definition 10.2.

Also, it may be usually called a “path”.

By a similar way in the previous section, we shall investigate the properties of the

measured value ω̂ (= (ωt)t∈R+ ∈ ΩR
+

). Let D = {t0, t1, t2, · · · , tn} be a finite subset of

R
+
, where t0 = 0 < t1 < t2 < · · · < tn. Put Ξ̂ = ×D

t∈R+Ξt
(
∈ BR

+)
where Ξt = Ω

(∀t /∈ D). Then, by ProclaimW ∗
2, we see

• the probability that ω̂( = (ωt)t∈R+) belongs to the set Ξ̂ ≡×D

t∈R+Ξt is given by

ρ0
(
F̃
R

+(Ξ̂)
)
= ρ0

(
F (Ξ0)Ψ0,t1

(
F (Ξt1) · · ·Ψtn−2,tn−1

(
F (Ξtn−1)

(
Ψtn−1,tnF (Ξtn)

))
· · ·
)

=

∫
Ξ0

ρ0(ω0)
(∫

Ξ1

(
· · · (

∫
Ξtn−1

(

∫
Ξtn

n∏
k=1

Gtk−tk−1
(ωk − ωk−1)dωn)dωn−1) · · ·

)
dω1

)
dω0.

(10.31)
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Let Ξ0 be any element in B such that
∫
Ξ0
ρ0(ω)dω 6= 0. Suppose that we know that

ω0 ∈ Ξ0. i.e., ω̂( ≡ (ωt)t∈R+) ∈ Ξ0×ΩR+
. Under the hypothesis, we can calculate the

following conditional probability:

ρ0
(
F̃
R

+(×D

t∈R+Ξt)
)

ρ0
(
F̃
R

+(Ξ0×ΩR+)
) =

∫
Ξ0
ρ0(ω0)

(∫
Ξt1
· · ·
∫
Ξtn

∏n
k=1Gtk−tk−1

(ωk − ωk−1)dωn · · · dω1

)
dω0∫

Ξ0
ρ0(ω0)dω0

.

(10.32)

And therefore, we see that

lim
Ξ0→{ω0}

ρ0
(
F̃
R

+(×D

t∈R+Ξt)
)

ρ0
(
F̃
R

+(Ξ0×ΩR+)
) =

∫
Ξt1

· · ·
∫
Ξtn

n∏
k=1

Gtk−tk−1
(ωk − ωk−1)dωn · · · dω1. (10.33)

Thus, under the hypothesis that we know that ω̂( ≡ (ωt)t∈R+) ∈ {ω0}×ΩR+
, the mea-

sured value ω̂( ≡ (ωt)t∈R+) has the property like Brownian motion with the initial value

ω0. Also note that the (10.33) is independent of ρ0.

t
ω0

-

ω̂( ≡ (ωt)t∈R+)

R
6

Remark 10.4. [Complex system theory]. Here I shall mention my opinion for the relation

between Brownian motions and “complex system theory” (or, “chaotic system theory” )

as follows:

[(i): Chaotic system theory]. It is a matter of course that Brownian motion is used

to analyze stochastic phenomena (cf. [32]). It should be noted that Brownian motion

is, from the computational point of view, generated by “pseudo-random number”. And
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moreover, it should be noted that random number generator is regarded as a kind of

chaotic equation ( cf. [19]). In this sense, we consider, from the computational point of

view, that Brownian motion analysis is regarded as a kind of chaotic equation. However,

chaotic theory (or complex system theory, cf [87]) should not be overestimated as “the

third physics (i.e., relativity theory, quantum mechanics, complex system theory)” 2.

Chaotic theory is not such a theory. This is easily seen if chaotic theory is investigated

in the framework of MT
(
in which “probability” (related to Axiom 1) is never born from

“equations” (related to Axiom 2), cf. Chapter 4 (“staying time interpretation” and not

“probabilistic interpretation”) and Remark 8.4 (Bertrand’s paradox)
)
.

[(ii): Information compression]. Newtonian mechanics may be regarded as a kind of

“information compression”. In fact, if we want to know the motion of particles, it suffices

to solve the Newtonian kinetic differential equation. Also, it should be noted that the

differential equation is, numerically, solved by iteration method (= “loop (in computer

programming)”). Thus, there is a reason to think that an iteration (= “loop”), which is

mainly related to Axiom 2, is regarded as a kind of information compression method of

“analytic function”, “pseudo-random number”, “self-similar figure (Julia and Mandelbrot

set)”, etc. In other words, any figure (or graph) treated in mathematical science is always

generated by iteration. Thus, we assert that MT is also a kind of information compression

method. That is, mathematical science always has the aspect such as “mathematical

method of information compression”.

[(iii): Butterfly effect]. “Butterfly effect” is mentioned as follows:

(]) The flutter of a butterfly’s wings in China could, in fact, actually effect weather

patterns in New York City, thousands of miles away.

It is impossible to test the above (]). In this sense, we do not tell whether the (]) is true

or not. However, recall the spirit of the mechanical world view (1.12), i.e., “at any rate,

study every problem in the framework of MT”. Thus, if a certain differential equation

2This overestimation is like the proverb “It’s always darkest just beneath the lighthouse”. I have an
opinion that Einstein’s relativity theory, quantum mechanics and dynamical system theory (=DST(1.2))
are the most influential mathematical scientific theories in the 20th century, though DST is too familiar
to us. The dropping of two atomic bombs (Einstein’s relativity theory) is obviously one of the most
tragic events in World War II. Also, Kalman filter (DST) and IC technology (quantum mechanics) lead
the Apollo plan to success. This feat promoted the end of Cold War. And further, I think that this
opinion is improved in this book (i.e., “quantum theory” + “DST” =⇒ “MT”) and it is realized in Table
(1.7), in which we may assert that “relativity theory (or, TOE)”↔ “the first physics”, and “MT”↔“the
second physics”.
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suggests the above fact (]), we have to agree that there is a possibility that the above (])

is true.

�

10.5 Conclusions

Summing up, we conclude (cf. [43]),

state’s evolution (≈Axiom 2) particle’s trajectory(sample space)

Newtonian mechanics Liouville equation Newton equation

quantum mechanics Schrödinger equation (meaningless)

diffusion process diffusion equation stochastic differential equation3

(10.34)

Thus there is a reason to say that the state equation in DST(1.2) should be called “tra-

jectory equation”, though DST(1.2) is sometimes called “state space method”. Therefore,

in this book we say that DST(1.2) is the “sample space method”, in which the theory of

differential equations and Kolmogorov’s probability theory play essential roles.4 Thus we

can symbolically say:

“MT”
(our proposal)
←−−−−−−−−− “DST” + “statistics”

(sample space method)
(10.35)

Here we have the following problem:

• Can we propose another mathematical scientific theory for data analysis? (cf. the

third theory in Table (1.7))

I think that it is impossible to propose “the third theory” in mathematical science but

computer science. Cf. Remark 1.5.

Also, recall we are not concerned with “Newtonian mechanics” in physics (which is

represented in terms of differential geometry) but “Newtonian mechanics” in MT (which

is represented in terms of operator algebra). Thus, it should be noted that our viewpoint

(proposed in this book) is, of course, one-sided.

3Recall (1.2). It should be noted that the stochastic state equation (= stochastic differential equation)
in (1.2) is not “state equation” but “trajectory equation (i.e., the equation that represents particle’s
trajectory)”.

4I believe that “Kolmogorov’s probability space” is essentially the same as “the sample space in MT”.


