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Abstract

As the smartphone has become common recently, huge multimedia data has
been accumulated on the Internet, causing the demands of information search
technology to grow rapidly. To search for the multimedia data, the features
representing their contents are extracted from the data, and then the features are
searched for instead of the original data. Since high-dimensional data for the
features is necessary to acquire higher search accuracy, the metric space indices are
indispensable to search fast for such high-dimensional data. The existing method
using a k-nearest neighbor graph can reduce more computational cost than other
previous works. On the ki-nearest neighbor graph, each node is linked to the
k-nearest neighbor nodes with edges, and then the proximity search is enabled by
exploring from an arbitrary node to closer ones to a query object along the edges.
However, there are two issues on the graph. First, instead of the small
computational cost of the search, the huge computational cost is spent to construct
the graph. Second, the search accuracy (recall rate) is reduced by disconnected
graph nodes which cannot be traced.

In this study, an approximate k-nearest neighbor graph index with a
tree-based index is proposed. The construction of the k-nearest neighbor graph
spends the huge computational cost during the construction, because k-nearest
neighbors should be found to add each node to the graph. Therefore, the proposed
algorithm searches k-nearest neighbors using the partially constructed graph as a
search index to reduce the computational cost and preserves the graph connectivity
by adding nodes incrementally. Furthermore, closer nodes to a query object are
searched using the tree-based index, then the closer nodes are used to explore the
graph instead of an arbitrary node. On the other hand, some nodes on the graph
tend to have a large number of edges which should be eliminated. Therefore, the
algorithm checks whether the connectivity would be preserved or not by eliminating
the excess edges. If the connectivity is preserved, the edges are eliminated. If the
connectivity is not preserved, the edges are replaced to further nodes from the node
having excess edges.

The cost of the proposed graph construction was reduced by about 96.7%
compared to the k-nearest neighbor graph for 100,000 objects which are 50
dimensional uniform distribution data. The cost of the search was reduced by about
73% for 95% search accuracy compared to the k-nearest neighbor graph where the
number of the edges is 16 for 100,000 objects which are 1,228 dimensional image
feature data. This proposed algorithm reduced up to 34.2% edges on the graph for a
million image feature objects. We concluded that the proposed algorithm can reduce
the computational costs and the edges. Finally, the application example where the
proposed algorithm was applied to a real internet product image search was
introduced.




