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Abstract

The surge in computing necessitates advancements in low-power LSIs for
edge computing. For battery-powered edge devices, low-power LSIs are cru-
cial, as energy consumption directly impacts recharge frequency, device lifes-
pan, and maintenance costs. To design energy-efficient chips, it’s essential to
select technologies that are best suited to the operating characteristics of the
target application, and this requires energy consumption estimation during
the design phase. In intermittent operation applications commonly seen in
edge computing, which periodically alternate between active and idle states,
power gating is effective in reducing leak power during inactivity. Further-
more, when data retention is necessary, nonvolatile power gating (NVPG)
using nonvolatile memory proves beneficial.

This study aims to construct an energy model based on actual measure-
ment data, using the most promising emerging nonvolatile memory technology
today, Spin-Transfer Torque Magnetic Tunnel Junctions (STT-MTJs), imple-
mented in a chip fabricated with a 40-nm MTJ/CMOS hybrid process for
estimating energy consumption in intermittent operation applications within
NVPG scenarios. The challenge with STT-MTJ involves the variability in the
MTJ’s switching characteristics, which leads to a significant energy to switch-
ing the MTJ states, called “store energy.” The proposed model incorporates
and models this variability assuming a normal distribution based on obser-
vations of the implemented chips, enabling sufficiently practical accuracy in
energy estimation. Additionally, this energy model can be applied to build
energy models for alternative options such as conventional volatile FFs, re-
tention FFs using high-Vth MOS transistors, and other NVFFs, allowing for a
quantitative comparison of these various FF technologies.

Moreover, this study proposes a workflow for breakeven analysis using the
defined energy model, considering the energy reduction effects and overheads
of various FFs, to select the optimal technology for energy minimization. This
provides a quantitative basis for decision-making in selecting the most suitable
NVFF and its best operational method according to the target intermittent op-
eration application. This encourages designers to more actively adopt NVPG
using MTJ-based NVFFs.
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1
Introduction

Over the past two decades, despite the end of Dennard scaling and the slow-
down of Moore’s Law, high-performance computing has continued to evolve at
a relatively constant rate of improvement due to ongoing innovation, doubling
every 1.2 years, while the rate of performance-per-watt advancements in the
field of computing has decreased to less than half that of the rate of perfor-
mance increase. If we continue to advance at the historical rate, it is possible
to achieve a zettaflop of computing in approximately ten years. However, gen-
erating half a gigawatt of electricity, which is equivalent to the output of half
a nuclear power plant, is obviously not a feasible option.

To meet the continually increasing demands for computing, one viable so-
lution is edge computing, or the concept of the Internet of Things (IoT). This
approach involves processing data close to its source, either on data collec-
tion devices or on computers located near these devices, instead of traditional
data centers or the cloud. Edge computing optimizes computing efficiency
by reducing data movement and associated processing, since it performs the
necessary computations closer to where they are needed. Furthermore, by
offloading computation from cloud data centers to network edges and edge
nodes, edge computing offers significant advantages in terms of lower latency
and enhanced security [10].

3



4 Introduction

1.1 The call for energy-efficient IoT devices

The energy consumption of edge devices in the edge computing environment
is enormous and just as crucial as that of cloud data centers, considering the
billions of devices deployed. Many edge devices, often constrained by battery
power, require energy-aware edge computing to extend their lifespan, ensure
service quality, and enhance system performance, all within a specific power
budget. Consequently, the importance of research focused on improving en-
ergy efficiency in edge environments has been escalating in recent years [10,11].
Research in energy efficiency in edge computing encompasses a range of in-
terconnected research challenges and directions. These include architecture,
operating systems, middleware, application services, and computation offload-
ing. Numerous studies have been conducted to improve the energy efficiency
of computations by introducing new computational paradigms such as approx-
imate computing and computing-in-memory [11–14].

On the other hand, with the advancement of semiconductor process tech-
nology and the miniaturization of transistors, the leakage current that occurs
during idle periods has become a significant factor in energy loss. Power gat-
ing, a technique that reduces leakage current by cutting off the power supply
to inactive logic blocks and memory, has been proposed. The utilization of
nonvolatile memory (NVM), which retains data even without power, can sus-
tain memory content while no leakage current is wasted. By storing data in a
nonvolatile element encapsulated in memory, it is possible to reduce overheads
such as data evacuation and recovering associated with power gating.

1.2 Nonvolatile memory in edge computing

Memory can be classified into volatile memory, which loses data when power
is turned off, and NVM, which can retain data even without power supply.
Ideally, if all the memory elements in a computer system could be made non-
volatile, it would be possible to completely eliminate wasteful leakage current
during idle periods of applications. However, the current situation is as follows.

Presently, NVM used in edge devices, such as EEPROM (electrically erasable
programmable read-only memory) and eFlash (embedded Flash memory), pri-
marily stores application programs and operates mainly as read-only-memory
during execution. Due to the limitations of further miniaturization (below
28nm or 22nm), eFlash is beginning to be replaced by emerging NVM tech-
nology, such as eMRAM (embedded magnetoresistive random-access mem-
ory) [15]. Most eMRAM employs spintronics-based nonvolatile elements STT-
MTJ (spin-transfer torque magnetic tunnel junction), and STT-MTJ is one of
the most industrially mature technologies among other emerging nonvolatile
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technologies like ReRAM (resistive RAM), FeRAM (ferroelectric RAM), and
PCRAM (phase-change RAM).

However, faster and more frequently accessed data memories and registers,
such as SRAM (static RAM), FFs (flip-flops), and Latches remain volatile.
This is because there is currently no NVM technology that can meet the low-
latency and high-frequency requirements of such memories. In mainstream
computer systems, NVMs are primarily installed as secondary storage in the
form of SSDs (solid-state drives) or HDDs (hard disk drives), or as storage class
memory to bridge the gap in latency and capacity between main memory and
secondary storage. Consequently, the upper layers of the memory hierarchy
have not yet achieved nonvolatility.

(a) Sequence of normally-off computing (NOF)

(b) Sequence of nonvolatile power gating (NVPG)

Figure 1.1. Time variation of power dissipation in two different energy reduc-
tion schemes with nonvolatile memory and power gating.



6 Introduction

1.2.1 Normally-off computing

The mainstream energy saving scheme using NVM is based on Normally-off
Computing (NOF) described in (Fig. 1.1 (a)). In NOF, the power supply
to the memory is basically kept off while the data are always retained in
nonvolatile elements, and it is only turned on when requests for memory read-
/write access occur. With this approach, increasing memory access during
runtime can significantly amplify energy loss. This is because the energy re-
quired for ‘read/write’ access to non-volatile elements (specifically referred to
as ‘restore/store’) is significantly higher compared to electrical read/write in
volatile memory.

For instance, in the case of STT-MTJ, storing refers to the action that
produces the physical change of reversing the magnetization direction of the
ferromagnet in the MTJ with the effect of spin-transfer torque (STT) incurred
by an applied current. Restoring involves sensing the resistance of the MTJ,
which varies depending on the direction of magnetization in the free layer
of the MTJ. Therefore, with high-frequency memory access, the overhead of
accessing nonvolatile elements might exceed the energy-saving effects of power
gating. Moreover, the time required for store and restore operations is usually
longer than that for read and write operations, making it challenging to meet
high-frequency access demands. Finally, various types of nonvolatile elements
have a limit on the number of read/write cycles, and high-frequency access
demands can lead to durability issues.

1.2.2 Nonvolatile power gating

The other type of PG architecture is nonvolatile power gating (NVPG) [16].
NVPG assumes a scenario where NVM is used in intermittent operation appli-
cations with a normal operation period and an idle period, which are typical
in edge computing. During the normal operation period, the application is
executed, and only volatile read/write is performed during this period. Then,
before and after a certain duration of idle period, store/restore is performed
to retain the data in NVM (Fig. 1.1 (b)) and to recover the data to be used in
normal operation. In contrast to NOF, NVPG has many advantages such as
(a) reducing the number of unnecessary store/restore operations, (b) almost
no increase in read/write latency during normal operation, and (c) no need
to worry about endurance issues because of the number and the frequency of
store/restores is significantly reduced.
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1.3 Challenges of NVPG in real systems

In edge computing, devices are typically optimized for performance and energy
efficiency specific to target applications. Thus, in the design phase, the system
designers must analyze the characteristics of the assumed applications and
choose the most suitable technologies to realize them. Although NVPG, as
mentioned previously, introduces overheads such as storing and restoring to
NVM along with energy savings through power gating, a breakeven analysis
is essential to determine whether the overhead is less significant compared to
the energy savings to decide on incorporating NVPG into a system.

Breakeven analysis requires a useful analytical model estimating energy
in various application scenarios in edge computing. When considering NVPG
overhead, the NVM itself must also be taken into account, meaning that it has
a larger circuit footprint for the added nonvolatile functionality and, conse-
quently, a larger leakage current during the active period compared to regular
volatile memory. In NVPG, the longer the idle time, the greater the effect
of PG, but if the normal operation time is long, the overhead energy from
this increased leakage current due to nonvolatilization can become significant.
Therefore, the breakeven analysis for NVPG must consider the balance be-
tween the lengths of normal operation periods and idle periods in intermittent
operation applications.

In this research, we focus on nonvolatile flip-flops (NVFFs) utilizing STT-
MTJ for NVM in NVPG. In STT-MTJ-based NVFF, efforts have been made
to reduce store energy to minimize the overhead in the NVPG. In particular,
Verify-and-Retryable NVFF (VR-NVFF) was proposed with a two-step store
(TSS) control that can significantly reduce the store energy. TSS control is
a store energy reduction method that considers the analog-like behavior of
variability inherent in MTJ devices. However, the energy reduction effect
of the TSS control has not been sufficiently evaluated or formulated for its
full utilization in practical applications. Moreover, the VR-NVFF cell has
an increased number of transistors as a result of the addition of unique store
control circuitry, leading to a higher leakage current, whose negative effects
also need to be considered.

1.4 Scope of this thesis and contributions

The main focus of this thesis is to address the challenges of NVPG in edge
computing and to help system designers analyze the target applications and
select appropriate technologies during the design phase. The thesis primar-
ily revolves around the analysis of NVFF utilizing STT-MTJs, targeting the
reduction of store energy in NVPG systems. The research conducted can
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be broadly categorized into three main areas and their contributions are as
follows:

1. Real Chip Evaluation: The first important contribution of this study
is the empirical evaluation of VR-NVFF implemented in a 40 nm MTJ/C-
MOS hybrid process. This evaluation demonstrated the energy reduc-
tion effect of the TSS approach in VR-NVFF. The results also show how
the energy reduction effect varies under different conditions and pro-
vide valuable insight into the importance of employing the TSS control
under conditions where the energy reduction effect can be maximized.
(Chapter 4)

2. Energy Model Proposal: Another important aspect of this study is
the development of an energy model that integrates the variability of the
MTJ switching delay times. This model, which assumes that the vari-
ation follows a normal distribution, has been shown to be useful in the
search for optimal conditions that minimize the store energy of the TSS
control. The model is also specifically designed for estimating energy
consumption for intermittent operation applications, which are common
in edge computing, and is applicable to a wide variety of intermittent
operation conditions. (Chapter 5)

3. Break-Even Analysis for NVPG: Using the developed energy model,
a break-even analysis methodology for NVPG applications is proposed.
This analysis allows system designers to simulate and compare the en-
ergy consumption of different FF technologies, including volatile FF,
balloon-type RFF, and MTJ-based NVFFs. As a result, it is now possi-
ble to identify the optimal technology to minimize energy consumption
in various intermittent operation applications, a critical step in system
design and development. (Chapter 6)

1.5 Structure of this thesis

The remainder of this thesis is structured as shown in Fig. 1.2. Chapter 2
explains the basics of CMOS VLSI power consumption and introduces char-
acteristics and several examples of NVM for NVPG. Chapter 3 reviews some
related work on the evaluation of NVFFs for NVPG to articulate motivation to
build measurement based energy model for NVPG in this study. The measured
results of the VR-NVFF implemented chips is evaluated in Chapter 4, which
is a necessary step for the basis of the model building. Chapter 5 proposes
the energy model for intermittent operation applications with NVPG using
VR-NVFF as well as the models for other alternative technologies. Breakeven
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analysis between several NVPG technologies using the proposed models to help
system designers make an informed decision to minimize energy consumption
is demonstrated in Chapter 6. Finally, Chapter 7 summarizes this thesis.

Figure 1.2. Structure of this thesis.





2
Background

In this chapter, the background knowledge related to this work, including
an overview of power consumption in CMOS circuits and NVM, which is an
important technology for realizing NVPG are presented.

2.1 Power dissipation in CMOS circuits

For the study of energy reduction in CMOS VLSI, it is necessary to understand
the overview of power consumption in CMOS circuits. The power consumption
in CMOS circuits is generally classified into dynamic power Pdynamic and static
power Pstatic. Therefore, the total power consumption in CMOS circuits is
expressed by the following equation.

Ptotal = Pdynamic + Pstatic (2.1)

2.1.1 Dynamic power

Dynamic power is the power consumed while the signal is switching. The
dynamic component of power consumption is mainly the switching power
Pswitching consumed by charging and discharging the circuit when the gate
input of the transistor switches from 0 to 1 or from 1 to 0, and is expressed
by Equation (2.2).

Pswitching = αCfV 2
DD (2.2)

11
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where α is the activity factor, C is the load capacitance, f is the clock fre-
quency and VDD is the supply voltage.

The activity factor is the probability that a circuit node transitions from
0 to 1. Since the clock rises and falls once per cycle, the activity factor for a
clock signal is α = 1. Since most data transitions occur only once per cycle,
the maximum activity factor is 0.5.

Another component of dynamic power Pdynamic is the short-circuit current
that occurs while both pMOS and nMOS are partially ON at the moment of
switching. Several studies have proposed estimation formulas for short-circuit
current [17, 18], but usually Pdynamic is dominated by Pswitching. Short-circuit
power strongly influenced by the the ratio v = Vth / VDD. When v > 0.5, the
short-circuit current is completely eliminated [19].

2.1.2 Static power

Static power is the power consumed by the leakage current that occurs even
when the transistor is nominally ON. The static component of power con-
sumption is further classified into four components, depending on the location
where the leak occurs, 1) subthreshold leakage Psub, 2) gate leakage Pgate,
3) junction leakage Pjun, and 4) gate induced drain leakage (GIDL) PGIDL.
Therefore, the total power consumption in CMOS circuits is expressed by the
following equation, also illustrated in Fig. 2.1.

Pstatic =
(
Isub + Igate + Ijunc + IGIDL

)
VDD (2.3)

Figure 2.1. Schematic of leakage current in MOS transistor.
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(a) Subthreshold leakage

Subthreshold leakage current is the leakage current flowing from the drain
to the source when the gate voltage is below the threshold voltage, and its
characteristics is denoted by the following equation.

Isub = Ioff10
Vgs+η(Vds−VDD)−kγVsb

S (2.4)

where Ioff is the subthreshold current at Vgs = 0 and Vds = VDD while Vgs,
Vds, and Vsb are the gate-source, drain-source, and source-body voltages, re-
spectively. η is a coefficient of the drain-induced barrier lowering, kγ is the
body effect parameter, and S is the subthreshold slope [20]. Subthreshold
leakage increases exponentially with the decrease in the threshold voltage Vth

of CMOS transistors. Since Vth needs to be lowered to operate the IC at high
speed, the operating speed of the IC and the subthreshold leakage current are
in a trade-off relationship.

(b) Gate leakage

Gate leakage current is the leakage current flowing between the gate and the
substrate, gate and source, and gate and drain. Since there is a gate insulating
film, the gate leakage current should not flow. However, as the thickness of
the gate insulating film is less than 2 nm (the thickness of 5-6 atoms) due to
the miniaturization of semiconductor devices, the gate leakage current flows
from the gate to the substrate due to the quantum tunneling effect.

Igate = WA

(
VDD

tox

)
e
−B tox

VDD (2.5)

where W is the gate width, A and B are parameters depending on the CMOS
process technology, and tox is the thickness of the gate oxide. As the equation
suggests, Igate increases exponentially as the gate dielectric tox becomes thin-
ner. This effect cannot be ignored as the LSI manufacturing processes become
finer and finer, as will be discussed later in the section.

(c) Junction leakage

Junction leakage Ijunc, flowing through P-N junctions between the drain and
the substrate and the source and the substrate, occurs when electrons pass
through the depletion layer because the n-type semiconductor area becomes
smaller due to miniaturization, but at the same time the depletion layers
between the source and substrate and between the drain and substrate become
smaller.
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(d) GIDL

GIDL IGIDL is the current flowing from the drain to the substrate when a high
electric field is applied to the drain end under the gate electrode. This effect
is most significant when the drain is at high voltage and the gate is at a low
voltage. The GIDL current is proportional to the gate-drain overlap area and
therefore to the transistor width. The GIDL current increases rapidly with
the drain-gate voltage because it is a strong function of the electric field. In
particular, when both the drain and the source are heavily doped, band-to-
band tunneling (BTBT) accounts for most junction leakage [21].

2.1.3 Increased leakage power due to miniaturization

The performance of LSI has been improved by miniaturization of CMOS pro-
cess technology, which has led to faster operation, lower power consumption,
and higher integration. However, as miniaturization progresses, the power con-
sumption due to the leakage current has become significant [21,22], although it
does not contribute to the execution of applications. This is primarily due to
the increase in subthreshold leakage resulting from a lower threshold voltage
and the shorter channel length and the increased gate leakage resulting from
thinner gate oxide. The trend projections of transistor physical dimensions
and device power consumption based on the ITRS (International Technology
Roadmap for Semiconductors) as of 2002 are shown in Fig. 2.2. All values are
normalized to the 2001 values. The exponential increase in leakage current
was expected to cause the static power consumption to exceed the dynamic
component of the power consumption unless effective measures were taken to
reduce the leakage power [5, 21]. Recent state-of-the-art studies [23–25] have
actually shown that the leakage current as a percentage of the total chip is
still significant, at 10-30 % or more.

The consumption of unnecessary static power that does not contribute to
the execution of applications is a major problem, especially for devices with
limited power capacity, such as mobile devices and IoT devices. In particular,
in intermittent operation applications that are common in edge computing, it
is quite possible that the standby power consumption is greater than the energy
required to execute the application. Therefore, reducing leakage current during
the idle period of intermittent operation applications is an effective approach
to improve the energy efficiency of the VLSI system.
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Figure 2.2. Dynamic and static power trend projections based on the ITRS
as of 2002 [5].



16 Background

2.2 Emerging nonvolatile memory

NVM is a type of memories that is able to retain the stored information even
when the power is turned off. Established NVMs include HDD (Hard Disk
Drive), flash memory, and EEPROM (Electrically Erasable Programmable
Read-Only Memory). These memories are widely used for long-term data
storage, and HDDs in particular are suitable for storing large amounts of data
at low cost. Flash memory provides faster access speed and physical durability,
and is widely used in portable storage devices such as USB drives and SSDs.
EEPROM is suitable for small-scale data storage, allows data to be rewritten,
and is used in programmable logic devices and small electronic devices.

On the other hand, emerging CMOS-compatible NVM or embedded NVM,
i.e., PCRAM, RRAM, and MRAM, which merges NVM into CMOS circuitry
are recently come to market or nearing to commercialization. According to
a recent forecast report on emerging NVM by Yole [26], a MEMS-related
market research firm, the market size related to these new technologies is
expected to reach the equivalent of $2.7 billion by 2028. The remainder of
this section provides an overview of emerging NVM technologies that have
attracted attention in recent years, leaving the overview of these established
NVMs to other excellent literature.

2.2.1 PCRAM

PCRAM (phase-change memory) is a memory technology that stores data by
switching a GST (Germanium-Antimony-Tellurium) film between two distinct
states: amorphous (reset, which is high resistance) and crystalline (set, which
is low resistance). This process leverages the significant difference in resistiv-
ity between the amorphous and crystalline phases of phase-change materials.
Electrical currents are applied to repeatedly toggle the material between these
two phases.

PCRAM is gaining attention as a potential alternative to DRAM. Its pri-
mary advantages other than nonvolatility are resilience to soft errors, which
are transient errors not caused by permanent damage, low read latency and
good scalability, making it a promising candidate for various memory applica-
tions [27]. However, there are certain drawbacks when compared to DRAM:
PCRAM generally consumes more power, suffers from longer write latencies,
and has a shorter overall lifespan.

A well-known example of PCRAM products is Intel’s Optane series [28],
which adopts 3D XPoint technology developed by Intel and Micron. Intel re-
leased Optane DC Persistent Memory and Optane DC SSD as Storage Class
Memories with intermediate characteristics between DRAMs and NAND flash
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memories in terms of the capacity and the latency. However, Intel was un-
able to achieve commercial success due to complex reasons such as ecosystem
building and profitability issues, and withdrew from the Optane business in
2022, resulting in the disappearance of companies that commercially produce
PCRAM today.

2.2.2 ReRAM

ReRAM (resistive RAM) operates by changing the resistance of a specially
formulated solid dielectric material, known as a memristor – a contraction of
“memory resistor.” Its structure is based on a simple three-layer formation:
a top electrode, a switching medium, and a bottom electrode. The resistance
switching mechanism within ReRAM is activated when a voltage is applied
between these electrodes, leading to the formation of a filament in the switch-
ing material. This unique structure allows for data storage and retrieval by
varying resistances under different voltage applications.

ReRAM is increasingly recognized as a promising memory technology, par-
ticularly suitable for System on Chip applications due to its fast read/write
performance, low power consumption and make it one of the most promising
memories available. Additionally, ReRAM offers several advantages over other
memory technologies like DRAM, PCM, and MRAM, including better water
resistance due to its internal structural simplicity and material stability. How-
ever, it faces challenges such as high cost and difficulties in the etching process,
which hinder its widespread adoption in various IoT applications. ReRAM is
also byte-addressable, distinguishing it from flash memory, and boasts higher
density and greater endurance.

2.2.3 MRAM

MRAM utilizes the magneto-resistive effect, which uses the magnetic states
of magnetic materials, which change in response to magnetic fields, to store
data. In MRAM’s evolution, different types of MTJs have been developed,
each with unique mechanisms and advantages.

Toggle-MTJ, the early form of MRAM, uses an external magnetic field to
change the magnetic orientation in the MTJ. However, its reliance on exter-
nal magnetic fields often requires complex circuitry, which can limit memory
cell density and scalability. STT-MTJ is a more advanced approach, employ-
ing the spin of electrons to alter magnetic directions, enabling efficient and
denser memory architectures. STT-MTJ is known for its energy efficiency
and scalability, making it suitable for a wide range of applications. SOT-MTJ
(Spin-Orbit Torque-MTJ) is a newer variant that uses spin-orbit torque for
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switching, offering prospects of faster speeds and potentially lower energy con-
sumption. Its writing mechanism employs in-plane induced currents to switch
the state of the MTJ without passing through the junction, enhancing relia-
bility. However, SOT-MTJs are still in the early stages of research and face
challenges such as the higher current density required for switching, which re-
quires larger transistors than STT devices, affecting efficiency and scalability.

In near future, MRAM is expected to dominate the embedded NVM market
over RRAM according to Yole [26]. In particular, STT-MTJ-based MRAM
is expected to further expanding its range of applications and offering the
greatest revenue potential compared to RRAM and PCM (MRAM revenue
equals RRAM and PCRAM combined in total revenue in 2028).

(a) STT-MTJ

STT-MTJ-based MRAM has recently entered the commercial production stage.
Various foundries announce the readiness of embedded MRAM (TSMC, Glob-
alFoundries, Samsung) for production. For embedded applications, STT-
MRAM possesses non-volatility, high-endurance, scalability, low power, and
fewer masks than the embedded Flash. It also provides great area savings and
lower leakage compared with SRAM [29].

A STT-MRAM cell consists of MTJ with two ferromagnetic layers, i.e., a
free layer and a pinned or reference layer sandwiching a tunnel barrier. As
shown in Fig. 2.3, the MTJ element changes between two states: (a) the
magnetization directions of the two ferromagnetic layers are parallel and (b)
the magnetization directions of the two ferromagnetic layers are anti-parallel,
and the resistance of the MTJ element is in a low resistance state and a high
resistance state, respectively.

Figure 2.3. Schematic diagram of STT-MTJ consisting of insulator oxide sand-
wiched between two ferromagnetic layers (pinned layer and free layer): (a)
low resistance state of MTJ element with parallel magnetization of two ferro-
magnetic layers, (b) high resistance state of MTJ element with anti-parallel
magnetization of two ferromagnetic layers.



2.3. Nonvolatile memory for NVPG 19

In essence, the magnetization switching of the ferromagnetic layer occurs
due to the applied magnetic field. In STT-MTJ, the current flowing through
the ferromagnetic layer causes the magnetization to switch by applying a
torque, called spin-transfer torque (STT) that reverses the axis of rotation
of the precessing electron spin. This method is smaller and more salable than
the Toggle-MTJ method, which requires devices such as a coil or dedicated
wiring to generate a magnetic field to change the direction of magnetization
externally. It also has the advantage of low power consumption because the
energy required for magnetization reversal is small.

Moreover, STT-MTJ comes in two types: in-plane and perpendicular, dis-
tinguished by the orientation of magnetization within the junction. Compared
with its in-plane counterpart, perpendicular STT-MRAM has higher density,
lower switching current, and is easier to control in large scale manufactur-
ing. In the in-plane STT-MTJ, the magnetization lies within the plane of
the junction. This structure, common in earlier STT-MTJ designs, allows
data recording by altering the direction of magnetization within the plane
via an electric current. On the other hand, perpendicular STT-MTJ features
magnetization that is oriented perpendicular to the plane of the junction as
shown in Fig. 2.3. This perpendicular alignment offers higher thermal sta-
bility and more efficient writing. Perpendicular STT-RAM has better write
energy, endurance, and performance than traditional NVM such as eFlash. It
has a comparable read speed than that of SRAM, and its single-cell structure
presents much higher density than SRAM.

2.3 Nonvolatile memory for NVPG

The requirements for NVM to realize NVPG are summarized, and several
examples of NVM that satisfy these requirements are given.

2.3.1 Requirements for NVM utilized in NVPG

There are two requirements for NVM to realize NVPG, one in terms of con-
figuration and the other in terms of functionality. [16] as depicted in Fig. 2.4.

The first requirement is the configuration, which basically requires bistable
circuits, nonvolatile elements, and the circuits to control the nonvolatile ele-
ment. Examples of bistable circuits include latches and flip-flops, and ex-
amples of nonvolatile elements include MTJs for MRAM and phase change
materials for PCRAM.

The second requirement is that it can switch between two operating modes:
“normal operation mode” and “nonvolatile control mode”. The application
is executed in normal operation mode, at which time the memory works as a
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normal latch or flip-flop and no access is performed to the nonvolatile elements.
Therefore, no energy consumption or delay occurs caused by NVM access.
Before and after power gating, the operating mode switches to nonvolatile
control mode, and the control circuit performs store and restore operation
to realize the nonvolatile retains. It should be noted that the static power
consumption during normal operation rises because of the additional control
circuit for nonvolatile elements.

In the rest of this section, several examples of NVM that satisfy these two
requirements are introduced.

Figure 2.4. Schematic diagram of nonvolatile memory requirements for NVPG.

2.3.2 Pseudo-spin-MOSFET NVFF

Pseudo-spin-MOSFET nonvolatile flip-flop (PSM-NVFF), proposed by Ya-
mamoto et al. [30,31], is a NVFF for NVPG utilizing STT-MTJ. A cell struc-
ture of PSM-NVFF is based on an ordinary volatile leader-follower type FF
shown in Fig. 2.5. Additional three transistors and two MTJs constitute PSM-
NVFF shown in Fig. 2.6.
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Figure 2.5. Cell structure of ordinary volatile leader-follower FF: VFF.

Figure 2.6. Cell structure of pseudo-spin-MOSFET NVFF: PSM-NVFF.

The combination of one MTJ element and one CMOS transistor is a circuit
technology called pseudo-spin-MOSFET [32], illustrates in Fig. 2.7 (b), which
perform the same operation as spin-MOSFET [33], shown in Fig. 2.7 (a). Spin-
MOSFET has a structure in which a ferromagnetic electrode is placed on the
source and drain of the conventional MOSFET, and the direction of magneti-
zation of the ferromagnetic electrode controls the ease of current flow between
the source and drain, behaves as a transistor, and functions as a magnetic re-
sistance element as well. Although spin-MOSFET has been studied actively,
the performance of current devices is far from practical applications [29,34,35].
PSM has benefited from the research results on MRAM and has realized the
ideal operation of spin-MOSFET, which is a realistic and available technology
today.
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(a) Device structure of spin-MOSFET.
(b) STT-MTJ-based pseudo-

spin-MOSFET.

Figure 2.7. Spin-MOSFET and pseudo-spin-MOSFET.

PSM-NVFF performs as a normal FF during normal operation mode, and
during nonvolatile control mode, the selection transistor are controlled by the
SR signal are controlled to store data in the MTJ or restore data from the
MTJ. During normal operation mode, the follower latch and the MTJ are
electrically separated by the selection transistors, and therefore the influence
on the operation as a normal FF is insignificant. Depending on the data
of the follower latch, store operation changes the state of two MTJ to the
low resistance state and the high resistance state, respectively. In the restore
operation, the state of the follower latch is read out by the difference in the
current caused by the difference in the resistance between the two MTJs.
NVPG is realized by performing the store operation before PG and the restore
operation after PG.

However, PSM-NVFF has the following disadvantages due to its structure.
Since the follower latch and the MTJ are connected by a simple PSM, there
is a risk of “latch destruction” in which the current flows back and rewrites
the data of the follower latch during the store operation, and to avoid this, it
is necessary to increase the size of the store control transistor. Additionally,
since the store and restore operations are controlled by the same transistors,
an unnecessarily large current flows during the restore operation, resulting in
a waste of energy.

2.3.3 Split Store/Restore NVFF

Split Store/Restore NVFF, proposed by Kudo et al. [36], is a circuit that
improves the robustness during the store operation and optimizes the restore
current and reduces the cell area compared to PSM-NVFF. As for the circuit
structure as shown in Fig. 2.8, while PSM-NVFF shared the paths for store
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and restore operations, SSR-NVFF separates the paths for each operation,
allowing the size of the transistors to be optimized according to the amount of
current required for store and restore operations. Inserted inverters into the
store path prevent the current flow that causes the latch destruction.

Although the number of transistors required for SSR-NVFF is larger than
that of PSM-NVFF, it is reported that the area of the entire circuit can be
reduced by 45% by effectively reducing the size of each transistor [36]. In this
way, SSR-NVFF not only reduces the energy consumption during store and
restore operations but also achieves a reduction in the active leakage current
by optimizing the circuit.

Figure 2.8. Cell structure of Split Store/Restore NVFF: SSR-NVFF.

2.3.4 Verify-and-Retryable NVFF

VR-NVFF, as depicted in Fig. 2.9 and proposed in the work by Usami et
al. [37,38], is a further improved NVFF that introduces two notable features:
a) the data aware store (DAS) function, which stores data in the MTJ only if
the data in the MTJ differs from the data to be stored in the FF, and b) the
energy-saving store method, the two-step store (TSS) control.

VR-NVFF consists of a common master latch and a follower latch, as well
as two MTJs. It is distinguished from SSR-NVFF by its balloon latch and
independent paths from the MTJs for verification and retry features including
a XOR gate. A cell of VR-NVFF is controlled by a total of 10 signal lines (8
NVFF control lines, a PG control line, and a clock gating control line).
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In the following, the DAS function and the TSS control will be discussed.
These functionalities are represented by the words ’Verify’ and ’Retry’ in the
name VR-NVFF, respectively.

Figure 2.9. Cell structure of Verify-and-Retryable NVFF: VR-NVFF.

(a) Data Aware Store

The first key feature of VR-NVFF cell is the verification operation that realizes
the DAS function. In PSM-NVFF and SSR-NVFF, all data in the follower
latch are written to the MTJs during the store operation. However, if the
data in the follower latch and the data retained in the pair of MTJs are equal,
there is no need to store the data in the MTJs. The DAS function avoids such
unnecessary store operations by checking the data in the follower latch and
the data retained in the MTJs, thereby reducing the store energy.

DAS function is realized by the verification operation that reads out the
data from the MTJ, moves it into the balloon latch, and compares the data
in the balloon latch with the data in the follower latch using the XOR gate.
When the two data from two latches are the same, the output (CMP OUT)
of the XOR gate becomes “0”, and then the transistors TR1 and TR2 are
forced to turn off by CMP OUT, and consequently the current to the MTJs
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is cut off. This series of operations is called verify operation. In this manner,
the VR-NVFF can validate whether or not the store operation is required in
bit-level units, consequently avoiding unnecessary power consumption.

The effect of the DAS function depends on the application, but Kudo
et al. [39] reported that the evaluation using the ISCAS’89 benchmark as an
application achieved 72 - 86 % energy reduction compared to the PSM-NVFF.

(b) Two-step Store

The other unique energy-saving policy of VR-NVFF is the TSS control.

The main idea behind the TSS control is to consider the fluctuations in
the switching delay time, namely the minimum time required to change the
magnetization. These fluctuations are caused by the process variation of the
MTJ/CMOS hybrid process, variations in local supply voltage, and the inher-
ent stochastic nature of MTJs.

Due to the process variation in CMOS and MTJ devices and the physical
characteristics of MTJ devices, the time (or energy) required for the mag-
netization switching of the STT-MTJ is not constant, but is known to vary
according to some probability distribution [40–42] as depicted by the blue line
in Fig. 2.10, showing that most of the MTJs require a short time to switch
the magnetization, but some of them require a long time. In memory sys-
tems, multiple NVFFs are usually incorporated as a single unit, like the SD
in NVCMA/MC, and the store control is performed collectively. Therefore, a
sufficiently long store operation is required assuming the MTJ element of the
worst case that takes the longest time to switch the magnetization. However,
this method also causes a significant waste of energy because a long store op-
eration is performed even for MTJs that require a short time to switch the
magnetization. The orange line in Fig. 2.10 shows the pass rate (PR), given
by Equation (2.6), which indicates the percentage of NVFFs in the SD that
have successfully completed the store operation.

PR =
# of successfully storedNVFFs

Nstore
(2.6)

where Nstore is the number of NVFFs to tried to be stored. It is worth not-
ing that the switching delay time variation (blue line) and PR (orange line)
are related by the probability density function and cumulative distribution
function of a certain probability distribution.
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Figure 2.10. Variation in switching delay time of MTJ-based NVFFs and pass
rate.

In the TSS control, in order to reduce such waste, the store is performed
in two stages according to the flow shown in Fig. 2.11.

Follwed by the first short store operation, the verify operation is performed
to check the success or failure of the store operation on each NVFF. The
second trial (retry) is performed only for the NVFFs that failed in the first try
with sufficiently long time. This methodology significantly reduces the energy
waste by avoiding the extra current flow to the major MTJs that successfully
switched the magnetization in a short time.

Figure 2.11. TSS control flow of VR-NVFF.

Fig. 2.12 shows a timing chart of an NVFF cell that successfully switches
the MTJs in the first short store during the TSS control. Since the NVFF
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cell confirms with the verify operation that the MTJs successfully complete
the store operation, the unnecessary current does not flow to the MTJs of
this cell during the second store operation. Note that the “Store” operation
takes three steps; two MTJs (MTJ1 and MTJ2) are stored one at a time, and
subsequently a one-clock slack time is inserted for a safe operation. Tshort and
Tlong are the periods of time for applying current to one of the pair of MTJs
at short and long store operations, respectively.

Figure 2.12. Timing diagram of the control signals of VR-NVFF under the
TSS control.

Tshort and Tlong are multiples of the inverse of the control signal frequency
(1/f) in real systems, and the following relationship expressed in Equation
(2.7) holds as also illustrates in Fig. 2.10.

Tlong ≥ Treq > Tshort (2.7)

where Treq represents the enough long store time that is required consider-
ing the worst-case MTJ-based NVFF cell, and is the time at which the PR
saturates (ideally PR becomes 1.00 without hardware failures).

The energy-saving effect expected by the DAS function and the TSS control
is illustrated in Fig. 2.13. Here, in contrast to TSS control, a method that is
completed with a single set of verify and store operation is called the one-step
store (OSS). In the OSS control, the store power is reduced compared to the
SSR-NVFF because the current is applied only to the NVFFs that require
the store operation due to the effect of the DAS function. However, the store
energy is still large because a current is applied to all NVFFs to be stored for
a sufficiently long time in order to complete the switching in a one-time store
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operation. In the TSS control, it is expected that the total store energy can
be further reduced by performing two times of DAS with different store times.

Figure 2.13. Comparison of power transition in store operation: Non DAS
with SSR-NVFF vs. OSS with VR-NVFF vs. TSS with VR-NVFF.

(c) Optimal Tshort in the TSS control

What needs to be noted before using the TSS control is that the Tshort can
greatly affect the total store energy of the TSS control. As shown in Fig. 2.14,
if Tshort is too short, it will not be able to store enough NVFFs and will result
in an increase in long store energy. On the other hand, if Tshort is too long,
it will consume excessive energy on the majority of NVFFs that are flipped
quickly. Therefore, Tshort needs to be optimized to minimize the total store
energy. However, to optimize Tshort, the variability characteristics of MTJs
need to be understood and even modeled so that energy savings by the TSS
control can be maximized.

Figure 2.14. Store energy of the TSS control at different Tshort.
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2.3.5 Retention Flip-Flop [1–4]

At the end of the section, retention flip-flop (RFF), which are not technically
“nonvolatile” but can retain data with ultra-low power consumption, is also
mentioned as a type of memory for NVPG. As a typical RFF, the balloon-type
RFF, which was first proposed by Shigematsu et al. [1], has a balloon consisting
of high-Vth transistors added to an ordinary volatile FF, as shown in Fig. 2.15.
During the normal operation period, it behaves as an ordinary leader-follower
FF, but during the non-operation period, it stores data in the balloon latch
and cuts off the power supply other than the balloon latch to reduce the
standby leakage power. To minimize standby leakage power, the balloon latch
is composed of high-Vth transistors, making the cell a multithreshold voltage
circuit. According to the simulation results [3] with a typical corner of a 40
nm CMOS process, the balloon-type RFF can reduce the leakage power during
sleep (1̃00 pW) to about 1/5 of the leakage power during active (5̃00 pW). The
advantages of RFF over NVFF are that the energy required for store/restore
operation is very small, so that the energy saving effect can be obtained even
with short-term PG, and that the manufacturing process can be completed
only with the CMOS process.

However, it should be noted that one RFF cell contains both the PG
application area (FF part) and the non-application area (balloon part). To
realize this, it is necessary to introduce dual VDD (or multi VDD) technology
that uses multiple power rails [43, 44], which inevitably complicates the cell
design. Furthermore, since the standby leakage power of the RFF cell is not
zero, the total energy consumption increases if the idle time is longer than a
certain period. Thus, RFF is suitable for short-term PG, and is in contrast to
‘true’ NVFFs that can reduce energy consumption as the PG time increases.
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Figure 2.15. Retention FF with a balloon latch: RFF.



3
Motivation

In this chapter, we first organize the key concepts that must be considered
in the design phase of energy-efficient edge devices utilizing NVPG. Following
that, we review previous studies on NVFF, focusing on how NVFF has been
evaluated in NVPG scenarios. We argue that existing NVFF evaluations are
insufficient to make well-informed decisions about the adoption of NVFF in
NVPG to minimize energy consumption in intermittent operation applications.
This inadequacy has been a motivating factor in conducting this research.

3.1 Considering NVPG in edge device design

Devices in the edge environment, such as sensor nodes, wearable devices, and
devices in IoT systems, are generally application-specific integrated circuits
in the broad sense. They are tailored for assumed applications, predefined
usage conditions, and optimization purposes. Therefore, the system design
process involves selecting the most suitable technologies through comparative
evaluations under conditions assumed by the target applications.

When considering the introduction of NVPG with NVFFs into your sys-
tem, it is crucial to assess whether the energy reduction benefits of NVPG
deployment outweigh the associated overhead. Furthermore, this assessment
should be based on reliable data, especially when introducing new process
technologies embedding NV elements, which vary greatly depending on the
foundry and their processes.

Standard evaluation indices, for example, power consumption for each
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static state, data retention capability, read/write speed, area efficiency, en-
durance, and so on, are often used to evaluate individual NVFFs when they
are proposed. While each index is important and can be used to compare the
characteristics of alternative technologies, it should be noted that each tech-
nology tends to have its own strengths and weaknesses. Therefore, the decision
about which technology is the best often depends on the specific application
and operating conditions. In cases where the primary objective is to minimize
energy consumption, the following essential evaluations should be conducted
to realize energy reduction through the NVPG with NVFFs:

• Evaluation based on measurement of fabricated NV elements. The signif-
icance of actually implementing the NVFFs on a chip and demonstrating
their performance for energy reduction is paramount. Specifically, for
NVFFs employing a CMOS/NV-element hybrid process, the behavior
of the NV component, which plays a crucial role and possibly consumes
significant energy, cannot be simulated with basic SPICE and requires
complex analog models. However, the characteristics of NV elements can
vary greatly depending on the manufacturer and process. Therefore, it
is essential to analyze the characteristics of the fabricated chip for each
process and collect data to build a model that can be used for decision
making with sufficient reliability. Relying on empirical data for estimat-
ing energy allows for more precise decision making in system design and
provides valuable feedback that can help refine the fabrication process.

• Breakeven analysis considering additional leakage current.

Breakeven analysis is a calculation that weighs the total benefits against
the total costs when introducing new approaches, such as NVPG in this
context. Breakeven time (BET) is one of the most common indices to
assess the performance of PG systems. It denotes a certain duration of
standby time during which the energy savings achieved through NVPG
are negated by the additional energy consumption of NVFFs. BET can
serve as a criterion for deciding whether to employ the NVPG scheme.
For the scheme to be energy efficient, the standby time of the target
intermittent application must exceed the BET, ensuring that the reduced
energy outweighs the associated overhead.

Ideally, all overheads should be included in the breakeven analysis to
facilitate an informed decision. At the NVFF cell level, the primary
overheads of NVPG include the energy required for store and restore
operation for NV elements and the additional leakage current during the
normal operation of the intermittent application. This extra leakage,
caused by circuits controlling NV elements in the cell, results in an in-
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crease in energy overhead as normal operation continues. Therefore, it
is essential to consider BET as a function of the normal operating time
(TOP ).

3.2 Related work on the evaluation of NVFFs for
NVPG

Various NVFFs, including those described in Chapter 2, have been proposed
and evaluated [30,31,36,39,45–59].

Although most of the proposed NVFFs meet the requirements for memory
in NVPG as described in Section 2.3, thus being reasonably suitable for NVPG,
many of them [47,48,50,53,56–58] lack a specific evaluation in the context of
NVPG. Instead of conducting breakeven analyses, these studies often focus
solely on optimizing store operation, including minimizing store energy or
decreasing error rate. On the other hand, studies such as [49,51,59] concentrate
on developing efficient data preservation schemes in scenarios that can involve
sudden power shutdowns, such as those found in energy-harvesting settings,
rather than focusing primarily on energy minimization by NVPG.

Kudo et al. proposed SSR-NVFF [36] and conducted SPICE simulations to
compare the characteristics with PSM-NVFF as well as another STT-MTJ-
based NVFF, selectively store NVFF (SS-NVFF) [39]. The architecture of
SS-NVFF cell is based on that of PSM-NVFF, with an additional latch that
provides the DAS function to reduce store energy depending on the data. In
other words, SS-NVFF accepts an area overhead, leading to increased leakage
energy consumption, in exchange for reduced store energy. The evaluation
includes various performance indices such as area, C-Q delay, dynamic en-
ergy, and store/restore energy, along with BET when compared to a non-PG
scenario. The cell area of SSR-NVFF was reported to be effectively reduced
by separating store/restore path, resulting in a cell size of 0.52x and 0.40x
compared to PSM-NVFF and SS-NVFF, respectively. On the other hand,
the BET of SS-NVFF was evaluated to be shorter (better) than that of SSR-
NVFF, because of the preferable effect of the store energy reduction by the
DAS function in SS-NVFF. However, this BET evaluation is not fair for SSR-
NVFF, as it does not consider the increased leakage current due to the larger
cell size of SS-NVFF. Moreover, when the period of normal operation is longer,
the higher leakage power of SS-NVFF becomes significant. Consequently, the
evaluation conducted in the study [36] failed to provide guidance in determin-
ing which NVFF or even a non-PG method is the most effective in minimizing
overall energy consumption. [30,39,46,52,55] also fail to account for increased
leakage power during normal operation when analyzing the BET.
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[45] conducted a quantitative analysis of the effect of NVPG with PSM-
NVFF. The increased leakage overhead caused by additional circuits was taken
into account when analyzing the BET. Thus, BET is defined as the sum of
BETSR, which is the BET due to the store and restore operation, and BETL,
which is due to the static leakage current during normal operation. The over-
head can be expressed as a function of the normal operation period TOP . This
makes it possible to estimate which intermittent operation applications can
benefit from NVPG using PSM-NVFF, considering various values of TOP and
TNOP . However, the calculation model is an estimated value using a SPICE
simulator that incorporates the MTJ macro-model, and no evaluation has been
performed on actually fabricated chips.

[54] fabricated a chip to evaluate an NVFF using a floating gate compat-
ible with CMOS, known as Fishbone-in-Cage Capacitor (FiCC), for its NV
component. The evaluations include retention time measurement at various
store times and shmoo plots that demonstrate the operational range of the
voltage and frequency condition. BET analysis was conducted, accounting for
the increased leakage current in addition to store/restore energy. However,
the BET formula is mainly based on estimated values derived from SPICE
simulations, except for the store current.

3.3 Related work on modeling of MTJ switching
characteristics

To estimate the store energy by the TSS control, it is necessary to know
how many NVFFs have been successfully stored at the end of the first store
operation, and how many have failed and should be stored again. However,
the MTJ switching delay time is a stochastic quantity, and analytical models
based on complex physical simulations have been proposed.

Zhang et al. derived an analytical model, which assumes that the distri-
bution of the switching delay time resulting from micromagnetic simulations,
which can take several days, follows a normal or exponential probability distri-
bution function depending on the magnitude of the store current [40]. Vincent
et al. modeled the switching delay time in the intermediate current region,
which cannot be represented by the model of Zhang et al. using a gamma
distribution [41]. De Rose et al. approximated the results obtained from
a combination of micromagnetic and circuit simulations that considered the
spatially non-uniform nature of magnetization with a skew-normal probability
distribution function [42].

In those previous studies, the analytical models were based on simulation,
and no comparison with actual measurement results was made at the system
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level. Furthermore, the reliability of the model is unknown if one of the mod-
els is selected and applied as it is, because the characteristics of the MTJ
implemented on the chip can vary greatly depending on the manufacturer and
process.

3.4 Challenges in the previous approaches

As described above, several previously presented NVFFs have not been eval-
uated in the context of NVPG, and as a result, they have not been quan-
titatively demonstrated their energy-saving benefits in general intermittent
applications. Furthermore, even studies that have conducted breakeven anal-
yses overlooked the increased leakage power caused by additional transistors
to control NV elements. Moreover, the characteristics of MTJ implemented
in the process may vary greatly between different manufacturers, and it is
difficult to guarantee the accuracy of the energy model of VR-NVFF, which
takes into account the variability of NVFF in MTJ/CMOS hybrid processes,
by directly applying existing simulation models. Therefore, verification based
on actual measurements is essential.

The observations described so far motivated us to evaluate a chip imple-
menting VR-NVFF cells to understand the switching characteristics of MTJ
in NVFF and to demonstrate the energy reduction effect of the TSS control
(in Chapter 4), and then to propose an energy model for NVPG in intermit-
tent operation applications (in Chapter 5), and to finally perform breakeven
analysis to obtain guidance to minimize energy consumption of intermittent
operation of edge application (in Chapter 6). Note that the modeling construc-
tion method used in this study is applicable to other processes, although the
analysis is based on actual measurements for the 40 nm MTJ/CMOS hybrid
process of Sony Semiconductor Solutions as a case study.





4
Real Chip Measurement and
Analysis

VR-NVFF was proposed by Usami et al. [38], and its energy reduction effect
was partially evaluated on fabricated chips [60]. The second example of VR-
NVFF implementation and the first chip that actually operates at an evaluable
level is NVCMA/MC (nonvolatile cool mega array/multicontext) [61]. This
chapter presents an overview of NVCMA/MC and investigates the character-
istics of VR-NVFF through actual measurements of the implemented chips.

4.1 NVCMA/MC: a chip implementation example
of VR-NVFF

4.1.1 Overview of NVCMA/MC

NVCMA/MC is designed as an edge-oriented accelerator with coarse-grained
reconfigurable arrays (CGRAs), an reconfigurable architecture that balances
power efficiency and flexibility.

(a) CGRA architecture

CGRAs are well-suited architectures for enhancing the performance of compute-
intensive applications with limited energy resources by utilizing their coarse-
grained reconfigurability and employing hardware acceleration techniques. FPGA,
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a type of reconfigurable architecture, offers finer-grained flexibility at the bit-
level through the use of look-up tables. However, it requires significant over-
head for reconfiguration. On the other hand, CGRAs provide a balanced com-
bination of energy efficiency similar to that of application-specific integrated
circuits (ASICs) and moderate flexibility through word-level reconfigurations.

The CGRA architecture on which NVCMA/MC is based is called cool-
mega array (CMA) architecture [62], which is a straightforward CGRA that
forms a straightforward dataflow on the processing element (PE) array (Fig. 4.1)
along with PipeRench [63], EGRA [64], DySER [65], and SNAFU [66], among
others [67–69].
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Figure 4.1. Straightforward CGRAs

Fig. 4.2 shows the architecture of NVCMA/MC. A dedicated microcon-
troller controls the data transfer between the data memory and the PE array
with a RISC-type ISA. Configurations for PEs and their interfaces are stati-
cally set and reconfigured on a task-by-task basis. Each PE in CMA families
does not have a register file, and no clock distribution is needed, thereby re-
ducing dynamic power consumption. Four configuration memory supports
the multicontext feature that switches between four different configurations to
form a datapath on the PE array for each task, which is similar to DySER and
SNAFU in this respect. NVCMA/MC is unique in that it utilizes NVM to
retain the configuration data so that the useless leakage power consumption of
non-used memories is effectively reduced while other context is in use, which
is evaluated in [61].
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PE

Figure 4.2. NVCMA/MC architectures and its PE.

(b) Introduction of VR-NVFF

In addition to the aforementioned architectural elaboration, NVCMA/MC re-
places all memory elements with VR-NVFF to further reduce energy consump-
tion.

NVCMA/MC contains 54,428 NVFFs, which are segmented by two units:
power domains (PDs) and store domains (SDs). There are 6 PDs and 24 SDs,
as summarized in Table 4.1.

Table 4.1. Power domains and store domains of NVCMA/MC.

Power Store Descriptions # of NVFFs
Domain Domain NSD

1 0-1 Instruction memory for µ-controller 4096

2 2-4 Configuration memory for context #0 7111

3 5-7 Configuration memory for context #1 7111

4 8-10 Configuration memory for context #2 7111

5 11-14 Configuration memory for context #3 7111

6 15-18 Data memory #0 10272

19-23 Data memory #1 11616
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PD, a unit of power supply, is independently turned on/off to realize partial
PG. NVFFs in the same SD, a unit of controlling NVFF operations, share
the control signals to perform the verify, restore, and store operation. The
number of NVFFs per SD (NSD) varies from 800 to 4416 in NVCMA/MC. Of
the 24 SDs, 9 are allocated to data memories, 2 to instruction memories of the
microcontroller, and the remaining 13 to four configuration memories, contexts
#0-3. NVFFs for different hardware contexts are mapped to different SD/PD,
allowing the store/restore control control to be applied to the configuration
data for inactive contexts.

(c) Redundancy of NVCMA/MC

NVCMA/MC adopts two redundancy techniques to avoid malfunctions due
to MTJ element failures. One solution is the adoption of an error correction
code (ECC) for certain parts of the memory, which allows for 3-bit errors by
extending 12 bits to 23 bits using Golay code. The availability was proved to
be improved by Ikezoe et al. [70] in exchange for about 2.3 times of hardware
overhead for extended bits and the encode/decode circuit. The other solution
is the architectural redundancy for the configuration data of the PE array
provided by a majority-logic circuit using three multi-configuration data to
ensure one reliable configuration data. These redundancy features are beyond
the scope of this study, but generally the availability of NV elements and
energy efficiency are in a trade-off relationship.

4.1.2 NVPG control with microcontroller

The control mechanism for NVPG in NVCMA/MC is outlined here. As de-
scribed in Section 2.3.4, a VR-NVFF cell has a total of 10 signal lines (8 NVFF
control lines, a PG control line and a clock gating control line). These signal
lines in the same SD are controlled all at once by instructions newly extended
to the original microcontroller’s ISA. Code 4.1 and Code 4.2 are assembly
code samples of the NVCMA/MC microcontroller for VR-NVFF control. The
instructions in Code 4.1 execute verify and store operations before PG, while
those in Code 4.2 execute restore operations after a wake-up from PG. exe-
cuted before and after PG, respectively. Two important instructions NV C
and PG are described in detail below.
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Code 4.1. Assembly code sample of data aware store operation followed by
power gating.

1 IBM 0 // Select Bitmap Register
2 NVC 0b00101100110 // Start Verify (Stop Clocking)
3 NVC 0b00100100110
4 NVC 0b00000000110 // End Verify
5 NVC 0b00000010110 // Start Store
6 NVC 0b00100010110
7 NVC 0b00000000110 // End Store
8 PGC 0,1,1,1,1,1 // Power Off PD#6
9 DONE

Code 4.2. Assembly code sample of restore operation after a wakeup.

1 PGC 1,1,1,1,1,1 // Power On PD#6
2 IBM 0 // Select Bitmap Register
3 NVC 0b00110001110 // Start Restore
4 NVC 0b00100001110
5 NVC 0b00000000111 // End Restore (Restart Clocking)
6 DONE

(a) NV C instruction

The NV C (NV control) instruction is tasked with controlling the signal lines
of VR-NVFF. Fig. 4.3 shows a schematic diagram of the NV C instruction
that controls NVFF at the SD-level. A bitmap register of 24 bits, set with
IBM instruction, specifies the SDs to control, while a 10-bit operand of the
NV C instruction specifies on/off corresponding to the 10 signal lines of the
NVFF. The verify, restore, and store operations are realized by a combination
of several NV C instructions. An example of an assembly script for a 1-clock
store operation after a verify operation is shown in Code 4.1, and Code 4.2
shows an assembly script for a restore operation. The IBM (initial bitmap)
command is engaged to choose a specific bitmap register from a pre-configured
set before the execution of the command. By setting the MSB of the operands
of NV C instructions to 1, multiple SDs can be operated simultaneously.

(b) PGC instruction

Each of six PDs incorporates a certain number of store domains as show in
Table 4.1. Fig. 4.4 depicts PGC instruction with a 6-bit operand correspond-
ing to each power domain, managing its power states independently. Wake-up
procedures are controlled by either the internal instructions or signals from
outside the chip. At the end of Code 4.1 and the beginning of Code 4.2, PGC
instruction is used to turn off and on the power domain #6, respectively.
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Figure 4.3. Schematic of NVFF control with microcontroller on SD-by-SD
basis.

Figure 4.4. NVCMA/MC PGC instruction.
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4.1.3 Design CAD

Programming the NVCMA/MC necessitates distinct processes for the PE ar-
ray and the microcontroller. The process that is executed on the PE array
is articulated in C language, and the development environment MENTAI [71]
translates it into a dataflow graph. Subsequently, this graph is mapped to
the PE array through GenMap [72], a genetic algorithm-based mapping tool.
Programmers are presented with various optimal mapping options, each ad-
vantageous from different points of view. Meanwhile, the microcontroller’s
coding, inclusive of NVFF management, is written in assembly code and is
translated directly into machine code with dedicated assembly.
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4.2 Measurement of implemented VR-NVFF

First, the characteristics of the MTJ switching variability of the implemented
VR-NVFF are investigated. Next, the energy reduction effect of the DAS
function and the TSS control is demonstrates on an implemented chip.

4.2.1 Fabricated chip and evaluation environment

Fig. 4.5 (a) presents a set of testing and measurement environments, including
a fabricated NVCMA/MC chip and the evaluation board. The chip was fabri-

(a) Chip on evaluation board. (b) Peltier thermostat.

Figure 4.5. Evaluation Environment.

cated with a 40 nm perpendicular-MTJ/CMOS hybrid process, and its MTJ
size and characteristics are almost identical to those described as “eNVM” in
a previous work on MTJs manufactured by Sony Semiconductor Solutions[73].

The fabricated NVCMA/MC chip is placed in the socket of the daugh-
ter board and controlled by the host FPGA XCM-208 [74], which shares the
motherboard. The motherboard converts the 5V DC power from an external
source for the IO and the core of the chip using LDO regulators [75], respec-
tively. In these measurements, to prepare for large current changes during
store operations, the daughter board is equipped with additional 2,200 µF
electrolytic capacitors for the entire core power, as well as 0.01 µF and 0.022
µF ceramic capacitors and 1,000 µF electrolytic capacitors for each of the six
PDs to stabilize the power supply in parallel, other than the default 0.1 µF
and 10 µF of electrolytic capacitors.

Switch delay time is known to be significantly and complexly affected by
heat[76, 77]. Therefore, the Peltier thermostat presented in Fig. 4.5 (b) is
installed to stabilize the measurement environment at 20 ◦ C, thus eliminating
the thermal effect.
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Evaluations are performed on a total number of 2,400 NVFFs comprising
SD #15, which is a part of the data memory.

4.2.2 Measurement on MTJ switching variations

The MTJ switching variations is evaluated by measuring store pass rates
(PR) for various store duration. The PR is defined in Equation (2.6) in
Section 2.3.4 (b). Fig. 4.6 plots measured PR at various store duration for
VDD = 1.10, 1.15, 1.20 [V], and Nstore = 600, 1,200, 1,800, and 2,400, describ-
ing the MTJ switching variations. The overall trend is that PR in each VDD,
Nstore increases with store duration, indicating that longer store times results
in a greater number of MTJs being switched in the store domain.

The results also indicate that PR is positively correlated with VDD and
negatively correlated with Nstore. It stands to reason that PR escalates with
an increase in VDD because the current flowing in the MTJ is also higher.
On the other hand, the reason why PR worsens with larger Nstore is possibly
attributed to a voltage drop amid the high current demands to store a large
number of NVFFs. To investigate the cause of the drop in PR, the oscilloscope
waveforms of the transient voltage changes across the core and the target PD
are observed at the nearest pins to the chip on the daughter board, respectively,
when a store current is applied for 200 ns to 1,200 NVFFs at 1.2 V. Fig. 4.7
(a) shows the default evaluation environment, and Fig. 4.7 (b) shows the
observation results in the evaluation environment with additional electrolytic
capacitors as described in Section 4.2.1. In both cases, the voltage drops at
the moment the store current is applied, and the additional capacitors seem to
mitigate the effect to some extent, but not completely eliminate it. The results
in Fig. 4.6 are also measured in the state with additional capacitors, and it is
reasonable to consider that the current flowing in the MTJ decreases due to
the influence of this voltage drop, resulting in deterioration of PR. Although
optimization of power supply circuits is beyond the scope of this study, it is
safe to say that completely eliminating this effect in resource-constrained edge
environments is impossible; therefore, PR should be considered dependent on
Nstore.

Note that there is the upper limit of the operating frequency of the imple-
mented chip (denoted as fMAX) at 80, 83 and 85 [MHz] for VDD = 1.1, 1.15
and 1.20 V, respectively. Therefore, 1/fMAX is the shortest storage duration
in each VDD. The operating frequency limitation is most likely due to the I/O
part of the chip, not to the VR-NVFF cells.
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Figure 4.6. Measured pass rate with various VDD and Nstore.
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(a) Measured waveforms in the measurement environment with the daughter board
in its default state.

(b) Measured waveforms in the measurement environment where the capacitors are
added to the daughter board for power stabilization.

Figure 4.7. Oscilloscope waveforms of the voltage fluctuations of the chip core
and PD6 at the instant when stored current is applied to the 1,200 NVFFs in
PD6.

4.2.3 Measurement on store energy

Store energy is measured on the implemented chip to demonstrate how much
energy reductions are achieved with the DAS function and the TSS control.
Let the energy consumed when performing the OSS and the TSS controls be
denoted by EOSS and ETSS, respectively.

Although it is true that E{OSS,TSS} = P{OSS,TSS} × T{OSS,TSS}, the time
durations for the OSS and the TSS control are extremely short (<< 1µs),
making it impossible to directly measure P{OSS,TSS}. Thus, the measurement
of storage energy is performed by a calculation using Equation (4.1) with the
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average power measured from two different programs with infinite loops as
depicted in Fig. 4.8.

PA =
Eref

Tref

PB =
Eref + E{OSS,TSS}

Tref + T{OSS,TSS}

⇔ E{OSS,TSS} = PB(Tref + T{OSS,TSS})− PATref

(4.1)

where PA as a reference power is the average power of Program A, which only
repeatedly updates data in NVFF latches during Tref while PB is the average
power of Program B, which performs store control after the data update oper-
ation. EOSS and ETSS include the leakage current of the entire NVCMA/MC
chip and the dynamic energy of the microcontroller. The operation part that

Figure 4.8. Diagram of two programs for actual measurement of store energy

updates the data is exactly the same in Programs A and B. By changing the
ratio of data to be updated, P{OSS,TSS} and consequently PB vary in Program
B.

Here, the bit update probability, denoted as BUP = Nstore/NSD, is de-
fined as a parameter for the data update probability. In general, BUP varies
depending on the application and the type of data that the memory handles.
For example, kernels of convolutional neural networks do not change unless
retrained and updated. On the other hand, feature maps generated from con-
volution operations frequently update the data in memory, resulting in higher
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BUP . As another example, considering a frame buffer for videos, BUP tends
to be higher when the input image changes actively, and lower when it is more
static, as in the case of surveillance cameras.

Fig. 4.9 and Fig. 4.10 shows measured EOSS and ETSS for VDD = 1.10,
1.20 [V], respectively. Treq, enough long time for saturating PR at VDD =
1.1, 1.15, and, 1.20 V, are assumed as 100, 80, and, 30 [ns], respectively.
ETSS was measured at various Tshort by variously changing the operational
clock frequency f [MHz]. Tlong is set to be Treq or above, but slightly varies
depending on f .

The red bars in the graph represent EOSS, while the blue bars represent
ETSS. The red data labels indicate the energy values when ETSS is minimized
by varying Tshort under each condition. ETSS varies with Tshort, demonstrating
a tendency for ETSS to reach a minimum at an appropriate Tshort that is neither
too long nor too short, as discussed in Section 2.3.4 (c). However, in Fig. 4.9,
ETSS does not form complete U-shapes as expected and decreases at Tshort is
25 ns. The reason we can speculate here is that the operating frequency f of
the control signal is relatively high at 80 MHz, leading to a short clock period
1/f , so as the time for verify, and thus the verify energy is suppressed. The
energy breakdown of ETSS cannot be revealed solely by this measurement, but
will be investigated by energy modeling later in Chapter 5.

By comparing across different conditions, it is suggested that the optimal
Tshort is shorter with higher VDD or lower BUP . This is because a higher PR
is achieved even with a shorter Tshort under the conditions with less voltage
drops, as discussed in Section 4.2.2. This indicates the importance of selecting
the appropriate Tshort according to the conditions. At 1.10 V and BUP =
100 %, ETSS at Tshort = 12.5 ns is almost double that at the optimal Tshort =
17.6 ns, but at BUP is less than 50 %, Tshort = 12.5 ns seems to be the better
choice.

The results also suggest that if VDD is high or BUP is low, the optimal
Tshort would be shorter than the Tshort used in these measurements. This is
because a high PR is more readily achieved even with a shorter store time
under these conditions. However, due to the operational frequency constraint
of the chip fMAX, this could not be experimentally verified.

EOSS and ETSS and the store energy reduction rate by the TSS control
(EOSS−ETSS

EOSS
) are shown in Fig. 4.11. Each of the ETSS is the minimum ETSS

with the optimal Tshort among Figs. 4.9 and 4.10. The bar graphs of EOSS and
ETSS correspond to the left Y-axis, while the line graph of the store energy
reduction correlates with the right Y-axis.
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Figure 4.9. Measured store energy EOSS and ETSS at VDD = 1.10 V.

Figure 4.10. Measured store energy EOSS and ETSS at VDD = 1.20 V.
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(a) At VDD = 1.10. (b) At VDD = 1.20.

Figure 4.11. Measured store energy EOSS and ETSS at optimal Tshort and store
energy reduction rate by the TSS control.

Both EOSS and ETSS decrease with BUP , which is attributed to the DAS
function reducing the store energy in NVFFs that do not require store oper-
ations. It is also worth mentioning that the reduction rate is more significant
when BUP is higher, which means that the number of NVFFs to be stored
is large. In contrast, a negative reduction rate is observed, that is, the en-
ergy with the TSS control is larger than that with the OSS control, when
BUP is small. Although the difference is not as significant, when BUP is
approximately less than 10 %, ETSS becomes greater than EOSS at VDD =
1.20 V. Again, this is only speculation here, but this inversion phenomenon
possibly attributed to the overhead of the TSS control including an additional
verify operation, outweighing the energy savings from TSS control. It should
also be noted that the inversion does not occur at VDD = 1.10 V under the
measurement conditions.

The above obsession results suggest that, to minimize energy consump-
tion, it is necessary to estimate whether TSS control can achieve the energy
reduction, and how to set the store duration to maximize the energy reduc-
tion effect of the TSS control under given conditions specifically in the target
application.

4.3 Summary

This chapter presents a detailed examination of the implementation of VR-
NVFF using the NVCMA/MC chip as a case study. The chapter focuses on
exploring the characteristics of VR-NVFF through actual measurements and
analyses of implemented chips.
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NVCMA/MC is described as an edge-oriented accelerator, designed with a
CGRA architecture, integrating more than 50,000 VR-NVFFs as all memory
elements of the chip architecture. The control mechanism for NVPG is de-
tailed, including the concepts of store domains and power domains, and their
management methods using the dedicated instructions.

A significant part of the chapter is dedicated to the measurement and
analysis of the implemented VR-NVFFs within the NVCMA/MC chip. This
includes an examination of the MTJ switching variability and the effects of
different operating conditions on the store pass rates and store energy con-
sumption in the TSS control. Importantly, the chapter underscores the neces-
sity of estimating the energy reduction potential of the TSS control in target
applications to ensure minimized energy consumption. The actual measure-
ment results from the NVCMA/MC chip demonstrate the importance of such
estimations. This emphasizes the need for modeling and analysis to maximize
the benefits of VR-NVFF technology in practical applications. These findings
contribute significantly to understanding of VR-NVFF technology and even
MTJ-based NVFF, also providing valuable insights into system design that
incorporates them.



5
Energy Model for
Intermittent Operation
Applications

In this chapter, we propose an energy model for the estimated energy for

the assumed application in the system design phase. On the basis of the

measured results of VR-NVFF, the variation of the MTJ switching delay time

is modeled and incorporated into the energy model to enable estimation of the

store energy of the TSS control. For comparison, energy models for ordinary

volatile FF (VFF), SSR-NVFF, and retention FF with a balloon latch (RFF)

are also defined, assuming a CMOS process equivalent to that of NVCMA/MC.

5.1 Energy model for VR-NVFF

The energy model of VR-NVFF based on the measurement results is pro-

posed and evaluated in this section. First, the energy model is formulated

in Section 5.1.1, and then the model parameters are determined from the

measurement results in Section 5.1.3. Finally, the validity of the model is

demonstrated by comparing the store energy estimated by the model with the

measurement results from Chapter 4.

53
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5.1.1 Formulation of energy model

The total energy consumption of VR-NVFF cells in the unit of store domain in

intermittent operation application is formulated. The intermittent operation

application as shown in Fig. 5.1 is a repetition of the normal operation period

TOP and the idle period TNOP, and the energy model defines the energy Ecyc

consumed during one cycle (Tcyc denoted by Equation (5.1)).

Tcyc = TOP + TNOP (5.1)

Figure 5.1. Power transition and energy composition in NVPG using VR-
NVFF in intermittent operation application.

Here, the operating frequency of the normal operation is fOP, and the

operating frequency of the NVPG control during the idle period is fNVPG,
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and Equation (5.2) holds.

TOP = k × 1

fOP
, k ∈ Z

TNOP = l × 1

fNVPG
, l ∈ Z (5.2)

where k and l are arbitrary integers.

For VR-NVFF, the energy consumed in one cycle of intermittent operation

is defined as EOSS
cyc and ETSS

cyc when OSS and TSS are adopted, respectively, as

shown in Equation (5.3).

EOSS
cyc = Edynamic + EOSS

static + EOSS
NVC

ETSS
cyc = Edynamic + ETSS

static + ETSS
NVC

(5.3)

where Edynamic is the dynamic energy defined by Equation (5.4), EOSS
static and

ETSS
static are the static leakage energies defined by Equation (5.8), and EOSS

NVC and

ETSS
NVC are the energy for controlling NV elements defined by Equation (5.12).

(a) Dynamic energy

The dynamic power of CMOS consists of a constant power depending on the

frequency due to the switching of the clock signal and a power that increases

or decreases depending on the switching probability α of the input data to the

FF. The first component of Ecyc, the dynamic energy, can be expressed as the

sum of the two components as shown in Equation (5.4).

Edynamic = Eclock
dynamic + Edata

dynamic (5.4)

where Eclock
dynamic and Edata

dynamic are defined by Equation (5.5).

Eclock
dynamic = P clock

dynamic × (TOP + T∆CG)

Edata
dynamic = P data

dynamic × TOP (5.5)

where power consumption due to clock switching P clock
dynamic and power con-

sumption due to input data switching P data
dynamic are defined by Equation (5.6),
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and T∆CG is the delay time required for stopping/resuming the clock sup-

ply to the FFs with execution of IBM and NV C instructions in the case of

NVCMA/MC microcontroller.

P clock
dynamic = Iclock

dynamic(fref)×
fOP

fref
× VDD ×NSD

P data
dynamic = αIdata

dynamic(fref)×
fOP

fref
× VDD ×NSD

(5.6)

where NSD is the number of FF cells per store domain, Iclock
dynamic(fref) is the cur-

rent consumption per cell due to clock switching measured under the reference

operating frequency fref , and Idata
dynamic(fref) is the current consumption per cell

due to the switching of input data measured under the reference operating

frequency fref and switching activity α. In general, the dynamic current is

mainly dominated by the switching current rather than the short-circuit cur-

rent when operating at a sufficiently higher VDD than the threshold voltage,

and each dynamic current is modeled by Equation (5.7).

Iclock
dynamic = k1VDD

Idata
dynamic = k2αVDD

(5.7)

where k1 and k2 are constants. The coefficients of this model are determined

from the measurement results in Section 5.1.3.

(b) Static energy

The static energy Estatic is defined by Equation (5.8) which represents the

increase in proportion to the time when the cell is supplied with power.

EOSS
static = PVR-NVFF

static × (TOP + TOSS
∆NVPG)×NSD

ETSS
static = PVR-NVFF

static × (TOP + TTSS
∆NVPG)×NSD

(5.8)

where PVR-NVFF
static is the leakage power of the VR-NVFF cell obtained by Equa-

tion (5.10), and TOSS
∆NVPG and TTSS

∆NVPG are the time required for NVPG control

defined by Equation (5.9) when OSS and TSS are operated, respectively. In

the intermittent operation application, the power gating is applied for the time

obtained by subtracting the delay time from the idle period of the application
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(TNOP − T {OSS,TSS}
∆NVPG ), and the leakage current becomes zero.

TOSS
∆NVPG = T∆CG + T∆PG + Tverify + 2Tlong + Trestore

TTSS
∆NVPG = T∆CG + T∆PG + 2Tverify + 2Tshort + 2Tlong + Trestore

(5.9)

where T∆PG is the delay time required for switching the power switch for

power gating, and in the case of NVCMA/MC, the PGC instruction of the

microcontroller is executed as described in Section 5.1.4. Tverify, Trestore, Tshort,

and Tlong are the time required to verify, restore, short- and long-store in VR-

NVFF, respectively. The reason why 2 is multiplied by Tshort and Tlong is that

the control mechanism stores the two MTJs in the NVFF cell one by one as

depicted in Fig. 2.12 in Chapter 2.

PVR-NVFF
static = IVR-NVFF

static × VDD
(5.10)

where IVR-NVFF
static is the leakage current per VR-NVFF cell. The static current

is assumed to be modeled by Equation (5.11) for any VDD.

IVR-NVFF
static = k3VDD −B3 (5.11)

where k3 and B3 are constants. The coefficients of this model are determined

from the measurement results in Section 5.1.3.

(c) NVPG control energy

NVPG control energy, the third component of Ecyc, is defined by Equation

(5.12).

EOSS
NVC = Everify + EOSS

long + Erestore

ETSS
NVC = 2Everify + ETSS

short + ETSS
long + Erestore

(5.12)

where Everify and Erestore are the energy consumed by the VR-NVFF cells in

the store domain during the verify and restore operations, respectively, and

are defined by Equation (5.13). EOSS
long is the store energy in the OSS control,

and ETSS
short and ETSS

short are the first and second store energy in the TSS control,



58 Energy Model for Intermittent Operation Applications

respectively, and are defined by Equation (5.14).

Everify = Pverify × Tverify ×NSD

Erestore = Prestore × Trestore ×NSD

(5.13)

where Pverify and Prestore are the power consumed by the single NVFF cell in

the verify and restore operations, respectively, and are defined by Equation

(5.15). NSD is multiplied because verify and restore are performed for all

NVFFs in the store domain.

EOSS
long = Pstore × 2Tlong ×Nstore

ETSS
short = Pstore × 2Tshort ×Nstore

ETSS
long = Pstore × 2Tlong ×Nstore × (1− PR)

(5.14)

where Pstore is the power consumed by the single NVFF cell in the store oper-

ation, and is defined by Equation (5.15). In VR-NVFF, the store current flows

only in the cells that need to be stored due to the effect of the verify operation,

so the number of NVFFs to be stored Nstore is multiplied. Furthermore, in the

second store in the TSS control, the store current flows only in the NVFF cells

that failed in the first store, so Nstore× (1−PR) is multiplied. The estimation

of PR will be formulated later in Section 5.1.2.

Pverify = Iverify × VDD

Prestore = Irestore × VDD

Pstore = Istore × VDD

(5.15)

where Iverify, Irestore, and Istore are the current consumed by the single NVFF

cell in the verify, restore, and store operations, respectively. Each current is the

drain current that flows between the source and drain of the CMOS transistor

when the gate is opened. Since I-V characteristics of the drain current can be

approximated by a linear function when the transistor is strongly ON [20], we

assumed that Iverify, Irestore, and Istore can be modeled using Equation (5.16).

Iverify = k4VDD −B4

Istore = k5VDD −B5

Irestore = k6VDD −B6

(5.16)
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where all kn and Bn are constants. The coefficients of these models will be

determined from the measurement results in Section 5.1.3.

5.1.2 Formulation of MTJ pass rate model

Since the store energy in the TSS control, denoted by Equation (5.12), is the
sum of the first and second store energy, it is necessary to accurately estimate
PR as the result of the first store.

In Chapter 4, we measured PR under several conditions and found that
there is a variation in the switching delay time of the MTJs in the store domain.
Thus, the fundamental idea behind PR modeling here is the assumption that
the switching delay time of the MTJ can be described by a probability density
function (PDF) that belongs to a certain distribution. As a result, PR will be
determined by the cumulative distribution function (CDF) of this PDF.

There have been debates regarding the appropriate choice of probability
distribution functions to be used to describe the stochastic behavior of the STT
switching. Zhang et al. [40,78,79] argues that when the switching current Isw is
higher than the critical current Ic0, the stochastic nature of the switching delay
time of the perpendicular MTJ can be approximated by a normal distribution
centered around the mean value 〈τ〉 derived from the Landau–Lifshitz–Gilbert
(LLG) equations, as described in the formulation provided by Worlegdge et
al. [80]. In contrast, the author in the study by Vincent et al. [41] used a
gamma distribution, while De Rose et al. [42] suggested alternative models
with skew-normal distribution that were better fitted for the intermediate
current region, where Isw is relatively close to Ic0. The MTJ switching vari-
ation comes from the presession of the free-layer magnetization vector. The
transient behavior of the MTJ is governed by the torques acting on the vector,
and the impact of these torques on magnetization can be simulated using the
LLG equation [8]. Of the several torques that act on magnetization, the two
dominant torques that affect switching are the spin torque produced by the
current flow in the MTJ and the Langevin random field torque produced by
the thermal field [81].

Table 5.1 summarizes the main sources of variation that affect torques.
Variations in both CMOS and MTJ processes follow a normal distribution [6,
7], and the thermally-induced torque is also assumed to be proportional to the
Gaussian noise [8, 9]. Therefore, the variations in both the switching current
and the thermal stability are considered to follow a normal distribution. Since
all major sources of the variation in switching time are purely random, it is
deemed reasonable to approximate it using a Gaussian distribution.
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Table 5.1. Primary causes and effects of variations in the MTJ/CMOS hybrid
technologies [6–9].

Layer Causes Affected Parameters

CMOS

P
ro

ce
ss

V
ar

ia
ti

o
n
s transistor size

impurity concentration

threshold voltage

drain current

MTJ

surface area

tunnel oxide thickness

MTJ resistance

switching current

magnetic anisotropy
switching threshold current density

magnetization stability barrier height

Thermal Fluctuation
Langevin random field torque

initial angle of free layer magnetization

Based on the above discussion, this study assumes that PR follows normal

distributions with three parameters, including PR30, a value of PR at Tshort

= 30 ns within the practical Tshort span (0 < Tshort[ns] ≤ 30) as formalized in

Equation (5.17) and depicted in Fig. 5.2.

Figure 5.2. An assumed normal distribution model of NVFF’s switching delay
time. The probability density function (PDF) and the cumulative distribution
function (CDF) represent the switching probability and pass rate of a group
of NVFFs at a given store duration, respectively.
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PR(Tshort) =

∫ Tshort

0

PR30√
2πσ

exp

(
−(t− µ)2

2σ2

)
dt

(0 < Tshort[ns] ≤ 30)

(5.17)

Furthermore, as revealed in Chapter 4, PR varies depending on two inde-

pendent parameters, VDD and Nstore, so the parameters (µ, σ and PR30) that

determine the shape of the PR curve are assumed to be modeled by a multiple

regression equation denoted by Equation (5.18).

σ = α1VDD + β1Nstore + γ1

µ = α2VDD + β2Nstore + γ2

PR30 = min(1, α3VDD + β3Nstore + γ3)

(5.18)

where the parameters αn, βn, and γn are determined by multiple regression

analysis using the measurement results in Section 5.1.3.

5.1.3 Parameter determination

The parameters for current models defined by Equation (5.7), (5.11), and

(5.16), and the parameters for pass rate models defined by Equation (5.18)

are determined based on the measurement results.

(a) Models for various currents

Plots in Fig. 5.3 are the measurement results of Idata
dynamic, I

clock
dynamic, I

VR-NVFF
static ,

Istore, Iverify and Irestore at different VDD. Idata
dynamic and Iclock

dynamic were measured

at frequency fref = 50 MHz. α varied from 0.25, 0.5, 0.75 and 1.00 for Idata
dynamic.

The dotted lines are the linear regression approximation lines of the measured

currents and are equal to the current models assumed by Equations (5.7),

(5.11) and (5.16). The regression lines of Idata
dynamic in Fig. 5.3 (a) are derived

from the measurement results at α = 1, but they also fit well with the plots

for α = 0.25, 0.5, 0.75, which is the reasonable property that Equation (2.2)

represents. These results support the validity of the current models assumed

by linear functions, and the coefficients for each model were determined.
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(b) Model for pass rate

Next, the coefficients of Equation (5.18) are determined based on the mea-

sured PR. Plots in Fig. 5.4 are the same data shown in Fig. 4.6 in Chapter 4.

The regression curves represented by the solid lines are obtained through the

least-squares method assuming that the plots follow the CDF of normal dis-

tributions. The strong agreement between the fitted curves and the actual

measurement results provides evidence in favor of the PR assumption assum-

ing a Gaussian distribution. The extracted parameters (µ, σ, and PR30) from

the fitted lines are summarized as ‘fitted parameters’ in the inserted tables in

Fig. 5.4.

(a) Idatadynamic(fOP = 50 MHz) with var-
ious switching activities α.

(b) Iclockdynamic(fOP = 50 MHz) and

IVR-NVFF
static .

(c) Istore. (d) Iverify and Irestore.

Figure 5.3. Measured current at each VDD and their linear regression approx-
imation lines.
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Figure 5.4. Measured pass rates and fitted/estimated pass rates assuming the
Gaussian distribution.

Next, multiple regression analyses are performed to determine the coeffi-

cients of Equation (5.18). The statistics of the analysis are shown in Table 5.2.



64 Energy Model for Intermittent Operation Applications

Table 5.2. Results of Multiple regression analysis.

Objective Adjusted Significance Explanatory
Variable R2 F Variable Coefficient P-value

α1 -32.564 0.00002

µ 0.905 0.00003 β1 0.001 0.00030

γ1 44.155 0.00001

α2 -13.737 0.00159

σ 0.707 0.00302 β2 0.001 0.02140

γ2 17.382 0.00080

α3 25.799 0.01527

PR30 0.472 0.03180 β3 -0.001 0.11860

γ3 70.891 0.00017

The adjusted R2 is a corrected goodness-of-fit (model accuracy) measure,

indicating the model accuracy of the individual parameter prediction models.

In this study, we focus more on the significance of each variable than the fitting

accuracy of each regression model because the prediction accuracy of PR and

store energy is all that matters.

Significance F and P-value indicate the likelihood that a particular outcome

occurred randomly. The P-value for each explanatory variable represents the

probability that the coefficient is not statically significant. Significance F

represents the probability that the combination of the explanatory variables

is not statically significant. When the values are less than (typically) 0.05,

the result is statistically significant. Here, the results show that all the P

values except for β3 are below 0.05, and all the significance F values are less

than 0.05. Therefore, we conclude that the proposed PR model is statistically

significant.

In Fig. 5.5, plots are the PR parameters from the measurement results, and

the dotted lines are those estimated by the proposed PR model and are shown

in the inserted tables as ‘Estimated Parameters’ in Fig. 5.4 as well. The good

fit between them demonstrates the plausibility of the linearity assumption of µ

and σ with respect to VDD and Nstore in the model defined by Equation (5.18)

within our evaluation range. Overall, we conclude that the PR parameter

estimation by multiple regression analysis with Nstore and VDD as explanatory
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variables is reasonable.

(a) PR parameters varied with VDD at each Nstore.

(b) PR parameters varied with Nstore at each VDD.

Figure 5.5. Fitted µ and σ from measured PR and estimated values by the
proposed pass rate model.

The PRs estimated the models are described as the dotted curves in

Fig. 5.4. In any condition of VDD and Nstore within the assumed range, the

estimated PR fit the measured values well. By using this model, PRs under

arbitrary conditions and at any store period can be obtained analytically.

5.1.4 Evaluation: comparison of measured and estimated store

energy

The the usefulness of the proposed energy model is evaluated by comparing

the estimated energy by the model with the measured energy. The purpose of

energy modeling is to help consider the design that minimizes the energy for

target applications. To minimize the store energy in VR-NVFF, it is necessary

to know which of the OSS control or the TSS control can minimize the energy,

and what is the optimal Tshort in the TSS control. As shown in Chapter 4, it is
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a laborious task to measure each condition, and it is not realistic to consider

all possibilities. Here, we evaluate whether the proposed energy model can

lead to the same conclusion as the measurement results.

Fig. 5.6 and Fig. 5.7 compare the estimated energy and the measured en-

ergy for the OSS and TSS control at 1.10 V and 1.20 V, respectively. Since the

proposed model is a cell-level model independent of the architecture, the dy-

namic and static power of NVCMA/MC are subtracted from measured values

in this comparison, and only the total energy of verify and store is compared.

Figure 5.6. Comparison of the estimated store energy with the measurement
results for the OSS and the TSS control at VDD = 1.10 V.

Red and blue bar charts represent the measured store energy for the OSS

and TSS control, respectively. The stacked bar charts represent the estimated

energy by the proposed model. The magnitude relations between the store
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Figure 5.7. Comparison of the estimated store energy with the measurement
results for the OSS and the TSS control at VDD = 1.20 V.

energy by the OSS and the TSS control aligns closely between the actual

measurements and the model estimation, including the fact that the store

energy by the TSS becomes larger when BUP is low at 1.10 V. The estimated

energy breakdown clearly confirms the assumption that the overhead of verify

operation in the TSS control can be significant, as predicted in Chapter 4.

Furthermore, the estimated store energy reflects the effect of the TSS control,

which varies with Tshort as the measured values do. For instance, the optimal

Tshort at 1.20 V and BUP = 100 % is determined to be 12.5 ns, while it

extends to 20 ns at 1.10 V for the same BUP , which is the same conclusion

for both real measurements and model estimates. The estimated results also

supports the prediction in Chapter 4 that the energy decreases at Tshort = 25

ns at 1.10 V are due to the relatively small verify energy at higher operation
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frequencies. From the above agreement between the measured and estimated

results, it is concluded that the proposed model is useful for selecting which

store method to use, or how long Tshort should be to minimize the store energy

under certain conditions.

As outlined in Chapter 4, measuring actual store energy is a complex

and time-consuming process, necessitating extra current measurements across

two distinct programs for each new condition. In comparison, our developed

model enables quick analytical estimations once several key measurements

have been taken to determine parameters. Given that real-world applications

takes on a various of operation conditions, it is much more practical to use the

developed model to simulate the energy consumption of a system running a real

application. Thus, we expect our model to be primarily used for identifying

the optimal short store time and for aiding in the design of memory systems

optimized for variety of applications.

5.1.5 Limitations of the proposed model

As discussed so far, the voltage conditions have been limited to 1.10-1.20

V and the measurement environment has been fixed at 20°C, and therefore

the temperature dependence has not been discussed. In this subsection, the

voltage range and temperature dependence are discussed to emphasize that

the utility of the proposed model is not compromised under these limitations.

(a) Range limit of VDD

Our interest in this paper is to evaluate an actually fabricated chip that in-

corporates MTJ/CMOS hybrid devices and their peripheral circuits to realize

the special storing method. This differentiates our model from many other

works that focus on the accurate modeling of simple MTJ devices consisting

of a small number of transistors and MTJs. Data based on observations of

actual chips are essential to obtain a reliable and practical energy model for

such complex systems. Therefore, the evaluation conditions are limited to the

operating range of the actually implemented chip, and the energy model based

on the measurement results is valid only within the operating range.

We set the upper limit of the voltage at 1.20 V to stay within the rated

operational voltage of the chip. The lower limit was set at 1.10 V based on

the preliminary evaluation to guarantee MTJ performance with a bit error

rate of 1% or less. Fig. 5.8 is a shmoo plot of PR at 20 ◦C from 1.00 to 1.20
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at various store time Tstore. Below 1.10 V, the PR cannot reach more than

99% even after a considerably long time, which is not a reasonable condition

to choose in terms of energy minimization.

Figure 5.8. Shmoo plot of pass rate from 1.00 to 1.20 V.

The voltage range may seem narrow, but this is the necessary and sufficient

range given the purpose of this study because the evaluation conditions are

wide enough to cover the range where the implemented chips can operate

safely and perform adequately.

(b) Temperature dependency

The temperature dependence of the proposed model is discussed. MTJs are

generally known to be temperature dependent, however In MTJ/CMOS hybrid

circuits, the effect of temperature on MTJ switching is a combined outcome

of two opposing effects. In CMOS circuits, increased temperature causes a

decrease in the drain current of transistors, making it harder for switching to

happen. On the other hand, regarding the MTJ property, high temperature

renders a lower TMR ratio and critical current and higher thermal energy,

which all lead to easier switching. Therefore, in the case of considering the

model extension regarding temperature, because the balance of the combined

effect depends on each implementation and cannot be fully explained by phys-

ical theory alone, the model will need to be extended based on measurements,

as has been our policy. We can add a new explanatory variable for the temper-

ature to the multiple regression equation for PR (Equation (5.18)) to evaluate

and model the effect of temperature on MTJ switching. A logarithmic con-

version can be helpful if there are nonlinear effects.

However, we have concluded that the temperature has a trivial effect on the

energy estimation in moderate temperature conditions outdoors based on our

preliminary evaluation, therefore extending the model regarding temperature

is not our priority. Fig. 5.9 shows the results of the preliminary evaluation
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on the temperature dependence of the store energy. The bar graphs are the

measured store energy at each temperature (-10, 20, 50, 80, and 100◦C set

by the Peltier thermostat) normalized with Econv at 20◦C. The dotted lines

indicate the estimated value using our model with parameters determined

based on the measurement at 20◦C. The bar graphs with stars or red-colored

dotted lines indicate the optimal Tshorts that are measured or estimated to

minimize the store energy, respectively. There was no significant difference in

Figure 5.9. Comparison of store energy measured under various temperature
conditions and the energy estimated by the model created under 20◦C condi-
tion.

the measured energy at any temperature compared to the estimated energy

from the model created without considering temperature dependence. More

precisely, no temperature dependence was identified to the extent that it would

affect the selection of the optimal Tshort. In other words, the temperature

dependence of store energy and optimal Tshort is negligible in the range of -10

to 100 ◦C, which covers outdoor conditions at most of temperate climate areas

in the globe. Therefore, our proposed model, without any further extensions,

can satisfy the purpose of choosing the best store time of TSS control and,

ultimately, minimizing store energy in the wide temperature range.
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5.2 Energy models for alternative FF technologies

In this section, the energy models for various FFs (VFF, RFF, SSR-NVFF)

that can be alternative technologies to VR-NVFF in intermittent operation

applications. Those technologies have different features as discussed in Chap-

ter 2, thus they may be better choices over VR-NVFF in terms of energy

minimization at some conditions. By defining the energy model of alternative

FF technologies, quantitative comparison of them can be realized in various

conditions. Note that no implemented VFF, RFF, and SSR-NVFF to actually

measure are available, following assumptions were made:

1. They are assumed to be implemented in the same process and the same

MTJ characteristics as NVCMA/MC (40nm MTJ/CMOS hybrid).

2. Because of that, the power and energy required for MTJ store and restore

are the same.

3. The MTJ control part does not assumed to affect the normal operation,

therefore the dynamic power consumption is the same among each FF.

4. The static power of each FF is estimated using the ratio between each

FF obtained by SPICE simulation and the measured value of VR-NVFF

as a reference.

5. The static power of RFF during the idle state is assumed to be 1/5 of

that during the active state based on the previous study on RFF [3].

Under above assumption, each energy model is defined by Equation 5.19 for

intermittent operation applications as shown in Fig. 5.10. For VFF, RFF, and

SSR-NVFF, the energy consumed in one intermittent operation cycle EVFF
cyc ,

ERFF
cyc , ESSR

cyc are defined as follows.

EVFF
cyc = Edynamic + EVFF

static

ERFF
cyc = Edynamic + ERFF

static + ERFF
NVC

ESSR
cyc = Edynamic + ESSR-NVFF

static + ESSR
NVC

(5.19)

where Edynamic is the dynamic energy, which is assumed to be common in each

FF, including VR-NVFF. EVFF
static, E

RFF
static, and ESSR-NVFF

static are the static energy

of VFF, RFF, and SSR-NVFF, respectively, defined by Equation (5.20). ERFF
NVC

and ESSR
NVC are the energy for controlling NV elements in RFF and SSR-NVFF,

respectively, defined by Equation (5.22).
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Figure 5.10. Power transition and energy composition in NVPG using alter-
native FF technologies in intermittent operation application.

EVFF
static = PVFF

static × (TOP + TNOP)

ERFF
static = PRFF active

static × (TOP + TRFF
∆NVPG) + PRFF idle

static × (TNOP − TRFF
∆NVPG)

ESSR-NVFF
static = P SSR-NVFF

static × (TOP + T SSR
∆NVPG)

(5.20)
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where TRFF
∆NVPG and T SSR

∆NVPG are the time required for NVPG control, respec-

tively, defined by Equation (5.21). PVFF
static, P

RFF active
static , and P SSR-NVFF

static are the

leakage power of VFF, RFF, and SSR-NVFF during the active period, re-

spectively. PRFF idle
static is the leakage power of RFF during idle period where

all but a balloon latch in the cell is power gated. Table 5.3 shows the nor-

malized power of each FF with respect to PVR-NVFF
static , which is extracted from

SPICE simulation and assumption from [3]. FreePDK45 [82] provided by NC

State University is used for the simulation because the process library used in

NVCMA/MC is confidential and not available.

Table 5.3. Normalized simulation results of leakage power for various FF
techniques.

Technique Notation Normalized leak power

VR-NVFF PVR-NVFF
static 1.00

Volatile FF (VFF) PVFF
static 0.72

Balloon Retention-FF (RFF) (active) PRFF active
static 0.90

Balloon Retention-FF (RFF) (idle) PRFF idle
static 0.18

SSR-NVFF P SSR-NVFF
static 0.97

TRFF
∆NVPG = T∆CG + T∆PG + Tsave + Trecover

T SSR
∆NVPG = T∆CG + T∆PG + 2Tlong + Trestore

(5.21)

where Tsave and Trecover are the time required for moving date to/from the

balloon latch of RFF, respectively, and are assumed to be two clock cycles

each.

ERFF
NVC ≈ 0

ESSR
NVC = ESSR

long + Erestore (5.22)

where ESSR
long is the store energy for the non-DAS with SSR-NVFF defined by

Equation (5.23). Since NVPG control in RFF does not involve MTJs, therefore

ERFF
NVC << ESSR,OSS,TSS

NVC holds, we assume that ERFF
NVC ≈ 0, which is pessimistic

evaluation for MTJ-based NVFF.
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ESSR
long = Pstore × 2Tlong ×NSD (5.23)

where Pstore is the power consumed by the single SSR-NVFF cell in the store

operation, which is assumed to be the same as that of VR-NVFF since the

same MTJ characteristics are assumed.

5.3 Energy estimation using the proposed model

At the end of this chapter, the energy computations of various FFs under
various application conditions are estimated using the proposed energy model
to learn the characteristics of each FF.

Using the proposed energy model, the energy consumption is estimated
under arbitrary operating conditions and intermittent application conditions.
Fig. 5.11 is an example of the estimated Ecyc of each FF when TNOP and
BUP are varied. In VFF and RFF, which consume leakage power during idle
time, the energy consumption increases proportionally to TNOP . However, in
RFF, the increase is quite slow because the leakage power during idle time is
suppressed by the partial power gating. For the three methods with NVFF,
there is no dependence on TNOP because the upstream power switch is turned
off by NVPG, and the power supply to the NVFF cell is turned off during the
application idle period. The difference between VR-NVFF and SSR-NVFF is
that VR-NVFF supports data aware store, and the energy is smaller when the
BUP is lower in VR-NVFF to save unnecessary store energy, which is not the
case in SSR-NVFF. Furthermore, as can be seen by comparing Fig. 5.11 (d)
and (e), the store energy is reduced even when the BUP is high as the effect
of the TSS control while the OSS control consumes less energy when BUP is
close to zero.

From the above discussion, it is clearly suggested that the dependence of
the energy consumption of each FF on BUP , TNOP and various conditions is
different, and which FF technology minimizes the energy consumption depends
on the conditions. Therefore, the system designer must analyze the application
conditions and select the best FF technology for the system to realize the
energy efficient system.

Note that the energy model is the energy consumption in the NVFF cell
in the store domain, which is a set of NVFF cells, as defined in Chapter 5,
and does not include the energy consumption in the power switch provided
for each NVPG control circuit and the upstream power domain. Since there
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are many possibilities depending on the implementation method and the scale
of the power domain, this study focuses only on the NVFF cell, and as in
previous studies [4, 53] that compare NVFF and RFF, we assume that the
energy consumption of NVFF in the PG is zero.

5.4 Summary

In this chapter, we developed an energy model to estimate the energy of NVPG
in intermittent operation applications. The model is based on the measured
results of VR-NVFF and incorporates the variability in the MTJ switching
delay time. For comparative purposes, models for other FF technologies such
as volatile FF (VFF), SSR-NVFF, and retention FF with balloon latch (RFF),
all assumed to be implemented in a 40nm MTJ/CMOS hybrid process like
NVCMA/MC, were also established.

The core achievement of this chapter is the formulation and validation of
the energy model for VR-NVFF. Firstly, the models were assumed, and the
parameters were determined by empirical data. The VR-NVFF energy model,
based on actual measurements, estimates the store energy for both one-step
store (OSS) and two-step store (TSS) controls. It incorporates dynamic, static,
and NVPG control energies in the NVPG scenario. The linear regression of the
measured currents affirmed the validity of the assumed linear current models,
and multiple regression analysis was employed to establish the coefficients for
the pass rate equation.

A significant contribution is the establishment of a pass rate model for the
MTJ, assuming a normal distribution for the variability in switching delay
time. This model enables the accurate estimation of the first store’s pass rate,
crucial for the TSS control’s energy estimation. The model is proven to be an
efficient tool for selecting the optimal store method and store duration under
varied conditions by comparing its estimates and measured results.

In addition to VR-NVFF, energy models for alternative FF technologies
like VFF, RFF, and SSR-NVFF are defined, allowing quantitative compar-
ison under various application conditions. These models consider dynamic
and static energies and energy for controlling NV elements, with the assump-
tion that all FFs share the same MTJ characteristics as NVCMA/MC. The
estimated energy consumption in different NVPG scenarios demonstrates the
distinct energy consumption patterns of each FF technology. The results high-
light that the choice of the most energy-efficient FF technology varies on the
basis of specific application conditions.

In conclusion, the energy model proposed in this chapter is a robust tool
for estimating and minimizing store energy in intermittent operation appli-
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cations. This model is instrumental for system designers in determining the
most energy-efficient memory technologies and control methods, particularly
in the context of intermittent operation applications.
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Figure 5.11. Estimated energy Ecyc of each FF using the proposed model (VDD

= 1.10 V, TOP = 10 µs, fOP = 20 MHz, NSD = 2400, α = 0.2).





6
Breakeven Analysis for
Energy Minimization in
NVPG

This chapter conducts a breakeven analysis between several FF technologies

using the proposed energy model. Breakeven analysis is used to compare

profits and overhead between alternative technologies to help system designers

make better decisions for minimizing energy consumption. Here, from the

options in the previous chapter, we propose an analytical scheme to choose

the optimal option that minimizes energy consumption using the proposed

model. Breakeven analysis assuming dynamic voltage scaling (DVS), which

was not implemented in the NVCMA/MC system, is also briefly discussed

using the proposed model.

6.1 Definitions of breakeven point indicators

The breakeven point here refers to the condition where the energy savings and

overhead due to NVPG and the TSS, are offset. In this study, TOP, TNOP, and

BUP are employed as indicators of the breakeven point. These are metrics

that define intermittent operation applications and are naturally determined

at the stage of selecting the target application at the system design phase.

79
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In each application, whether these three indicators are smaller or larger than

Breakeven TOP (BETOP), Breakeven TNOP (BETNOP), and Breakeven BUP

(BEBUP ) becomes the criterion for deciding which FF to choose.

6.1.1 Breakeven TNOP

BETNOP is an indicator often used to evaluate the performance of energy

reduction techniques. It is the breakeven point for intermittent operation

applications, where if the non-operating period TNOP is longer than BETNOP,

then energy savings are achieved.

Here, BETX-Y
NOP denotes BETNOP in the comparison of two options X and

Y and is defined as follows.

TNOP = BETX-Y
NOP =⇒ EX

cyc = EY
cyc,

TNOP < BETX-Y
NOP =⇒ EX

cyc < EY
cyc,

TNOP > BETX-Y
NOP =⇒ EX

cyc > EY
cyc.

(6.1)

Fig. 6.1 compares the power consumption and cumulative energy of two op-

tions, one without PG (X) and one with NVPG (Y). It shows the case where

TNOP = BETX-Y
NOP. The energy consumption of both options is equal (breakeven)

in one cycle of the application.

Furthermore, based on the definitions of the energy model, Equations (5.3)

and (5.19), BETX-Y
NOP can be expressed as follows by breaking it down to two

components: 1) the overhead due to the leak current during normal operation

(BETX-Y
leak ) and 2) the overhead of NVPG control (BETX-Y

NVPG).

BETX-Y
NOP = BETX-Y

leak +BETX-Y
NVPG

= ηX-Y
leakTOP +BETX-Y

NVPG

(6.2)

where ηX-Y
leak represents the relative difference of the static current between X

and Y.

When VFF is the baseline X, BETVFF-Y
NOP , where Y ∈ {RFF, SSR, OSS,
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Figure 6.1. Power and energy comparison of two different FF technologies
with and without NVPG at breakeven TNOP.

TSS}, is derived from Equation (5.3) as follows.

When X = VFF :

BETVFF-Y
NOP = ηVFF-Y

leak TOP +BETVFF-Y
NVPG

ηVFF-Y
leak =

PY
static − PVFF

static

PVFF
static

BETVFF-Y
NVPG =

PY
staticT

Y
∆NVPG + EY

NVC

PVFF
static

(6.3)

When RFF is the baseline X, BETRFF-Y
NOP , where Y ∈ {SSR, OSS, TSS},

is derived from Equation (5.19) as follows.

When X = RFF :

ηRFF-Y
leak =

PY
static − PRFF active

static

PRFF idle
static

BETRFF-Y
NVPG =

PY
staticT

Y
∆NVPG + EY

NVC − (PRFF active
static − PRFF idle

static )TRFF
∆NVPG

PRFF idle
static

(6.4)
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6.1.2 Breakeven TOP

When the active leakage power is higher, the longer TOP is, the greater the

leakage energy overhead becomes. BETOP is referenced when comparing two

FFs with different active leakage power. When the normal operation time TOP

of an intermittent operation application is longer than BETOP, the leakage en-

ergy overhead of NVFF cells with relatively complex structures and therefore

a large area exceeds the energy reduction benefit.

In this study, BETOSS-SSR
OP andBETTSS-SSR

OP are used to conduct a breakeven

analysis between SSR-NVFF and the OSS with VR-NVFF and the TSS with

VR-NVFF, respectively. Those are defined as follows.

TOP = BET
{OSS,TSS}-SSR
OP =⇒ E{OSS,TSS}

cyc = ESSR
cyc ,

TOP < BET
{OSS,TSS}-SSR
OP =⇒ E{OSS,TSS}

cyc < ESSR
cyc ,

TOP > BET
{OSS,TSS}-SSR
OP =⇒ E{OSS,TSS}

cyc > ESSR
cyc .

(6.5)

Fig. 6.2 compares the power consumption and cumulative energy of two op-

tions, OSS or TSS control with VR-NVFF and non-DAS with SSR-NVFF.

It shows the case where TOP = BET
{OSS,TSS}-SSR
OP . The energy consumption

of both options is equal (breakeven) in one cycle of the application. When

Figure 6.2. Power and energy comparison for VR-NVFF with DAS/TSS con-
trol and SSR-NVFF without DAS at breakeven TOP.
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TOP < BETOP, energy saving is achieved with DAS function of VR-NVFF.

However, once TOP exceeds BETOP, the increasing energy overhead due to

the leak proportional to TOP becomes significant. In that case, adopting SSR-

NVFF is a better choice to minimize energy due to its simpler cell structure.

6.1.3 Breakeven BUP

Breakeven BUP (BEBUP ) is the decision branching point for selecting be-

tween two DAS methods, based on BUP for intermittent operation applica-

tions. As we learned from the measured results, the energy reduction effects

of the OSS control and the TSS control are reversed at certain BUP , and the

boundary BUP is defined as BEBUPOSS-TSS as follows.

BUP = BEBUPOSS-TSS =⇒ EOSS
cyc = ETSS

cyc ,

BUP < BEBUPOSS-TSS =⇒ EOSS
cyc < ETSS

cyc ,

BUP > BEBUPOSS-TSS =⇒ EOSS
cyc > ETSS

cyc .

(6.6)

When BUP exceeds BEBUPOSS-TSS, the energy savings from the energy

reduction by the TSS outweigh the overhead of the TSS, making the TSS the

optimal choice to minimize energy consumption. It should be noted that both

the OSS and the TSS are performed with VR-NVFF and can be switched

between software-wise. Therefore, the decision on which to choose does not

necessarily need to be made in the system design stage.
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6.2 Breakeven analysis

This section demonstrates the breakeven analysis, the scheme for selecting

energy minimizing techniques using the breakeven criterion introduced above.

First, a breakeven analysis for VFF, SSR-NVFF, and VR-NVFF is per-

formed. Subsequently, the analysis that includes RFF is also carried out. In

addition, the energy savings effect of employing DVS in MTJ-based NVFF is

also briefly examined.

6.2.1 MTJ-based NVFF vs. VFF

(a) Analysis method

The flowchart in Fig. 6.3 demonstrates how to choose the most energy-efficient

option among four choices, 1) non NVPG with VFF (VFF), 2) non DAS with

SSR-NVFF (SSR), 3) OSS control with VR-NVFF (OSS), and 4) TSS control

with VR-NVFF (TSS). When conditions of target applications (TNOP, TOP,

BUP , VDD) are given, three each breakeven point is calculated using the

proposed energy model. Simultaneously, the flowchart guides to a unique

optimal choice.

The decision making maps illustrated in Fig. 6.4 is almost equivalent to

the flowchart in Fig. 6.3, and visually represents the breakeven boundaries of

each FF alternatives. Once BUP and VDD of the target application are given,

the OSS or the TSS is eliminated from the options using BEBUPOSS-TSS, and

the lines of BETNOP and BETOP can be drawn on the graph with TNOP on

the X axis and TOP on the Y axis. BETNOP (= ηleakTOP + BETNVPG) is a

linear function with a positive slope ηleak and intercept BETNVPG. The slope

ηleak is determined by the ratio of leakage power between the two FFs, and

remains constant regardless of other conditions. Next, any TOP and TNOP are

given, one optimal choice that minimizes energy can be determined depending

on where it fits in the condition region divided by the breakeven lines.
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Figure 6.3. The decision flow of breakeven analysis comparing VFF, SSR-
NVFF, and VR-NVFF.

Figure 6.4. The decision making map of breakeven analysis comparing VFF,
SSR-NVFF, and VR-NVFF.
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(b) Analysis results

The breakeven analysis for comparing VFF, SSR-NVFF, and VR-NVFF with

log-log graphs for various BUP and VDD is conducted.

Figure 6.5. Decision making map resulted from breakeven analysis compar-
ing VFF, SSR-NVFF and VR-NVFF using BETVFF-SSR

NOP , BETVFF-OSS
NOP and

BETVFF-TSS
NOP in various BUP and VDD.

BETVFF-SSR
NOP , BETVFF-OSS

NOP , and BETVFF-TSS
NOP calculated using the pro-
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posed energy model are drawn to construct the decision making maps, but on

log-log graphs as illustrated in Fig. 6.5.

Each BETNOP here is based on VFF, and the lower it is, the wider the

range of energy reduction by NVPG. BETVFF-OSS
NOP and BETVFF-TSS

NOP vary with

BUP , and the differences are greater for lower VDD.

On a log-log graph, the slopes appear moderate when TOP is relatively

small, but become steeper as TOP increases. Recall that BETNOP consists of

two components: the overhead due to leakage and the NVPG control. These

changes in the steepness of BETNOP in log-log graphs indicate changes in

the impact of each component on BETNOP with increasing TOP. At TOP =

BETNVPG/ηleak, leakage energy and NVPG control overhead even (⇔ BETleak =

BETNVPG). When TOP < BETNVPG/ηleak, the NVPG control energy is dom-

inant; otherwise, the leakage energy associated with TOP increase is dominant.

Hence, the benefit from DAS and the TSS functionality can be expected only

in applications with relatively short TOP.

The intercepts of each line BETNOP are BETNVPG as described in Equa-

tion (6.3). The intercepts of BETVFF-SSR
NOP , BETVFF-OSS

NOP , and BETVFF-TSS
NOP for

various BUP and VDD are shown in Fig. 6.6. For VR-NVFF, since the effect of

store energy reductions depends on BUP , the intercepts of BETVFF-OSS
NOP and

BETVFF-TSS
NOP are smaller for lower BUP . The OSS control achieves the reduc-

tion proportional to BUP due to DAS functionality but worsens compared to

SSR-NVFF when BUP is high due to the overhead of verify operation. On the

other hand, the TSS control remains highly effective in energy reduction even

with high BUP . When VDD = 1.10 V and 1.20 V, BETVFF-TSS
NVPG is reduced by

65-95 % and 34-84 %, respectively.

In Fig. 6.6, BEBUP is also depicted as the X coordinate at the intersection

of BETVFF-OSS
NOP and BETVFF-TSS

NOP at each VDD. For VDD = 1.10, 1.15, and

1.20 V, BEBUP are calculated to be 2.1, 2.3 and 7. 1 %, respectively. This

is consistent with the result that the magnitude relations between the store

energy by the OSS and the TSS control inverts when BUP is greater than 6.1

and less than 12.4 % at 1.20 V, as shown in Fig. 4.11 (b). Furthermore, the

measurement results that ETSS is always less than EOSS at 1.10, as shown in

Fig. 4.11 (a) is attributed to the fact that BEBUP at 1.10 V is out of the

measurement range of BUP .

Furthermore, since ηSSR
leak < η

{OSS,TSS}
leak , two linesBETVFF-SSR

NOP andBET
VFF-{OSS,TSS}
NOP

have an intersection at certain TOP. The X-coordinate of the intersection point
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Figure 6.6. BET
VFF-{SSR,OSS,TSS}
NVPG : NVPG control overhead component in

BETNOP of MTJ-based NVFF versus VFF.

can be analytically calculated using Equation (6.7) and is shown in Fig. 6.7.

BET
{OSS,TSS}-SSR
OP =

BET SSR
NVPG −BET

{OSS,TSS}
NVPG

η
{OSS,TSS}
leak − ηSSR

leak

(6.7)

Figure 6.7. Breakeven point between SSR-NVFF and VR-NVFF:

BET
{OSS,TSS}-SSR
OP

If the target application has TOP longer than BET
{OSS,TSS}-SSR
OP , the sys-

tem designers are recommended to choose SSR-NVFF for minimizing energy

consumption. Except for the case where BUP is extremely low, BETOP is

longer when the TSS control is used, indicating that the TSS function of

VR-NVFF is working effectively to expand the range of applications where

VR-NVFF is the optimal choice.
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6.2.2 MTJ-based NVFF vs. VFF vs. RFF

(a) Analysis method

RFF, a potentially good alternative, is added to the analysis in this subsection.

By adding RFF into the analysis, the energy-minimizing flow are extended as

shown in Fig. 6.8, and the decision making maps are made as illustrated in

Fig. 6.9.

Since storing data in latches with high Vth transistors, store overhead of

RFF is quite trivial. However, leakage current keeps consuming energy dur-

ing standby states because the circuit cannot be fully power gated. There-

fore, when TNOP is longer than BET
RFF-{SSR,OSS,TSS}
NOP , NVFFs with zero leak-

age power are more energy efficient than RFF. As a results, the designer

is encouraged to choose RFF when TNOP is above BETVFF-RFF
NOP and below

BET
RFF-{SSR,OSS,TSS}
NOP , as indicated by the purple region in Fig. 6.9.

Figure 6.8. The decision flow of breakeven analysis including RFF.
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Figure 6.9. The decision making map of breakeven analysis including RFF.

(b) Analysis results

For various BUP and VDD, BETRFF-SSR
NOP , BETRFF-OSS

NOP , BETRFF-TSS
NOP , and

BETVFF-RFF
NOP calculated using the proposed energy model are shown on the

log-log graph shown in Fig. 6.10 BETVFF-RFF
NOP is significantly smaller com-

pared to BETVFF-SSR
NOP , BETVFF-OSS

NOP , and BETVFF-TSS
NOP . As the assumption

in Equation (5.22) (ERFF
NVC ≈ 0), the intercept of BETVFF-RFF

NOP is almost zero.

When TOP:TNOP = 1 : 0.333, the energy consumption of RFF is breakeven

with that of VFF. Thus, it is suggested that RFF is the best solution for very

fine-grained NVPG (switching in increments of 10-100 µs) below the breakeven

point in MTJ-based NVFFs. However, it is true only to the extent that TNOP

does not exceed at most the order of 1000 µs. Otherwise, the overhead due to

leakage energy during TNOP becomes too significant to ignore.
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Figure 6.10. Decision making map resulted from breakeven analysis including
RFF using BETRFF-SSR

NOP , BETRFF-OSS
NOP , BETRFF-TSS

NOP , and BETVFF-RFF
NOP in

various BUP and VDD.

6.2.3 Discussion on dynamic voltage scaling in VR-NVFF

In the discussions so far, it has been assumed that the supply voltage VDD is

given based on the requirements of the application or system, and the dynamic

voltage scaling (DVS) of the power supply voltage has not been considered.
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However, from the chip observation results and energy model analysis, it has

been suggested that MTJ-based NVFF can reduce the store energy and shorten

the BET when the voltage applied to the MTJs is higher. This is believed

because a sufficient high voltage for MTJ switching can achieve a high pass

rate in a short store time.

While the NVCMA/MC chip does not have a DVS control mechanism,

here we use an energy model to estimate the energy reduction effect of DVS.

As defined in Chapter 5, NVFF energy models do not consider the peripheral

circuits for control, but only for the cells, so the overhead of the control circuit

is not included in the evaluation. It should be noted that this evaluation is op-

timistic, ignoring all temporal, control, and circuit overheads associated with

the introduction and execution of DVS. In the evaluation, it is assumed that

VDD during normal operation is fixed at 1.10 V, and the change in BETNVPG

(the NVPG control overhead component of BETNOP) is compared when VDD

increases from 1.10 V to either 1.15 V or 1.20 V for NVPG control, as shown

in Fig. 6.11. The voltage during TOP is always set to 1.10 V, so BETleak is

not affected.

Figure 6.11. Power transition in DVS scenario during NVPG.

Calculated BETNVPG is shown in Fig. 6.12 while Fig. 6.13 represents the

normalized BETNVPG when BUP is 0.5.
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Figure 6.12. BETVFF-SSR
NVPG , BETVFF-OSS

NVPG : NVPG control overhead component
in BETNOP of MTJ-based NVFF versus VFF considering DVS for NVPG
control.

Figure 6.13. Normalised BETVFF-SSR
NVPG , BETVFF-OSS

NVPG , and BETVFF-TSS
NVPG con-

sidering DVS for NVPG control at BUP = 0.5.

Regardless of the store method, dynamical scaling of the voltage for NVPG

control improves NVPG efficiency and shortens BETNOP. When scaling from

1.10 V to 1.20 V, the effect of DVS reduces BETNVPG by 59.2% for SSR-
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NVFF, 27.9% for the OSS control, and 4.6% for the TSS control. In particular

in SSR-NVFF and the OSS control, the reduction effect on BETNVPG was

greater when increasing from 1.15 V to 1.20 V than from 1.10 V to 1.15 V.

However, what should be noted here is the high energy efficiency of the

TSS control. The fact that the BETNOP reduction effect achieved through

TSS control exceeds that achieved by DVS underscores that TSS control is an

effective energy reduction option.

6.3 Summary

In this chapter, a comprehensive breakeven analysis is performed to compare
various FF technologies using a proposed energy model. The analysis aims
to assess the balance between the energy savings and overheads of different
technologies, such as volatile FF, SSR-NVFF, VR-NVFF, and retention FF,
to assist system designers in their decision-making process for energy mini-
mization.

The chapter defines breakeven points using indicators such as TOP, TNOP,
and BUP , which are key metrics to define intermittent operation applications.
These metrics are critical to determine the most efficient FF technology for
specific scenarios. The analysis presents decision-making maps to select the
optimal FF technology under various conditions. For instance, the breakeven
analysis shows that VR-NVFF with the TSS control significantly reduces store
energy, especially at high BUP values, making it a preferred choice for applica-
tions with shorter TOPs. Decision-making maps and analysis results highlight
the importance of choosing the right technology based on the application’s
TOP, TNOP, and BUP parameters. Furthermore, the chapter discusses RFF
as a potential alternative, especially in cases with fine-grained NVPG. How-
ever, it also notes that the advantages of RFF diminish with longer TNOP due
to its inability to fully power gate its circuits.

The chapter also discusses the impact of DVS on the NVPG efficiency. The
results suggest that dynamically scaling the voltage for NVPG control signif-
icantly reduces the breakeven point overhead. However, the results also show
that TSS control can achieve a sufficiently high energy reduction effect with-
out using DVS, which involves the complexity of multi-VDD design, supporting
the effectiveness of the TSS control.

In summary, Chapter 6 provides a detailed and practical workflow for
system designers to evaluate and select the most energy-efficient FF technology
for their specific applications. Employing a comprehensive breakeven analysis,
the chapter provides valuable insights on the relative advantages of different
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FF technologies in terms of energy minimization, particularly in intermittent
operation applications.





7
Conclusion and Future Work

7.1 Conclusion

The significance of low-power LSIs for devices in edge computing is increas-
ingly recognized. For the design of energy-efficient chips, it is crucial to es-
timate the power consumption, especially for target applications, beforehand
and select the optimal technology accordingly. Over the past decades, while
semiconductor miniaturization has enhanced computational performance, the
leak current in transistors has also increased, becoming a non-negligible part
of power consumption. This research aims to assist system designers in con-
sidering the application of NVPG, a technique to reduce leak power during
idle periods without data loss, for intermittent operation applications in edge
computing.

Firstly, this thesis analyzes the variability in switching delay times of STT-
MTJs and demonstrates the effectiveness of the TSS control energy reduction
technique in VR-NVFF, based on actual measurements of a 40 nm MTJ/C-
MOS hybrid chip accelerator. These results underscore the necessity for an
energy model that can estimate energy under various conditions to maximize
energy efficiency.

Next, based on the actual measurements, we propose an energy model for
VR-NVFF targeting intermittent operation applications by modeling the MTJ
variability characteristics as a pass rate model assuming to follow the cumu-
lative distribution function of a Gaussian distribution. This model has been
validated against actual measurements, proving its adequacy in determining
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the optimal store method and store timing for the TSS control under arbitrary
conditions.

Furthermore, we have defined energy models for ordinary volatile FFs, re-
tention FFs with high Vth, and SSR-NVFFs as well. Leveraging these models,
we introduce a breakeven analysis methodology to facilitate the quantitative
assessment of different FF technologies. This method provides quantitative
criteria for evaluating the balance between the energy reduction effects and
overheads of various alternatives, thereby guiding the selection of the most
energy-efficient FF technology for the target application. The contributions of
this thesis are all encapsulated in this comprehensive decision-making work-
flow.

7.2 Future work

This work proposes an energy model based on data obtained from experiments
using actual chips, and assumes a scenario in which design exploration is con-
ducted under the same conditions. However, the cost of MTJ switching is
greatly influenced by its characteristics and is in a trade-off relationship with
retention time [73]. If the target application assumes fine-grained PG, which
is the specialty of RFF, optimizing the MTJ characteristics so that the switch-
ing cost is small while the retention time is short can improve the BETNOP of
MTJ-based NVFF. Therefore, investigating the change in the energy model
of NVFF due to the characteristics of MTJ is a meaningful future work. The
proposed model is able to reflect such a diversity of MTJ characteristics in the
pass rate model, and the power required for MTJ switching is also parameter-
ized in this model. Thus, the model can be extended to model variety NVFFs
with different MTJ characteristics.

Furthermore, the model proposed in this work assumes operation in an en-
vironment with relatively moderate temperature change (from -10 to 100◦C).
The extension of the model to cover more extreme temperature environments
where edge devices are possibly installed, especially low temperatures where
MTJ is less likely to switch (but the switching current is more likely to flow),
is meaningful to expand the applicability of the model.

In addition, the incorporation of our contributions in this thesis into circuit
simulators and VLSI design CAD tools is also a meaningful future work. For
instance, by integrating the proposed energy model into a simulator such as
the cycle-accurate simulator CubeSim [83] realizes the combination of the solid
energy estimation with a measurement-based model and the flexibility of the
simulator to freely modify the memory designs. This will facilitate the design
exploration of energy-efficient NVFF-embedded architectures and the further
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development of edge computing applications.
Lastly, NVCMA/MC is equipped with ECC with high error correction

strength in trades for yield improvement, but it is also meaningful to consider
introducing ECC for the purpose of energy reduction, for example, by omitting
the second store in TSS control to achieve energy reduction.
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