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Thesis Summary

Concomitant with the development of deep learning, Brain-Computer Interface (BCI) for decoding
Electroencephalogram (EEG) and manipulating external devices has been rapidly evolving.
Convolutional Neural Networks (CNNs) which convolve temporal and spatial information and
other information from EEG generated on the scalp are beginning to be introduced in BCI
prototypes, in order to improve the decoding accuracy of a participant’s brain activity. In
particular, BCI which classifies brain activity during movement is expected to be applied to the
medical field as a technology to induce functional recovery of hemiplegia caused by stroke. It
remains a problem whether the accuracy and therapeutic effect can be improved for unknown
participants by building a generalized model.

On the other hand, basic neuroscience has long investigated the characteristics of brain
activity during movement. The primary sensorimotor cortex (SM1) and higher-order motor cortex
(non-primary motor cortex) known as the supplementary motor area (SMA) or premotor cortex
(PMc) are thought to be associated with movement. In the process of generating voluntary
movements in the brain, the non-primary motor areas play an important role by activating in the
preliminary stage of the final output from the primary motor area, in association with the
thalamus and basal ganglia, while also receiving sensory input and other modifications. However,
it is difficult to measure neural activity in non-primary motor areas with spontaneous EEG, and
it has not yet been shown that they may contribute to the construction of a generalized model of
BCI. Therefore, the conventional BCI is designed to be controlled by the neural activity of the most
downstream, primary motor area, and generally cannot utilize the neural signals from its
upstream processes. If it is possible to construct a BCI that utilizes signals derived from non-
primary motor areas, it may lead to a solution to the problem of BCI described above. Therefore,
the purpose of this dissertation was to verify whether the activity in non-primary motor areas
during movement is reflected in the spontaneous EEG, and to develop a generalizable BCI in
terms of accuracy by using the EEG around non-primary motor areas, in order to contribute to
improving therapeutic effect in the future.

In Chapter 1, the methods for measuring human brain activity during movement were
outlined, including changes in the amplitude of the EEG called ERD that appears on the scalp

near SM1 and the gating effect of somatosensory evoked potentials (SEPs) attenuated during
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movement. CNN and deep learning related techniques used for BCI were also outlined.

In Chapter 2, it was identified which SEPs components were associated with ERD. A
significant correlation was found between ERD and the gating of the N30 component of SEPs
during motor execution and imagery. This revealed that the non-primary motor areas, the origin
of the N30 component, are involved in ERD around SM1.

In addition, an additional study of Chapter 2, the indices change of motor related brain
activity were investigated by modulating the cortical excitability with repetitive transcranial
magnetic stimulation (TMS). Low frequency rTMS is known as an application that cortical
excitability is suppressed after the stimulation. The area of stimulation was PMc in the non-
primary motor areas which were closely associated with the correlation between ERD and the
gating of SEPs during movement in Chapter 2. After rTMS, not only ERD, but also the gating of
SEPs N30 and cortico-cortical spontaneous EEG changes evaluated by Granger causality which
meant time varying causal relationship from SMA to PMc or/and SM1 was significantly
attenuated.

In Chapter 3, a generalizable BCI model was developed by also taking the EEG around
non-primary motor areas as input. The model was trained and cross-validated using a dataset of
109 healthy participants in a cross-subject. The model was multilayered by inserting a residual
network into EEGNet based on CNN. The results of the validation confirmed that the
generalization performance of the model was higher than that of the conventional model. In
addition, model visualization using Grad-CAM confirmed that the non-primary motor areas
contributed significantly to the improvement of generalization performance.

As an additional study in Chapter 3, it was confirmed that high generalization
performance was obtained for unknown participants in motor imagery using a model that was
more multilayered than motor execution. Furthermore, since the accuracy of motor imagery is
generally lower than that of motor execution classification, the learning process was structed in
two stages. The method was devised to improve the accuracy by constructing a model with high
generalization performance in the first stage of training and then performing additional training
in the second stage. Here, binary cross-entropy function was applied as a loss function, assuming
the case that it is recommended to calibrate each participant using only the EEG during rest task,
for example, for medical applications. It was confirmed that the second stage learning also showed
performance improvement in classifying motor imagery. The visualization of the final model with
the two stages learning also confirmed the significant contribution of the non-primary motor
areas.

In Chapter 4, as a conclusion, the results of this dissertation are summarized, and the

significance and importance of this dissertation are described.




