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Abstract

Inter-user Distance (IUD) estimation and antenna beamforming are two important tech-

niques in Millimeter Wave (mmWave) massive Multiple-Input Multiple-Output (mMIMO)

communication systems. IUD estimation can be used for location-based services and an-

tenna beamforming can be used for improving the throughput of users. Therefore, they

are two key techniques in 5G to improve the quality of communication services for a

large number of users. The dissertation investigates the use of deep learning (DL)-based

methods to tackle two challenging tasks. The first is to improve the estimation accuracy

of the IUD. We propose a Deep Neural Network (DNN)-based method for estimating

IUD with the assistance of Super Resolution (SR). The second is to improve the qual-

ity of communication by antenna beamforming in the HAPS system. We propose two

novel Deep Reinforcement Learning (DRL) methods and an Equal Clustering (EC)-aided

Deep Q-Network (DQN) approach to reduce the number of low-throughput users. This

dissertation consists of 5 chapters.

In Chapter 1, we introduce the background of mmWave mMIMO communication

systems. We discuss two challenge topics: IUD estimation and antenna beamforming of

HAPS system. In Sec. 1.2 we present several existing works dealing with IUD estimation.

In Sec. 1.3, we focus on dynamic antenna control in the HAPS communication system

for improving the throughput of users. The relevant works will be presented as well. This

chapter also summarizes the scope and contribution of this dissertation.
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Chapter 2 tackles a challenging IUD estimation task that is very important to en-

hance the quality of communication and communication services. Using the conven-

tional geometry-based localization approaches and the conventional fingerprint-based ap-

proaches for IUD estimation needs the Line-of-Sight (LOS) scenario or huge overhead

to obtain the Channel State Information (CSI) of users. Thus, to overcome these limita-

tions, we propose a DL approach with a novel fingerprint to address this IUD estimation

problem. This novel fingerprint is easily obtained by beam sweeping and includes rich an-

gular information of both two users. Nonetheless, we investigate the possibility of using

a super-resolution network to reduce the involved beam sweeping overhead. We evaluate

the proposed DNN-based IUD estimation method by using original beam images of res-

olution 4 × 4, 8 × 8, and 16 × 16. Simulation results show that our method can achieve

an average distance estimation error equal to 0.13 m for a coverage area of 60 × 30 m2.

Moreover, our method outperforms the state-of-the-art IUD estimation methods that rely

on each user’s location information.

Chapters 3 and 4 focus on controlling the antenna beamforming in the HAPS com-

munication system to reduce the number of low-throughput users. Due to wind pressure,

HAPS is always subject to random rotation and shift. We need to constantly adjust the pa-

rameters of the antenna to prevent a reduction in user throughput. However, conventional

intelligent antenna control algorithms (e.g. evolutionary algorithms and reinforcement

learning algorithms) require significant time consumption to find the optimal solution in

the face of variable environments and high-dimensional search spaces. In reality, we need

to respond quickly to changes in the state of the HAPS due to the frequent and unpre-

dictable movements of the HAPS. Therefore, traditional methods are often prone to fall

into sub-optimal solutions in a limited amount of time.

To solve this problem, in Chapter 3, we first present the antenna beamforming prob-

lem as a Markov Decision Process (MDP) problem. To tackle this MDP problem, we

use three conventional RL-based approaches. Besides, we use an Evolutionary Algorithm

(EA) named Particle Swarm Optimization (PSO) to find the optimal antenna parame-

ters for reducing the number of low-throughput users. However, due to the huge search

x



space, these approaches are difficult to obtain the optimal solutions. Motivated by this,

we develop two novel DRL-based methods: MFDQN and DRLEA to search for the opti-

mal solution as much as possible in the limited number of training. MFDQN transforms

the multiple antenna array beamforming problem into a Mean Field Equilibrium (MFE)

problem to find solutions that reduce the number of low-throughput users. It uses multiple

DQN agents to control each antenna array in a HAPS separately instead of using only a

single DQN agent to control multiple antenna arrays to reduce the action search space

for each DQN agent. DRLEA is motivated by an evolutionary algorithm (EA) to over-

come the suboptimal solution problem in reinforcement learning when the search space

is huge. We do the simulation under four different user distribution scenarios and con-

sider both HAPS rotation and HAPS shift cases. The simulation results show that the

proposed MFDQN and DRLEA have better Cumulative Distribution Function (CDF) of

users’ throughput than that of conventional RL-based approaches and the PSO algorithm

under all the user distribution scenarios in the HAPS rotation case. In the HAPS shift

case, the proposed methods without retraining achieve a CDF of throughput performance

comparable to that of the conventional methods. Besides, we compare the convergence

between MFDQN and the conventional RL-based methods. The MFDQN shows that it

reduces the complexity of the interactions among agents and converges faster than the

conventional RL-based methods.

In Chapter 4, we decompose the problem of improving the throughput of low-throughput

users into improving the bandwidth and Signal to Interference plus Noise Ratio (SINR)

of users separately to reduce the complexity of each sub-problem. Our idea is to first

cluster users into several high-density clusters according to the number of antenna ar-

rays. Next, we design antenna parameters based on the geometric model to control beams

toward the center of each cluster and cover each cluster separately. We use a classical K-

Means clustering method and design an EC method for clustering users. Moreover, to get

a better throughput performance, we use DQN to fine-tune antenna parameters after de-

signing the antenna parameters according to the clustering result of using EC. Under the

same simulation settings in Chapter 3, the simulation results show that K-Means, EC, and

xi



EC-aided DQN are effective in improving the CDF performance of throughput over the

RL-based approach in HAPS with both rotation and shift scenarios. Besides, we evaluate

the clustering-based methods in a user movement scenario, we show that the clustering-

based approaches can still maintain a high CDF of throughput performance, while the

RL-based approach cannot.

Chapter 5 summarizes the thesis, highlighting its key points and contributions therein,

and suggesting possible applications of DL and DRL in more complex localization and

HAPS scenarios, to revisit the topic of DL and DRL techniques for localization and an-

tenna control in the future.
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Introduction
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This dissertation is concerned with the applications of deep learning (DL) and deep

reinforcement learning (DRL) to millimeter-wave (mmWave) Massive Multiple-Input

Multiple-Output (mMIMO) communication systems. The paper includes two topics. In

the first topic, we propose a DL-based approach to address the problem of challenging

inter-user Distance (IUD) estimation, as the location information of user equipment (UE)

plays an increasingly important role in fifth-generation (5G) mobile networks.

In the second topic, we discuss the antenna beamforming problem in the High Altitude

Platform Station (HAPS) system to reduce the number of low-throughput users caused by

HAPS movement. We consider both non-user location information-assisted and user lo-

cation information-assisted antenna control methods. We first implement four traditional

Computational Intelligence (CI) algorithms for addressing antenna control problems in

the HAPS system: Q-learning, fuzzy Q-learning, deep Q-learning (DQN), and Particle

Swarm Optimization (PSO),. Then, we propose two novel DRL-based methods: Mean

Field DQN (MFDQN) and DRL Evolutionary Algorithm (DRLEA). In addition, we con-

sider using the user’s location information to solve this problem. We implement the clas-

sical K-Means clustering algorithm for antenna beamforming and propose a novel Equal

Clustering-aided DQN approach.

1.1 Research Background

With the rapid growth of technologies such as mobile cloud, Internet of Things (IoT),

self-driving cars, and Ultra High Definition (UHD) 3D video, high data carrying capacity

and low latency are required for serving a huge number of UEs [1]. In order to meet the

demand for high quality communication services for large numbers of users, mmWave

mMIMO systems are explored for 5G networks which can provide high-capacity wireless

transmission of multi-gigabit-per-second (Gbps) data rates and significantly raise user

throughput [1, 2]. Because the high frequency (30 GHz to 300 GHz), mmWave can pro-

vide wide available spectrum resources to support the user requirements of massive data

throughput, high wireless bandwidth, super-fast speeds and ultra-low latency [3±9]. Due

2



to the high carrier frequency, there is a huge propagation loss in mmWave communica-

tions. Thus, mMIMO has become an essential technology to tackle the challenge prop-

agation loss problem, which also gives mmWave the ability to obtain high beamforming

gain, highly directional signals, narrow beams, and greater angular resolution [3,8,10,11].

Localization accuracy is greatly improved due to the highly directional signals and higher

angular resolution achieved using mmWave mMIMO technology, which helps to collect

accurate angular information such as angle of arrival (AoA), angle of departure (AoD) and

received signal strength information (RSSI) [11]. Thus, due to these characteristics, local-

ization become one of the key technologies in mmWave mMIMO systems that can greatly

improve the quality of location-based services. Location information can be used to opti-

mize the 5G network performance, for both indoor and outdoor environments. In indoor

environments, UEs location can help reconfigure the wireless links between UEs and Base

Stations (BS) to avoid obstacles like walls or other non-reflective surfaces, movement, and

mutual blockage among users [12]. Once we have the user position, we can intelligently

direct the mmWave beams to provide a reliable link for high data-rate communication.

Outdoor localization is more challenging than indoor localization. In the outdoor sce-

nario, the environmental noise interference is more complex compared to indoor scenes,

resulting in more difficult Channel State Information (CSI) estimation. Thus, using lo-

cation information-aided methods like location-aided or location-aware communications

to provide high throughput is a low-power-cost way. Based on the users’ location infor-

mation, the BS can directly generate the transmission beams by antenna beamforming to

users and also increase the coverage [13, 14].

Even though mmWave mMIMO systems can reduce the inter-cell interference by nar-

row beams and increase the communication by antenna array technique, due to the various

obstacles, the line-of-sight (LoS) propagation of mmWave is susceptible to link block-

ing [9, 15, 16]. To address the problem, HAPS is a way to provide the LoS link between

the ground BS and the blocked users. It is recognized as one of the hot topics for Be-

yond 5G (B5G) and 6G mobile communications [17±21]. As early as the 1990s, HAPS

began to be paid attention to and studied through numerous research perspectives [22].
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Compared with Geostationary Earth Orbit (GEO) satellites that are orbiting at a height

of about 36,000 km and Low Earth Orbit (LEO) satellites that are orbiting at a height

of about 1,200 km, HAPS operates at the stratosphere at heights between 20 and 50 km.

Therefore, the Round Trip Time (RTT) of HAPS is much faster than that of GEO and

LEO satellites. Furthermore, since HAPS is relatively close to the ground, the power

density is approximately one million times that of a GEO satellite and approximately ten

thousand times that of a LEO satellite, allowing HAPS to provide high-quality commu-

nication services to existing mobile devices [23]. In addition, compared to other systems

such as Starlink which operates at an altitude of 340 km to 550 km [24], HAPS is much

less expensive in terms of both the launch and the communication costs. Nonetheless, it

does not ªpolluteº the upper layers of the atmosphere with the space waste it creates.

With the rapid development of DRL techniques, DRL is widely used in various fields

including in 5G and B5G [25±27]. This is because ML technologies have strong appli-

cations in achieving learning from scenarios that are closer to humans. In 5G networks,

there are a large number of nodes (or UEs) that need to make a decision based on local

observation. Using the traditional centralized algorithms is infeasible because of the high

computational complexity and enormous cost [28]. However, DL and DRL can quickly

predict the right decisions based on the changes of local environments after being trained

with large amounts of historical data. Thus, DL and DRL can be used to solve lots of

challenges in 5G networks such as power allocation [29±31], localization [32±35], an-

tenna array controlling [36, 37], channel estimation [38±41], and beamforming [42±44],

etc.. F. B. Mismar et al. in [45] used Deep Q-Network (DQN) for online learning on

how to maximize the users’ signal-to-interference plus noise ratio (SINR) and sum-rate

capacity. The authors design a binary encoding for performing multiple relevant actions

at once in the DQN structure. A. Rkhami et al. in [46] used the DRL method to solve the

virtual network embedding problem (VNEP) in 5G and B5G. The authors considered that

the conventional DRL usually obtains the sub-optimal solutions of VNEP, which leads

to inefficient utilization of the resources and increases the cost of the allocation process.

Thus, they proposed a relational graph convolutional neural network (GCNN) combined
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with DRL to automatically learn how to improve the quality of VNEP heuristics. In [47],

the authors proposed a DL integrated RL which combined DL and RL. The DL is used

for preparing the optimized beamforming codebook and the RL is used for selecting the

best beam out of the optimized beamforming codebook based on the user movements.

1.2 Outdoor Inter-User Distance Estimation

With the rapid development of information globalization and the adoption of IoT devices,

many applications emerge that require centimeter-level precision localization, such as

autonomous driving, Advanced Driver Assistance Systems (ASADs), and user tracking,

etc.. In the recent three years, with the Covid-19 pandemic, newer and stricter require-

ments have been in demand for applications built on the idea of identifying one’s expo-

sure to other individuals carrying the virus. Covid-19 Contact Confirming Application

(COCOA) is a kind of smartphone app that enables users to detect nearby people who

were infected with the novel coronavirus. These applications need highly accurate lo-

cation information to detect the distance between self and other devices [11]. The rise

of 5G cellular networks shows that mmWave mMIMO provides exceptionally accurate

localization [48, 49]. In such a case, mmWave mMIMO has attracted the attention of the

research community and industry alike, for several reasons, including its high data rates,

energy efficiency, and low latency [50]. In particular, a major advantage that motivated us

to use mmWave mMIMO for this paper is its high spatial resolution and beam-directing

capability that can be used to pinpoint users very accurately [51]. While mMIMO sys-

tems are capable of high-resolution fingerprint extraction, creating a database including

all locations/UEs fingerprints is a heavy burden due to their relatively high storage and

matching overhead [52]. To solve these problems, deep neural networks (DNN) can ex-

tract features from the high-resolution fingerprints and match it to the users’ position

without high storage and high matching overhead. In [49, 53±57], the researchers have

studied the application of DNN for user localization. All of these works use channel state

information (CSI) as the fingerprint or need to extract the fingerprint from CSI. How-

ever, how to get the CSI with high accuracy and without high CSI estimation overhead
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is another problem that needs to be addressed. Localization techniques are also a good

option for determining IUDs. With the use of location techniques, users’ locations can

be determined up to pinpoint accuracy, at which point the distances between them (i.e.,

the users) can be calculated. On the other hand, the disadvantage of these systems is that

they depend on accurate location determination, which can be computationally expensive

or perhaps requires more than one BS to operate properly [48, 58]. The limitations stated

above motivate us to find a novel method to determine the IUD with high accuracy in the

communication environment with only one BS.

1.3 Dynamic Antenna Control for HAPS

In addition to IUD detection by using the user’s location information, another of its appli-

cations is to assist in improving the throughput of the HAPS communication system [59].

Due to wind pressure, it is difficult for HAPS to remain stationary. Thus, the degradation

of the users’ throughput and handovers to UEs’ end happened [60, 61] after the HAPS

coverage shifting. This kind of quasi-stationary state seriously impacts the performance

of the communication system [62]. To tackle this problem, reference [63, 64] researched

the problem of maximization of coverage through optimization of the parameters of the

HAPS antenna arrays, and proposed an optimized way to minimize both the coverage

gaps between cells and the excessive cell overlap. Florin et al. [65] analyzed the concen-

tric circular antenna array (CCAA) and proposed a Genetic Algorithm (GA) to minimize

the maximum side-lobe level (SLL). In [66], Sun et al. further developed the discrete

cuckoo search algorithm (IDCSA) used to reduce the maximum SLL under the constraint

of a particular half-power bandwidth. In [67], the PSO GA is used for reducing the SLL to

improve the carrier-to-interference ratio (CIR). However, in high-dimensional space, PSO

is easy to enter a local optimum, like other GAs, and the iterative process’ convergence

rate is low. In [68], Wada et al. proposed a reinforcement learning (RL) named Fuzzy

Q-learning method to dynamically control the antenna parameters based on the returned

received signal power at users. However, all the works consider the ideal uniform user

distribution and focus on the coverage or improving the received signal power at users. In
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Figure 1.1. The scope of this dissertation.

reference [59], the authors first considered using the users’ location information to assist

in improving the throughput performance. Compared with using an EA named PSO with-

out users’ location information aided, the proposed K-Means clustering-based method

effectively improves throughput performance. However, although this method can im-

prove the throughput performance, roughly clustering users and then directing beams to

each cluster does not achieve optimal throughput performance.

These limitations motivate us to develop a new method with high convergence and

better throughput performance. As mentioned in Sec. 1.1, DL and DRL are two po-

tential techniques to find the optimal solution in a complex environment. Thus, DL and

DRL-based approaches have been extensively investigated and will be introduced in the

following section.

1.4 Scope and Contributions of the Dissertation

1.4.1 Scope of the Dissertation

The mmWave mMIMO communication system covers a wide range of subtopics. This

dissertation will focus on applications of DL and DRL in mmWave mMIMO systems.

Fig. 1.1 shows our proposed approaches to address two key and potential techniques,

localization and HAPS, for mmWave mMIMO systems in this dissertation.
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Figure 1.2. The intelligent algorithms used in this dissertation.

Because there are many location-based service scenarios such as autonomous driv-

ing/ASADs, IUDs detection for COCOA, and user tracking, the localization technique is

one of the key techniques in 5G networks. In Chapter 2, we propose a DL-based approach

to solve the IUD detection problem. In general, we can get the distance between different

users based on users’ location information obtained by the D2D-based approaches [69±

72], fingerprint-based approaches [73±80], or geometry-based approach [81±86]. Com-

pared with D2D-based approaches and geometry-based approaches, fingerprint-based ap-

proaches can achieve higher localization accuracy under the non-Line-of-Sight (NLoS)

scenario. Thus, we study fingerprint-based localization approaches and introduce the pro-

posed DL-based methods in Chapter 2.

In Chapters 3 and 4, we solve an antenna beamforming problem in the HAPS com-

munication system to reduce the number of low-throughput users. In Chapter 3, We

implement several conventional computational intelligence (CI) algorithms and propose

two DRL-based approaches to design antenna arrays’ parameters and generate beams for

reducing the number of low-throughput users In Chapter 4, we consider utilizing users’

location information to assist in beam steering for improving users’ throughput. We use

the K-Means clustering algorithm to assist antenna beamforming and design an interest-

ing Equal Cluserting (EC)-aided DQN approach for antenna beamforming.
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Figure 1.3. An overview of this dissertation.

In Fig. 1.2, we show the relationship of used algorithms in this dissertation for IUD es-

timation and antenna beamforming in the HAPS system. This dissertation includes three

main kinds of CI algorithms: Evolutionary Computation Algorithm, Machine Learning

(ML), and Fuzzy System. For ML, it is a wide range of sub-topics. We mainly consider

three sub-algorithms of ML: DL, RL, and Clustering algorithm. In Chapter 2, we use two

DL methods, Super-Resolution (SR) and Deep Neural Network (DNN) to solve the IUD

detection problem. In Chapter 3, we implement three RL-related algorithms and an evolu-

tionary computation algorithm named PSO for antenna beamforming. Based on this, we

combine evolutionary computation algorithms and DRL to propose DRLEA. In addition,

we combine Mean Filed Game (MFG) theory and DRL to propose MFDQN. In Chapter

4, to utilize users’ location information, we use a classical K-Means clustering algorithm

to assist antenna arrays to generate beams toward and cover each cluster. Moreover, we

design a novel EC method that makes each cluster has the roughly same number of users.

After that, we design antenna parameters based on the geometry model and use the DQN

algorithm to fine-tune the antenna parameters to reduce the number of low-throughput

users.

1.4.2 Summary

The objective of this research is to develop advanced DL and DRL approaches for im-

proving the accuracy of IUD estimation and reducing the number of low-throughput users
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caused by the HAPS movement. To this end, this dissertation first investigates the DL-

based approach for solving the IUD estimation problem. Next, this dissertation imple-

ments several computational intelligent algorithms and proposes two novel DRL-based

approaches for reducing the number of low-throughput users in the HAPS communication

system. In addition, considering location information can effectively assist in providing

high throughput, we propose a K-Means clustering-based method and a novel EC-aided

DQN to reduce the number of low-throughput users.

Fig. 1.3 illustrates an overview of this dissertation. This dissertation consists of 5

chapters. Chapters 2, 3, and 4 contain, each, a particular problem statement, relevant

related work existing in the literature, ad description of the proposed methods to handle it

and an evaluation of its efficiency. In Chapter 1, we introduce the background of mmWave

mMIMO communication systems. We discuss two challenge topics: localization and

HAPS. In Sec. 1.2 we present several existing works dealing with IUD estimation, an

application of localization. In Sec. 1.3, we focus on dynamic antenna control in the

HAPS communication system for improving the throughput of users. The relevant works

will be presented as well. This chapter also summarizes the scope and contribution of this

dissertation.

Chapter 2 tackles a challenging localization task that is very important to enhance

the quality of communication and communication services. We use DL and propose a

novel fingerprint to address this problem. This novel fingerprint is easily obtained by

beam sweeping and includes rich angular information of both two users. Nonetheless,

we investigate the possibility of using a super-resolution network to reduce the involved

beam sweeping overhead. We evaluate the proposed DNN-based IUD estimation method

by using original beam images of resolution 4 × 4, 8 × 8, and 16 × 16. Simulation results

show that our method can achieve an average distance estimation error equal to 0.13 m

for a coverage area of 60 × 30 m2. Moreover, our method outperforms the state-of-the-art

IUD estimation methods that rely on each user’s location information.

Chapters 3 and 4 are focuses on the same task: antenna beamforming in the HAPS

communication system to reduce the number of low-throughput users. In Chapter 3, we
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first present the antenna beamforming problem as a Markov Decision Process (MDP)

problem. To tackle this MDP problem, we use three conventional RL-based approaches.

Besides, we use an Evolutionary Algorithm named PSO to find the optimal antenna pa-

rameters for reducing the number of low-throughput users. However, due to the huge

search space and different user distribution scenarios, these approaches are difficult to

obtain the optimal solutions. Motivated by this, we develop two novel DRL-based meth-

ods: MFDQN and DRLEA to search for the optimal solution as much as possible in the

limited number of training. We do the simulation under four different user distribution

scenarios and consider both HAPS rotation and HAPS shift cases. The simulation results

show that the proposed MFDQN and DRLEA have better CDF of users’ throughput than

that of conventional RL-based approaches and PSO algorithm under all the user distri-

bution scenarios in HAPS rotation case. In the HAPS shift case, the proposed methods

without retraining achieve a CDF of throughput performance comparable to that of the

conventional methods. Besides, we compare the convergence between MFDQN and the

conventional RL-based methods. The MFDQN shows that it reduces the complexity of

the interactions among agents and converges faster than the conventional RL-based meth-

ods.

In Chapter 4 we study user location information for assisting in tackling the antenna

beamforming problem. Our idea is to first cluster users into several high-density clusters

according to the number of antenna arrays. Next, we design antenna parameters based on

the geometric model to control beams toward the center of each cluster and cover each

cluster separately. We use a classical K-Means clustering method and design an interest-

ing EC method for clustering users. Moreover, to get a better throughput performance, we

use DQN to fine-tune antenna parameters after designing the antenna parameters accord-

ing to the clustering result of using EC. Under the same simulation settings in Chapter 3,

the simulation results show that K-Means, EC, and EC-aided DQN are effective in im-

proving the CDF performance of throughput over the RL-based approach in HAPS with

both rotation and shift scenarios. Besides, we evaluate the clustering-based methods in a
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user movement scenario, we show that the clustering-based approaches can still maintain

a high CDF of throughput performance, while the RL-based approach cannot.

Chapter 5 summarizes the thesis, highlighting its key points and contributions therein,

and suggesting possible applications of DL and DRL in more complex localization and

HAPS scenarios, to revisit the topic of DL and DRL techniques for localization and an-

tenna control in the future.

1.4.3 Contributions

This dissertation investigates the applications of DL and DRL in mmWave mMIMO sys-

tems. We use DL to tackle the IUD estimation problem and use DRL to tackle antenna

beamforming in the HAPS system. The contributions of this dissertation are summarized

in Tab. 1.1, Tab. 1.2, and Tab. 1.3.
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Table 1.1
Limitations of conventional fingerprint approaches and the contributions of Chapter 2.

Objective • IUD estimation.

Conventional

Fingerprint-

based Ap-

proaches

• A single-input and SISO FMCW radar architecture that integrates two

frequency scanning antennas is proposed [87].

• Positioning using a combination of measured path loss and AoA [88].

• An ADP is obtained from the CSI and using the DCNN to learn the

mapping between the ADP and the users’ location [53].

• An angle-delay channel amplitude matrix (ADCAM) is proposed as

fingerprint. The ADCAM has rich multipath information with clear

physical interpretation that can train DCNN easily [52].

• A classification-based localization method is proposed [89].

Conventional

Approaches

Limitations

• Only in the LoS scenarios [87].

• Needs multiple BS or anchor to obtain the multi-path angular infor-

mation [88].

• The accuracy deeply depends on the CSI measurement accuracy [52,

53, 89].

• Huge dataset is needed for training [52, 53, 89].

Contributions

of Chapter 2

• To improve the accuracy of the IUD estimation, we design a novel fin-

gerprint that includes two users’ location information instead of using

ADP or CSI as fingerprint which only includes the location informa-

tion of one user.

• We propose a novel beam energy image generated by beam sweeping

as the fingerprint. Compared with the conventional fingerprint-based

methods, such as using the CSI or the extracted ADP from CSI as the

fingerprint, the proposed fingerprint is deeply related to the horizontal

and vertical angles corresponding to the user.

• Using beam energy image generated by beam sweeping instead of

using CSI as a fingerprint can reduce the CSI estimation overhead.

• Compared with the conventional geometric methods which need mul-

tiple BSs for localization, the proposed method only needs one BS.

Besides, after training, the proposed method can also work on mobile

users.

• In general, generating a high-resolution beam energy image of a user

by beam sweeping involves relatively high time expenditure. In this

sense, we utilize a super-resolution technique to improve the low-

resolution beam energy images to higher resolution ones.
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Table 1.2
Limitations of conventional algorithms and the contributions of Chapter 3.

Objective • Controlling antenna parameters to reduce the number of low-

throughput users.

Conventional

Computational

Algorithms

• Q-learning [90]: A classical RL algorithm which record the state-

action value into Q-table for different states and actions. Thus, the

optimal can be searched from this Q-table.

• FuzzyQ-learning [68]: The variable states are controlled by the Fuzzy

sets, which allows multiple searches to be performed in one setup.

Compared with Q-learning, it can reduce the cost of the search.

• DQN [91]: Using DNN instead of Q-table to record and predict the

optimal action in a certain state.

• PSO [67]: A kind of evolutionary algorithm, iteratively trying to im-

prove many randomly generated particles (candidate solutions) to a

given measure of quality (optimal solution).

Limitations • Huge searching overhead [90].

• High convergence but low performance [68].

• Easily fall into sub-optimal solutions [68, 90, 91].

• It is difficult to search the optimal solution on a high-dimensional ac-

tion space [67].

Contributions

of Chapter 3

• We propose two novel DRL-based methods for reducing the number

of low-throughput users caused by the HAPS motion.

• To reduce the search space, we decompose the single agent in the

HAPS into multi-agent in each antenna array.

• We model the antenna parameters control problem into the stochastic

game to find the equilibrium to reduce the number of low-throughput

users. We use the MFDQN to learn the transition probability and

predict theQ-value to reduce the complexity of the interactions among

agents and improve the convergence rate.

• The proposed DRLEA combined the EA and DRL to avoid sub-

optimal solutions. We design a new loss function that includes not

only Q-value of the predicted optimal action, but also the historical

optimal solutions obtained from previous training.
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Table 1.3
Limitations of K-Means clustering algorithm and the contributions of Chapter 4.

Objective • Controlling antenna parameters to reduce the number of low-

throughput users.

Conventional

Clustering

method

• K-Means Clustering: iteratively searches the center point of each clus-

ter to make it has high density.

Conventional

Approaches

Limitations

• The computational complexity deeply relates to the number of data.

• It cannot guarantee that the number of data in each cluster is equal.

Contributions

of Chapter 4

• We design a clustering method that clusters users into several clusters

of the same size and high density with low computational complexity.

• Under the user movement scenario, the proposed clustering-based

methods show a better Cumulative Distribution Function (CDF) of

throughput performance than other learning-based methods.
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Chapter 2

DNN and SR for Inter-User Distance

Estimation
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2.1 Introduction

With the advances and development in cellular network technology as well as artificial

intelligence technology, several new apps have arisen, some of which are very reliant on

the accuracy of the users’ position estimation [92,93]. It still is a challenge to find a robust

solution to achieve the needed degree of precision in environments with rough multi-path

channel conditions. The most common approach to localizing multipath channels relies

on sensing technology that mitigates multipath effects [94] or fuses multiple sources of

information [95].

2.1.1 Background

More recently, with the outbreak of the COVID-19 pandemic, there is an increased de-

mand for applications that can identify a person’s exposure to others who may be carrying

the virus. COVID-19 Contact Confirming Application (COCOA) is a kind of smartphone

app that enables users to detect nearby people who were infected with the novel coron-

avirus. This app uses Bluetooth to connect with other users’ smartphones directly. If a

user is infected, the COCOA in his smartphone will send the notifications to other users’

devices. However, this kind of Device-to-Device (D2D) communication needs the user

to permit to allow other devices to connect to his/her device. If someone does not give

such permission, he cannot send a COVID-19 alert notification to other users or receive

the alert from others. In this sense, D2D communication alone is not enough. As such,

an efficient localization method is needed. The base station (BS) can use the localization

technique to know all users’ locations. When someone is infected, the BS can send notifi-

cations to nearby users. A more interesting task would be collocation identification. Col-

location (also referred to as co-location) refers to the task of identifying users or groups

of users within a certain range from one another and estimating the distance between

them. This technology, up to very recently, relies on one of two main ideas that location

detection techniques similar to the ones mentioned previously or exploiting the limited

range wireless connections such as Bluetooth [96] and WiFi. However, the latter set of

techniques (i.e., Bluetooth and WiFi-based techniques) may have some drawbacks [97],
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such as limited coverage, efficiency, and availability. Besides, there are some radar-based

solutions for multi-user distance estimation [87, 98]. M. Mercuri et al. [87] proposed a

single-input and single-output (SISO) frequency-modulated continuous wave (FMCW)

radar architecture. The radar sensor integrates two frequency scanning antennas. Their

method demonstrates that it is possible to successfully locate the human volunteers, at

different absolute distances and orientations. However, in the outdoor scenario, detecting

the user distance under the interference of many signals, noise, and obstacles between the

users and the sensors is a challenge. In that sense, the former family of approaches (i.e.,

the use of cellular network-based localization) has more promise. For instance, the use of

uni-directional signals brings promise to improve the methods of cellular network-based

localization, which could lead to a better co-location identification. Several studies in the

last few decades proposed the use of cellular networks for outdoor localization. Despite

the positive results obtained using 4G Long Term Evolution (LTE) networks [99], the na-

ture of 4G signal propagation makes it difficult to develop a highly accurate positioning

system. MmWave signals have a high temporal resolution due to their propagation char-

acteristics, making precise positioning possible. Therefore, recent works have proposed

exploiting the mmWave signal of the 5G of mobile connectivity in applications related to

positioning and localization [88, 100±115].

The rise of 5G cellular networks shows that mmWave mMIMO provides exceptionally

accurate localization [48, 49]. In such a case, mmWave massive MIMO has attracted the

attention of the research community and industry alike, for several reasons, including its

high data rates, energy efficiency, and low latency [50]. In particular, a major advantage

that motivated us to use mmWave massive MIMO for this Chapter is its high spatial

resolution and beam-directing capability that can be used to pinpoint users very accurately

[51]. While massive MIMO-OFDM systems are capable of high-resolution fingerprint

extraction, creating a database including all locations/UEs fingerprints is a heavy burden

due to their relatively high storage and matching overhead [52]. To solve these problems,

deep neural networks (DNN) can extract features from the high-resolution fingerprints

and match it to the users’ position without high storage and high matching overhead.
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In [49, 53±57], the researchers have studied the application of DNN for user localization.

All of these works use channel state information (CSI) as the fingerprint or need to extract

the fingerprint from CSI. However, how to get the CSI with high accuracy and without

high CSI estimation overhead is another problem that needs to be addressed. Localization

techniques are also a good option for determining inter-user Distances (IUDs). With the

use of location techniques, users’ locations can be determined up to pinpoint accuracy,

at which point the distances between them (i.e., the users) can be calculated. On the

other hand, the disadvantage of these systems is that they depend on accurate location

determination, which can be computationally expensive or perhaps requires more than one

BS to operate properly [48, 58]. The limitations stated above motivate us to find a novel

method to determine the IUD with high accuracy in the communication environment with

only one BS.

2.1.2 Related Work

In 5G mmWave networks, there are some technologies of user localization. The first

kind of technique predicts the users’ location by using the estimated Time of Arrival

(ToA) [58, 116, 117], Angle of Arrival (AoA) [48, 88, 118±121]. For instance, the au-

thors in [88] achieved the localization error in the range from 0.16 m to 3.25 m by using

data fusion and machine learning to estimate the ToA and AoA at users. In [58], Abu-

Shaban et al. investigated 3D and 2D Line-of-Sight (LoS) localization situations and

provided closed-form formulations for Position Error Bound (PEB) and Orientation Error

Bound (OEB). The second kind of technique designs fingerprints using for localization

[52, 53, 56, 57, 89, 122±127]. In [56], Gante et al. developed a neural network architecture

using the beamformed fingerprint for users localization. A short sequence of Convolu-

tional Neural Networks (CNN) that achieves an average estimation inaccuracy of 1.78 m

is proposed by them using for actual outdoor scenarios with primarily Non-Line-of-Sight

(NLoS) locations. Savic et al. in [57] used received signal strengths as fingerprints for

accurate users location estimation. Besides, they also gave a Gaussian process regression-

based solution for fingerprint-based localization. Deep learning based technique was also

20



studied for solving localization problem [49, 53±55]. In [53], to improve the localization

accuracy, they propose a Deep Convolutional Neural Network (DCNN) trained by Angle

Delay Profiles (ADPs) as fingerprints.

When it comes to 5G mmWave cellular networks, IUD estimation has received little

attention in the literature. This is most likely since it can be calculated very easily from a

precise localization (if achieved). IUD estimation means detecting the distance between

the users to obtain users’ locations whose in a certain range from one another. This IUD

estimation technique can be used in wide kinds of scenarios. In the case of the COVID-19

pandemic, for example, it is feasible to determine who has been exposed to viral carriers

over lengthy periods of time.

Bluetooth and WiFi are the most common technologies used for identifying users in

proximity of one another [128±135]. However, such approaches require all the users to

connect to the same WiFi hotspot or allow mutual Bluetooth connection to their devices

so that location information is shared, thus identifying the exposure to the virus is pos-

sible. Besides, in the outdoor scenario, noise and other interference cause the position

estimation accuracy cannot be very high. Thus, the goal of this study is to employ 5G

mmWave networks instead, to estimate IUD more accurately by utilizing a unique finger-

print type. The BS can collect the potential virus carrier’s location information and notify

other users nearby. We summarize the existing works in Table 2.1. In the next section, we

will go through this in more depth.

2.1.3 Motivations and Contributions

Our goal is to utilize a single BS to estimate the distance between each pair of distinct

users, allowing us to identify users who were close to one another. By beam sweeping, we

obtain the difference between the beam energy images of two users as fingerprints instead

of using the CSI or ADPs in this study. Then, to estimate the distance between each pair

of users, we offer a unique IUD estimation technique based on deep learning.

To verify the robustness of our proposed method, we evaluate it after training in a new

environment. We run the simulations on a new environment characterized by a different
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Table 2.1. The summary of the existing works

Authors Scenario Method and Advantages Limitations

Mercuri et al. [87] Indoors A single-input and SISO

FMCW radar architecture

that integrates two fre-

quency scanning antennas

is proposed. The use of

dual-frequency scanning

FMCW radar allows for

high localization accuracy

and differentiation between

people and objects.

This method is valid only in

the LoS scenario.

Kanhere et al. [88] Indoors Positioning using a com-

bination of measured path

loss and AoA. The method

achieves high positioning ac-

curacy.

The accuracy of positioning

depends on the measurement

accuracy.

Vieira et al. [53] Outdoors An ADP is obtained from the

CSI and using the DCNN to

learn the mapping between

the ADP and the users’ lo-

cation. The authors were

the first to use CNN for

user localization and the au-

thors using moderately deep

CNNs can achieve fractional-

wavelength positioning accu-

racies.

They extracted the ADP from

the measured CSI. Thus, the

accuracy of this method de-

pends on the measurement

accuracy.

Sun et al. [52] Outdoors An angle-delay channel am-

plitude matrix (ADCAM) is

proposed as fingerprint. The

ADCAM has rich multipath

information with clear phys-

ical interpretation that can

train DCNN easily.

Sun et al. [89] Outdoors A classification-based local-

ization method is proposed.

This method needs to know

the CSI. Besides, this method

needs a large storage over-

head to save training data.
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number and different locations of buildings. In the new environment, the trained model

is expected to drop in the performance of IUD estimation. We analyze how much ground

truth data are required to be collected for the trained model to be fine-tuned effectively in

the new environment. We also study how many epochs the model is fine-tuned to achieve

a distance estimation performance close to that of the model in the original environment.

We identify the correlation between the fingerprint and the distance between distinct users

in our technique, which reduces the estimation error significantly. Furthermore, because

our technique does not rely on the individual fingerprints of individual users, but rather on

how distinct they are from each other, it is more resilient to changes in the environment

(for example, a change in BS). We also create a super-resolution neural network that can

produce high-resolution beam energy pictures from low-resolution ones.

The network is trained by feeding the network with actual down-sampled low-resolution

images along with their real high-resolution counterparts. Through training, the network

learns how to recreate the high-resolution images from low-resolution ones. The main

contributions of this Chapter are summarized as follows:

• To improve the accuracy of the IUD estimation, we design a novel fingerprint that

includes two users’ location information instead of using ADP or CSI as fingerprint

which only includes the location information of one user.

• We propose a novel beam energy image generated by beam sweeping as the fin-

gerprint. Compared with the conventional fingerprint-based methods, such as using

the CSI or the extracted ADP from CSI as the fingerprint, the proposed fingerprint

is deeply related to the horizontal and vertical angles corresponding to the user.

• Using beam energy image generated by beam sweeping instead of using CSI as a

fingerprint can reduce the CSI estimation overhead.

• Compared with the conventional geometric methods which need multiple BSs for

localization, the proposed method only needs one BS. Besides, after training, the

proposed method can also work on mobile users.
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• In general, generating a high-resolution beam energy image of a user by beam

sweeping involves relatively high time expenditure. In this sense, we utilize a super-

resolution technique to improve the low-resolution beam energy images to higher

resolution ones.

The rest of the Chapter is organized as follows. Section 2.2 explains the system model

and the channel model. We present in Section 2.3 the proposed method. The simulation

results are shown and discussed in section 2.4. Finally, the Conclusion is shown in Section

2.5.

2.2 System Model

2.2.1 Channel Model

We consider a mmWave communication system with only one RF chain as shown in Fig.

2.1 where one BS serves K users. In this system, the BS is equipped with a Uniform

Planer Array (UPA) and the users are equipped, each, with a single antenna. The received

signal of the k-th user rk is written as follows [132]:

rk =
√

P hk wk
RF sk + nk, (2.1)

where P is the transmit power, sk is the transmitted signal of the k-th user, wk
RF
∈ W

is the analog beamformer of the k-th user. Let W be the Discrete Fourier Transform

(DFT)-based codebook for the UPA-based transmitter. W is used to apply an analog

beamformer to create beams of the signal. nk ∼ CN
(

0, σ2
k

)

is an additive white Gaus-

sian noise (AWGN) with zero mean and variance σ2
k

of the k-th user. Furthermore, the

mmWave mMIMO channel hk ∈ CNt between the BS and the k-th user can be modeled

by [132]:

hk =

√

Nt

L

L
∑

ℓ=1

αℓa(φ, ϕ), (2.2)

in which L denotes the total number of paths, φ and ϕ denote the horizontal and vertical

angles, respectively. αℓ denotes the complex path gain of the ℓ-th path. Nt = Nv × Nh
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Figure 2.1. Illustration of a multi-user mmWave mMIMO system model.

corresponds to the number of transmit antennas at BS, here Nv and Nh denote the number

of antennas along the vertical and horizontal, respectively. a(φ, ϕ) = av(ϕ) ⊗ ah(φ, ϕ)

denotes the steering vector, where av(ϕ) and ah(φ, ϕ) denote the steering vector over the

horizontal axis and the vertical axis, respectively. Herein, αℓ can be expressed as follows

[136]:

αℓ =
λ · g
4πdℓp

√

Nt · e
−2 jπdℓp

λ , (2.3)

where g is the complex reflection gain, dp is the path distance, and λ is the wavelength.

The vertical and horizontal axes’ steering vectors can be expressed as follows [132]:

av(ϕ) = [1, e− j2πd cos(ϕ)/λ, · · · ,− j2π(Nv−1)d cos(ϕ)/λ ]T , (2.4)

ah(φ, ϕ) =[1, e− j2πd sin(ϕ) sin(φ)/λ, · · · ,

e− j2π(Nh−1)d sin(ϕ) sin(φ)/λ]T ,

(2.5)

where d is the distance between the consecutive antennas in both vertical and horizontal

directions.
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2.2.2 Beam Sweeping

Here we introduce a beam sweeping method based on the predefined beams in the code-

book. In Fig. 2.2, we divide the coverage into Nb = nv
b
× nh

b
sub-areas, where nv

b
and

nh
b

denote the number of beams at the vertical axis and horizontal axis, respectively, and

perform beam sweeping for different areas. When sweeping, unlike producing beams

devoted to certain users, the beams are uniformly broadcasted to predetermined places

rather than being directed to specific users. The set of the analog beamformers at the n-th

region is represented by the matrix Wn given as follows [132]:

Wn = [wv
1,n ⊗ wh

1,n, · · · ,wv
K,n ⊗ wh

K,n], n ∈ {1, · · · ,Nb}, (2.6)

where wv
k,n

and wh
k,n

are the weights on antenna elements along the vertical and horizontal

directions, respectively. Our system assumes that the BS sweeps the generated beams

first by broadcasting them in time slots. In other words, the BS broadcasts a signal with

multiple beamformers to cover different locations for a certain number of time slots, as

illustrated in Fig. 2.2. The user measures the signals during the sweeping phase and sends

the results to the BS through the mmWave control channel. We utilize the data to create

a fingerprint that enables precise geographical location and co-location estimates in our

research.

2.2.3 Problem Description

In the context of the system described above, we assume a number of K users that are

within the coverage area of a specific BS. Throughout this work, we aim to achieve an

objective that identifies the IUD. Similar to localization, the estimation of the distance

between users relies on the beam energy images. However, it is achieved by comparing

images of different users. We will demonstrate throughout this work that, despite being

similar, our approach achieves much better performance in IUD estimation than user lo-

calization. In our system, the beam codebook is defined as the set of beams (also known as

ªcodewordsº) that are evenly disseminated in the downlink by the BS’s UPA. We assume
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Figure 2.2. An example of beam sweeping to cover different regions in space.

that the UPA sweeps the beams in a common channel at consecutive times lots. Each

user records the Received Signal Strength Indicator (RSSI) of the received beams as m
(x,y)

k

for x ∈ {0, · · · ,Nb} and y ∈ {0, · · · ,Nb} [121, 127, 137, 138]. The measured RSSI values,

formatted in a matrix, could be seen as an image, which we refer to as the beam energy

image. Each image generated by a user is used as a fingerprint for its location which a

neural network will use to estimate the location relative to the BS.

About our tasks, we show in this work the limitations of such a method in general in

estimating the locations of the users, and its higher potential in estimating the distance

between each pair of them. However, to briefly introduce the intuition behind it, we

summarize in the following the main reasons. To begin with, the fingerprint of a given

location is very dependent on the channel state and varies over time. Therefore, small

changes in the channel and environment (e.g., level of noise, reflections, etc.) lead to

inaccuracies in the location estimation. This change does not affect the IUD measurement,

as the estimation is based on the difference between images generated at the same time

rather than the images themselves. Therefore, instead of relying on location detection

(which is a well-studied task) to measure the IUD, we aim at directly tackling this task
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(i.e., IUD estimation) using the differences in generated images by different users. The

distance estimation problem could be expressed as a non-linear function of fingerprint

images. Similarly, the distance between users might be represented as a non-linear and

non-transitive function of the difference in the beam energy images created by various

users. In other words, we formulate the problem as a mapping between the difference in

beam energy images and the distance between any two users.

2.3 The IUD Estimation Approach

2.3.1 The Conventional User Localization Based IUD Estimation

Conventionally, to estimate the distance between two users, we need to first predict the

location of the two users. Following are some works using the fingerprint-based method

for user localization [52,53]. Vieira et al. [53] proposed a fingerprint-based user localiza-

tion method. They used the measured channel snapshots of each user as fingerprints and

trained the DCNN to predict users’ location in the massive MIMO system. Based on the

DCNN-based method [53], Sun et al. [52] proposed a new type of fingerprint which they

used for user localization in the massive MIMO system. Different from [53] which used

the channel snapshots represented in the sparse domain as fingerprint, they proposed a fin-

gerprint extraction method to extract the ADP from CSI as the fingerprint. Besides, they

also propose a fingerprint compression method and clustering algorithm to reduce storage

overhead and matching complexity. For the user localization problem, these methods can

achieve high accuracy in estimating users’ location. As shown in Fig. 2.3, we suppose

that the estimation error of the user m and the user n are em and en, respectively. Thus, the

IUD estimation error 0 ≤ e ≤ em+en. However, if we can train a DNN for IUD estimation

with the estimation error em or en, the estimation error can go up to max(em, en) ≤ (em+en).

Obviously, using user localization for IUD estimation is not the optimal solution.
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Figure 2.3. IUD estimation error of the conventional localization-based method.

2.3.2 The Proposed DNN-based IUD Estimations

For the above reasons, to improve the estimation accuracy of the distance between each

pair of users, we develop a CNN to estimate the distance directly. In Fig. 2.4, we show a

flowchart of the overall proposed method. As shown in the flowchart, given two users k

and l, these users report the RSSI for the received beams. The BS then uses the reported

RSSI values to generate two images, one for each user, and then measures the difference

between them as we will describe below. Using models trained offline, the image is either

enhanced or used as it is to do a non-linear regression allowing for measuring the distance

between k and l. We use the beam energy difference image of each pair of users as input

instead of the beam energy image of each user. The output of the proposed CNN is the

estimated distance between each pair of users. Given two users k and l, we denote by Mk

and Ml their respective generated power matrices/images.

Mk = [m
(x,y)

k
], (2.7)

where x, ∈ {1, · · · nh
b
} and y, ∈ {1, · · · nv

b
}. As stated in the previous section, we refer to

the number of beams as Nb and we denote nb =
√

Nb. We define the difference matrix
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Figure 2.4. A flowchart of the proposed method for IUD estimation.
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. (2.8)

Hereafter, we will employ a much simpler notation for the above matrix:

Dk,l = |Mk −Ml|. (2.9)

In Fig. 2.5, we offer an example of difference matrix visualization. The resultant

matrix (the rightmost one) is sent into the neural network, which calculates the distance

between the two users whose RSSI matrices are given in the leftmost part of the figure.
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Figure 2.5. An example of visualization of the difference matrix.

Fig. 2.6 shows the neural network we used for distance estimation: As previously

indicated, the input is the matrix Dk,l representing the difference between the RSSI of the

k-th user and l-th user for the different beams of a given granularity level. The neural

network is made up of four convolution layers, each with a filter size of three times three,

and a max-pooling layer with a size of 2 × 2. 128 filters, 256 filters, 256 filters, and

128 filters are used in the convolution layers, correspondingly. The max-pooling layer is

followed by four completely linked layers of 128, 512, 256, and 64 neurons, respectively.

Rectified Linear Unit is the activation mode for all of the aforementioned layers (ReLU).

The network’s last layer is a dense layer with a single neuron and linear activation. This

is since this neuron’s job is to assess the distance between users. The MSE between the

actual distance between users (ground truth) and the anticipated distance (prediction) is

used to train the network as the loss function that the network is designed to reduce. Here,

given a batch b, with a batch size S b, the loss function of the neural network is defined as:

MSE(X(b), y(b), F) =
1

S b

S b
∑

i=1

||ŷ(b)

i
(F) − y

(b)

i
||2, (2.10)

where X(b) is the set of the difference matrix Dk,l, y(b) is the ground truth distance between

each pair of users, and ŷ
(b)

i
(F) is the estimated distance between the users by the proposed

DNN network, where F denotes the weights of each layer of the proposed network. The

above-mentioned network is designed to contain as few layers and parameters as feasible

while yet working adequately. The performance of shallower networks suffers noticeably

(MSE of the estimated distance), while the performance of deeper networks does not sig-

nificantly increase over the suggested architecture. Because the network’s technological
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Figure 2.6. The architecture of the neural network used for distance estimation.

implementation (using Keras) necessitates defining the input shape (4 × 4 or 8 × 8), mul-

tiple networks were created. However, for clarity, we will refer to all of these network

instances as if they were one.

2.3.3 Super-Resolution for High-Resolution Fingerprint Generation

As previously stated, the received power from uniformly distributed broad beams may be

seen as pictures of various resolutions: 4 × 4 wide-beam received powers can be regarded

as low-resolution 4 × 4 images, and 8 × 8 narrow-beam received powers can be regarded

as higher resolution 8 × 8 images. The goal of super-resolution is to recover (or pro-

duce) high-resolution pictures from low-resolution ones in general. When applied to our

approach, the ability to produce correct 8 × 8 beam images from 4 × 4 beam images en-

ables the use of narrow beams to yield accurate fingerprints with co-localization accuracy

comparable to that of broad beams. In our research, we used deep learning to implement

a supervised approach to super-resolution. It’s worth noting that we experimented with

many neural network designs throughout our early trials. However, because the outcomes

of these networks were so similar, we will focus on the network that produced the great-

est results, which is shown in Fig. 2.7. The neural network consists of one convolution
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Figure 2.7. Architecture of the super-resolution neural network used.

layer with four filters, a Sub-pixel convolution layer, and an up-sampling layer, which is

followed by two convolution layers with 40 filters each. The output of the second layer is

flattened and linked to three dense layers of 128, 256, and 128 neurons in succession. All

of the layers above have Rectified Linear Unit as their activation (ReLU). After that, batch

normalization is applied, followed by a dense layer with a linear activation and a number

of filters equal to the predicted output’s number of pixels. The picture is supposed to be

upscaled to 8 × 8 for 4 × 4 input photos. As a result, the number of neurons in the last

dense layer is set to 64.

Because we’re employing a supervised technique, we’ll need a training set to teach

the network how to build high-resolution pictures from low-resolution ones. To train the

network, we employ the Mean Squared Error (MSE) as a loss function. Given a batch b

with a size S b, the MSE is defined as follows:

MSE(X(b), y(b), θ) =
1

S b

S b
∑

i=1

||ŷ(b)

i
(θ) − y

(b)

i
||2, (2.11)

y
(b)

i
and ŷ

(b)

i
(θ) represent the ground truth high-resolution beam-quality image and the

image rebuilt using the network function θ, respectively.
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2.4 Experimental Results

2.4.1 Experiment Specifications

We run our experiments with collected data using Wireless Insite [139]. The channel

model has been introduced in Sec. 2.2. We generate 2 groups of datasets with different

environments. The part of the first group is used for training, and the remainder of the

first group and the second group are used for testing. The simulation parameters’ spec-

ifications are shown in Table 2.2. Keras and TensorFlow are used in all of our neural

network implementations (for non-standard layers). To find suitable hyperparameters for

the proposed DNN and super-resolution networks, we first try a learning rate of 0.1, the

number of epochs of 10,000, and a batch size of 64. Upon obtaining a rough idea about

the estimated accuracy and training time, we decided to use a smaller learning rate (i.e.,

a learning rate equal to 0.001), a smaller number of epochs (i.e., 1000 epochs), and a

smaller batch size (i.e., a batch size equal to 32).

Table 2.2. The Simulations Parameter Settings.

Parameter description Value

Carrier frequency 60 GHz

# Antennas at the BS (Nv × Nh) 8 × 8

# Number of beams Nb 16 × 16/8 × 8/4 × 4

user spread area 60 × 30 m2

Height of BS 10 m

Total downlink power P 30 dBm

Signal to interference power ratio 10 dB

Number of paths L 25

Reflection gain g −6 dB

Noise figure F 9.5 dB
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2.4.2 Evaluation Metrics

Throughout the rest of this section, we will evaluate our proposed approach using different

metrics. Therefore, we define and explain here each of these metrics.

Super Resolution To evaluate the super-resolution neural network, we use the same

loss function which we defined in Equation (2.11) which refers to an average of the MSE

between the predicted pixel values and their real values. We show the average loss per

epoch, which reflects how far the generated image is from the ground truth at each epoch.

IUD Estimation We evaluate our approach for IUD estimation by estimating the error

between the actual distance and the one reported by the neural network. In other words,

given two users k and l, we refer to the real distance between them as d(k, l), and the

distance estimated by the neural network as d̂(k, l). The estimation error of the distance

between the 2 users edist(k, l) is:

edist(k, l) =

√

(d(k, l) − d̂(k, l))2. (2.12)

Again, for visualization, we plot the CDF of edist.

2.4.3 The Training Design of the Proposed Super-Resolution Approach

The loss in terms of MSE during the training phase of the super-resolution neural net-

work is depicted in Fig. 2.8. The neural network was still converging after 10 K epochs

of training, and no over-fitting was observed: both the training and validation loss reduced

constantly, indicating that training the network for more epochs can lead to higher perfor-

mance. However, we stopped training at 10 K epochs and determined that the network

had converged sufficiently for its output useful for our work. On the training set, the loss

was 3.7 × 10−4, and on the validation set, it was 3.8 × 10−4. We will compare the results

of distance estimation with and without super-resolution in the following sub-section to

emphasize and genuinely assess the effectiveness of such procedures. However, as previ-

ously noted, various super-resolution neural network algorithms have been explored, and
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the results are not far behind. This means that, regardless of the technology utilized to

accomplish super-resolution, one can expect a performance improvement when compared

to low-resolution photos.
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Figure 2.8. Training and validation loss during the training phase of the super-resolution neural

network.

2.4.4 Distance Estimation

The results of CDF of the distance error utilizing the different approaches we presented

are shown in Fig. 2.9 and Fig. 2.10. The CDF of the distance error while utilizing 4 × 4

photos is shown in green. The consequences of adding super-resolution to the original 4

× 4 photos to upscale them to 8 × 8 are shown in particular by a dotted line. The CDF of

the distance error when utilizing 8 × 8 pictures is shown in light blue. The consequences

of adding super-resolution to the original 8 × 8 photos to upscale them to 16 × 16 are

shown in particular by a dotted line. The CDF of the distance error while utilizing 16 ×

16 pictures is shown in blue. We compared the proposed method with the DCNN location

estimation method [53], the Regression-based method [89], and the Classification-based

method [52]. The simulation results show that the proposed method has a significant

improvement in the reduction of the IUD estimation error. As mentioned before, [52,
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Figure 2.9. CDF of the distance estimation error for different transmit antennas configurations.

53, 89] extract the ADP from CSI as the fingerprint. However, we use beam scanning

to generate beam energy images that contain more angular and positional information

than ADP. Furthermore, we use the difference between the beam energy images of the

two users as the fingerprint, which simultaneously contains the location information of

the two users. Thus, our proposed method achieves a better inter-distance estimation

performance than the other methods.

In Table 2.3, we summarize the reported values of the error at CDF = 0.5 and CDF =

0.9 for ease of comparison. As we can observe, our proposed method outperforms the

conventional ones [52, 53, 89], even when using wide beams (i.e., 4 × 4 ones).

At CDF = 0.5, our proposed approach reaches an error equal to 0.093 m for images of

size 16 × 16, equal to 0.097 m for images of size 8 × 8, and equal to 0.160 m for images

of size 4 × 4. More interestingly, when we employ super-resolution to upscale the 8 × 8

and 4 × 4 images to 16 × 16 and 8 × 8, our proposed method reaches an error equal to

0.096 m and 0.101 m, respectively, at CDF = 0.5. On the other hand, at CDF = 0.5, the

best performance of the three conventional methods reaches an error equal to 0.280 m.
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Figure 2.10. A zoom on the CDF of the distance estimation error for different transmit antennas

configurations between CDF = 0.6 and CDF = 1.

Table 2.3
A Summary of the Distance Estimation Error at CDF = 0.5 and at CDF = 0.9.

CDF = 0.5 CDF = 0.9

DCNN 0.280 m 0.703 m

Classification 0.409 m 1.018 m

Regression 0.780 m 1.304 m

4 × 4 0.160 m 0.304 m

4 × 4 enhanced 0.101 m 0.231 m

8 × 8 0.097 m 0.205 m

8 × 8 enhanced 0.096 m 0.197 m

16 × 16 0.093 m 0.184 m
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Similarly, when measuring the error at CDF = 0.9, our proposed approach reaches

an error equal to 0.184 m for images of size 16 × 16, 0.205 m for images of size 8 × 8,

and 0.304 m for images of size 4 × 4, respectively. After applying super-resolution to

images of size 8 × 8 and images of size 4 × 4, the error decreases down to 0.231 m and

0.197 m, respectively. On the other hand, at CDF = 0.9, the best performance of the three

conventional methods reaches an error equal to 0.703 m at best.

As can be shown, despite falling behind when conducting location detection, the pro-

posed technique surpasses the standard one [52,53,89] in IUD estimates. This is because,

unlike the traditional method, which maps fingerprints to location, our system learns to

recognize the distance between users independent of where they are. Using such uncertain

data twice for the inter-user estimate, however, increases the estimation error when mea-

suring the position of individual users. It’s also worth noting that our strategy surpasses

the traditional one in another way: the traditional method trains on exactly N occurrences

given a set of N users in the training set, necessitating a high number of users for cor-

rect training. Our solution, on the other hand, will create a total of
N·(N−1)

2
instances for

training for the N users, necessitating the simulation tool to generate data for fewer users

to train the neural network effectively. We can observe that the narrower the beams are,

the higher the detection accuracy is with our proposed technique. However, a more sig-

nificant trend that we can see is that when the super-resolution approach is utilized, the

results are considerably improved. This demonstrates the value of this method in terms of

not only enhancing image quality but also refining distance estimates. Another advantage

of our proposed strategy is that it is less likely to suffer performance degradation as a

result of BS relocation. This is since it does not rely on the fingerprints themselves, but

rather on the differences between them for various users. However, our strategy neces-

sitates the training of two distinct networks: one for super-resolution and the other for

distance calculation. With regards to the use of the highest resolution (i.e., 16 × 16) in

particular, we can notice that, despite the improvement observed, this improvement is, in

some sense, not justifiable: the power consumption and the time required to perform the

beam sweeping are 4 times greater than when performing 8 × 8 sweeping, and 16 times
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greater than when performing 4 × 4 sweeping. Nonetheless, a similar increase in com-

putation complexity is seen when training the neural network and inferring it. Similarly,

applying super-resolution to 4 × 4 images has led to an improvement of over 50% and

31% in the error estimation at CDF = 0.5 and CDF = 0.9, respectively. However, after

applying super-resolution on 8 × 8 images, the improvement reaches only 1% and 4% in

the error estimation at CDF = 0.5 and CDF = 0.9, respectively, leading us to believe that

the computation cost might not be justifiable in this case.

2.4.5 Robustness Analysis

To verify the robustness of our proposed method, we evaluate it in a new environment.

Here, we run our simulations on an environment with different building structures on

Wireless Insite [139]. The difference in buildings locations and orientations leads to dif-

ferent reflections, thus the trained model is expected to drop in performance of IUD esti-

mation. However, rather than training the entire network from scratch, we fine-tune the

already built model (i.e., the one created in the first environment) on the new environment

using a limited number of users dispersed over its area, and using a limited number of

epochs. In other words, the objective of this subsection is to estimate how much ground

truth data are required, and how much should the model be re-trained to provide perfor-

mance close to the original one.

Fine-Tuning with Different Number of Users

As described above, since the model needs to be adjusted to fit the new environment, we

need to fine-tune it with some data collected from this new environment. However, it is

impractical to use the same number of users we used to first train the model. We need to

evaluate how many user locations are needed to perfectly fine-tune the model. Given the

different number of users (referred to as N i
user where i ∈ {20, 50, 100}) whose location is

known, we fine-tune the model using these data, and evaluate it on the entire region. The

model is fine-tuned for 100 epochs using these data.
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Figure 2.11. CDF of the distance estimation error on the new environment after fine-tuning the

model for 50 epochs with 20, 50, and 100 users.

The CDF of the distance estimation error on the new environment for N20
user, N50

user, and

N100
user is given in Fig. 2.11. Here, the red color refers to the fine-tuning of the model

built for 4 × 4 images, and there blue one refers to the fine-tuning of the model built

for 8 × 8 images. Nevertheless, the values at CDF = 0.5 and CDF = 0.9 are given in

Table 2.4. As can be seen, after training the model with only 50 users, we reach a decent

localization precision. For 4 × 4 images, the error reaches 0.284 m at CDF = 0.5, and

0.919 m at CDF = 0.9. This is not very far from the precision when using 100 users ’ data,

where the error reaches for the same values of CDF 0.266 m and 0.862 m, respectively.

The same behavior could be observed for images of size 8 × 8. When fine-tuning the

network using 50 users, the error at CDF = 0.5 is equal to 0.153 m, and that at CDF = 0.9

is equal to 0.497 m for images of size 4 × 4. When using images of size 8 × 8, the error

is equal to 0.142 m and 0.461 m, respectively.

Fine-Tuning with Different Number of Epochs

Here again, we need to identify the minimum number of epochs required to fine-tune the

model well enough to perform as well as the model in the original environment. Since we
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Table 2.4
A Summary of the Distance Estimation Error at CDF = 0.5 and at CDF = 0.9 on the new environment

using different number of users.

CDF = 0.5 CDF = 0.9

4 × 4 fine-tuned

[20 users]

0.873 m 2.828 m

4 × 4 fine-tuned

[50 users]

0.284 m 0.919 m

4 × 4 fine-tuned

[100 users]

0.266 m 0.862 m

8 × 8 fine-tuned

[20 users]

0.710 m 2.307 m

8 × 8 fine-tuned

[50 users]

0.153 m 0.497 m

8 × 8 fine-tuned

[100 users]

0.142 m 0.461 m

have concluded from the previous set of experiments that 50 users is enough to fine-tune

the model efficiently, we use this same number in our next set of experiments. Here, we

try the different number of epochs of training of the model to perform the overfitting. We

refer to the number of epochs as N i
epoch

where i ∈ {10, 50, 100}.

The CDF of the distance estimation error on the new environment for N10
epochs

, N50
epochs

,

and N100
epochs

is given in Fig. 2.12. Here, the red color refers to the CDF of the fine-tuning of

the model built for 4 × 4 images, and the blue one refers to the CDF of the fine-tuning of

the model built for 8 × 8 images. In addition, the values at CDF = 0.5 and CDF = 0.9 are

given in Table 2.5. Here, we can observe that after training the model for 10 epochs, the

performance of the model is very poor, both when using 4 × 4 images and 8 × 8 images.

In the case of 4 × 4 images, the error reaches 0.873 m at CDF = 0.5, and 2.826 m at

CDF = 0.9. In the case of 8 × 8 images, the error reaches 0.655 m at CDF = 0.5, and

2.129 m at CDF = 0.9.

The precision improves when training for more epochs. For instance, after training

the model for 50 epochs, and using images of size 4 × 4, the error at CDF = 0.5 and
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Figure 2.12. CDF of the distance estimation error on the new environment after fine-tuning the

model for 10, 50, and 100 epochs.

CDF = 0.9 reach 0.327 m and 1.060 m, respectively. Using images of size 8 × 8, these

values reach 0.218 m and 0.710 m, respectively. When using 100 epochs, the precision

improves even further: Using images of size 4 × 4, the error at CDF = 0.5 and CDF = 0.9

reach 0.284 m and 0.919 m, respectively. Using images of size 8 × 8, these values reach

0.153 m and 0.497 m, respectively

2.4.6 Complexity Analysis

To estimate the complexity of our proposed method, we use the total number of parame-

ters of the neural networks as an indicator. We have a set of convolutions, a set of dense

layers, and a single max pooling layer. To that, we add the number of ReLU parameters.

To recall, every convolutional layer is followed by a ReLU layer. The total number of

parameters P of a given convolutional layer c is given by:

P(c) = ((m · n · p) + 1) · k (2.13)

where m and n are the width and height of each filter (3 × 3 in our case), p is the number

of channels and k is the number of filters in the layer. The total number of parameters P
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Table 2.5
A Summary of the Distance Estimation Error at CDF = 0.5 and at CDF = 0.9 on the new environment

for different epochs.

CDF = 0.5 CD = 0.9

4 × 4 fine-tuned

[10 epochs]

0.873 m 2.826 m

4 × 4 fine-tuned

[50 epochs]

0.327 m 1.060 m

4 × 4 fine-tuned

[100 epochs]

0.284 m 0.919 m

8 × 8 fine-tuned

[10 epochs]

0.655 m 2.129 m

8 × 8 fine-tuned

[50 epochs]

0.218 m 0.710 m

8 × 8 fine-tuned

[100 epochs]

0.153 m 0.497 m

of a given ReLU layer a is given by:

P(a) = h · w · k (2.14)

where h and w are the height and width of the input image, respectively, and k is again

the number of filters. In addition to Equations (2.13) and (2.14), we use the following

equation to calculate the total number of parameters P of a given dense layer d:

P(d) = (s · t) + 1 (2.15)

where s is the size of the dense layer (the number of neurons) and t is the number of

neurons in the previous layer.

As shown in Table 2.6, compared to the conventional methods, our neural network has

a larger number of parameters than that of the other three methods. The total number of

parameters of the classification neural network, when using input images of size 4 × 4, is

about 1.4 M. When using input images of size 8 × 8, it is equal to 1.65 M, and when using

44



input images of size 16 × 16, it is equal to 2.44 M. When applying the super-resolution

technique, another network is being used, leading to a total number of parameters of about

2.86 M and 3.06 M for input images of size 4 × 4 and 8 × 8, respectively.

Table 2.6
Complexity of the proposed method and that of DCNN.

Model Total Params

4 × 4 1,461,121

4 × 4 enhanced 2,861,537

8 × 8 1,657,729

8 × 8 enhanced 3,058,145

16 × 16 2,444,161

DCNN [53] 41,401

Classification

[52]

85,332

Regression [89] 61,231

Compared to conventional methods that use shallow networks such as DCNN [53], our

method might seem much more complex. However, it is important to keep in mind that

conventionally, image classification techniques are much more expensive, computation-

wise. For instance, typical network architectures such as ResNet34 [140] and VGG16

[141] have a total number of parameters that is about 21 M and 138 M, respectively.

That being said, compared to conventional methods, our proposed method can extract

more information-rich features from the beam energy images, thus achieving a significant

improvement in the reduction of the IUD estimation error. Finally, once the network

is fully trained, the total number of basic operations (addition and multiplication) to be

performed is constant and grows linearly with the number of users. The such number of

operations could be justified for the sake of achieving an estimation error that is of the

order of a few centimeters.
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2.5 Conclusion

In this Chapter, we proposed a novel approach for IUD estimation using low-resolution

beam energy images. The approach relies on the difference between the user-generated

beam energy images to estimate the distance between each pair of users. We then applied

a super-resolution technique to improve the IUD estimation accuracy with low-resolution

beam energy images. Our experiments show that our method can achieve a distance esti-

mation error equal to 0.13 m for a coverage area of 60 × 30 m2. Our method outperforms

the conventional methods based on user location to measure the IUD. Besides, applying

super-resolution to images of resolution 4 × 4 and 8 × 8, improving their resolution to

8 × 8 and 16 × 16, respectively, has led to a further improvement in the estimation of

the distance between the users. Compared with the original 4 × 4 and 8 × 8 images, the

enhanced versions of these images by super-resolution exhibit better performance in the

estimation of IUD. In fact, they achieve an estimation accuracy comparable to the original

8 × 8 and 16 × 16 images, respectively.
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Chapter 3

DRL-Based Methods for Antenna

Control in HAPS without Users’

Location Information
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3.1 Introduction

High Altitude platform station (HAPS) provides extremely broad coverage regions and a

powerful line-of-sight (LoS) connectivity to terrestrial user equipment (UE) at the ground.

As early as the 1990s, HAPS began to be paid attention to and studied through numerous

research perspectives [22].

Compared with Geostationary Earth Orbit (GEO) satellites that are orbiting at a height

of about 36,000 km and Low Earth Orbit (LEO) satellites that are orbiting at a height

of about 1200 km, HAPS operates at the stratosphere at heights between 20 and 50 km.

Therefore, the Round Trip Time (RTT) of HAPS is much faster than that of GEO and LEO

satellites. Furthermore, since HAPS is relatively close to the ground, the power density is

approximately one million times that of a GEO satellite and approximately ten thousand

times that of an LEO satellite, allowing HAPS to provide high-quality communication

services to existing mobile devices [23]. In addition, compared to other systems such as

Starlink, which operates at an altitude of 340 km to 550 km [24], HAPS is much less

expensive in terms of both the launch and the communication costs. Nonetheless, it does

not ªpolluteº the upper layers of the atmosphere with the space waste it creates.

It is recognized as one of the hot topics for Beyond 5G (B5G) and 6G mobile commu-

nications [17±21]. With the necessary advanced materials and technological leaps, HAPS

has been discussed as a viable technique.

3.1.1 Background

With their potential and with the decrease in the cost of the technology behind it, they are

expected to be massively deployed for consumer usage in the coming years as candidates

for cellular coverage to provide service or to augment the capacity of other broadband

service providers [142].

S. Karapantazis et al. [18] and A. K. Widiawan et al. [143] summarized the essential

technical aspects of HAPS systems and the current and potential applications of HAPS.

In [144], the authors studied the potential HAPS system architectures and deployment

strategies in order to achieve global connectivity.
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In [145], White et al. studied the possibility of using HAPS to provide high data

rate communications simultaneously to a number of trains in motion. According to the

estimated and tracked Direction-of-Arrival (DoA) at the HAPS, they can control the pa-

rameters of the antenna array at the HAPS to transmit the beam to the UEs.

3.1.2 Related Work

However, due to wind pressure, it is difficult for HAPS to remain stationary. Thus, the

degradation of the users’ throughput and handovers to UEs’ end happened [60, 61] af-

ter the HAPS coverage shifting. This kind of quasi-stationary state seriously impacts

the performance of the communication system [62]. Dessouky et al. [63, 64] researched

the problem of maximization of coverage through optimization of the parameters of the

HAPS antenna arrays, and proposed an optimized way to minimize both the coverage

gaps between cells and the excessive cell overlap. Yasser et al. [146] studied the influence

of handover performance when the HAPS is moved or rotated by winds. He et al. [147]

examined the swing state modeling of the cellular coverage geometry model and the in-

fluence of swing on handover. Many studies [65±67, 144, 148±153] on antenna control

of HAPS proposed employing antenna control methods to prevent interference between

surrounding cells and HAPSs to alleviate the decrease in received signal power caused by

HAPS shifting or rotation. Kenji et al. [148] proposed a beamforming method to reduce

the impact of the degradation of system capacity caused by handover between two cells.

Florin et al. [65] analyzed the concentric circular antenna array (CCAA) and proposed a

Genetic Algorithm (GA) to minimize the maximum side-lobe level (SLL). In [66], Sun

et al. further developed the discrete cuckoo search algorithm (IDCSA) used to reduce the

maximum SLL under the constraint of a particular half-power bandwidth. To increase

the system capacity, Dib et al. [149] also researched SLL reduction. In contrast to ex-

isting approaches, they proposed a Symbiotic Organism Search (SOS) algorithm. The

SOS algorithm requires no tuning of parameters, which makes it an attractive optimiza-

tion method. In [67], the particle swarm optimization (PSO) GA is used for reducing

the SLL to improve the carrier-to-interference ratio (CIR). However, in high-dimensional
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space, PSO is easy to enter a local optimum, such as other GAs, and the iterative process’

convergence rate is low. These limitations motivate us to develop a new method with high

convergence and better throughput performance.

With the rapid development of deep learning techniques, reinforcement learning (RL)

is widely used in various fields including in 5G and B5G [25±27]. F. B. Mismar et al.

in [45] used Deep Q-Network (DQN) for online learning on how to maximize the users’

signal-to-interference plus noise ratio (SINR) and sum-rate capacity. The authors design a

binary encoding for performing multiple relevant actions at once in the DQN structure. A.

Rkhami et al. in [46] used the RL method to solve the virtual network embedding problem

(VNEP) in 5G and B5G. The authors considered that the conventional Deep Reinforce-

ment Learning (DRL) usually obtains the sub-optimal solutions of VNEP, which leads

to inefficient utilization of the resources and increases the cost of the allocation process.

Thus, they proposed a relational graph convolutional neural network (GCNN) combined

with DRL to automatically learn how to improve the quality of VNEP heuristics. In [47],

the authors proposed a deep learning integrated RL, which combined deep learning (DL)

and RL. The DL is used for preparing the optimized beamforming codebook and the RL

is used for selecting the best beam out of the optimized beamforming codebook based on

the user movements.

According to those early works, we can find that the DRL technique can train the neu-

ral network with feedback from the environment. Thus, such as solving the beamforming

problem in [45] that using the DRL solution does not require the CSI to find the SINR-

optimal beamforming vector. Moreover, different from model-free RL methods that need

a huge optimal solution searching overhead for solving a complex problem, the DRL ap-

proach uses the DNN to predict the optimal solution without searching overhead. The

DRL solution can be trained by the SINR feedback from users. Based on this motivation,

we study the DRL and propose a novel DRL approach.
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3.1.3 Motivations and Contributions

The movement and rotation of the HAPS due to wind pressure can cause the cell range to

shift, which in turn causes the degradation of users’ throughput and handovers between

cells [60, 61]. With the development of Global Positioning System (GPS) technology,

HAPS can control itself to recover its original position state according to GPS positioning

technology and thus restore the user signal quality. That being said, the position and ro-

tation state of HAPS will always fluctuate within a certain range due to the unpredictable

wind direction and wind force. However, we can improve throughput with antenna beam-

forming by designing antenna parameters. Thus, to solve the degradation of received

power at UEs, we propose two DRL-based methods, MFDQN and DRLEA. In our previ-

ous work [68], we proposed a Fuzzy Q-learning method. This method used Fuzzy logic

in the model-free RL method named Q-learning to control multiple searches in a single

training step. Compared with the Q-learning, the proposed Fuzzy Q-learning method has

a lower cost of action searching. However, we found that the throughput performance

of the proposed Fuzzy Q-learning method under non-uniform user distribution scenarios

needs to be improved. Besides, however, assuming that there are f selections of each

antenna parameter, F antenna parameters for each antenna array, and N antenna arrays

in each HAPS, then the number of actions is f FN

. Thus, to search and learn the optimal

actions, it will cost a huge searching overhead and need a large number of datasets to train

the DQN. Therefore, we proposed MFDQN and DRLEA for dynamic antenna control in

the HAPS system to reduce the number of low-throughput users under the non-uniform

user distribution scenarios. In MFDQN, to reduce the searching overhead, we decom-

pose the antenna parameters control in each HAPS into each antenna array. Each antenna

array as an agent, therefore, the number of actions is f F of each agent. We model the

multi-agent antenna parameters control problem into stochastic game equilibrium. To ad-

dress this issue, we use the proposed MFDQN to reduce the complexity of the interactions

among all agents.

The proposed DRLEA considers that each iteration in the conventional DRL is a new

generation. Starting from the first generation (the first iteration), DRLEA searches for the
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optimal solution in the current generation and trains the DNN to learn this evolutionary

process. The DRLEA records the best result of the current generation as the historical

optimal solution for guiding the next generation. If the current generation cannot find

better solutions to reduce low throughput users, i.e. users whose throughput is lower

than the median throughput prior to antenna parameters adjustment, the mutation hap-

pens (randomly selecting an action). The process is repeated until the specified execution

time is reached. Compared with conventional RL methods, such as Q-learning-based and

DQN-based methods, the proposed method can avoid the sub-optimal solution as much

as possible. This is because, in every iteration a random initial set of parameters is used,

and is then optimized, leading to less chances of falling into the local optimal.

In addition, the performance of user throughput is closely related to the user’s SINR

and bandwidth. We can improve the user’s SINR by gradually adjusting the antenna

parameters based on the user’s feedback. As for the user’s dedicated bandwidth, it is only

a function of the coverage of the antenna array in which the user is located as well as

the number of users within that coverage area. Therefore, we do not necessarily need to

know the channel state information (CSI) to design the beamforming matrix. Compared

with obtaining an accurate CSI, obtaining the user location information, such as using the

GPS technique, is less costly in terms of resources and time. It is nonetheless easier and

computationally less expensive to adjust the antenna array parameters to account for the

changes to the footprint of the users’ locations than that of their CSI.

Moreover, we implement three conventional methods, PSO, Q-learning, and DQN

as benchmarks to evaluate the proposed MFDQN and DRLEA methods This Chapter’s

contributions can be outlined as follows:

• We propose the MFDQN method that decomposes the single agent in the HAPS

into multi-agent in each antenna array to reduce the action space. Therefore, we

can model the antenna array control problem into the stochastic game to find the

equilibrium to reduce the number of low-throughput users. To solve this stochastic

game problem, we use the proposed MFDQN to learn the transition probability and
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predict the Q-value to reduce the complexity of the interactions among agents and

improve the convergence rate.

• We propose a novel DRLEA approach that combined the EA and DRL to avoid sub-

optimal solutions. We design a new loss function that includes not only Q-value of

the predicted optimal action, but also the historical optimal solutions obtained from

previous training.

• We use the realistic user distribution instead of using the sample uniform user dis-

tribution. The simulation results show that the proposed MFDQN and DRLEA ef-

fectively reduce the much more number of low throughput users than that of using

four conventional algorithms.

• To evaluate the robustness of the proposed methods, we train the proposed methods

under the HAPS with rotation of 30 degrees scenarios and evaluate the proposed

methods under the HAPS with a left shift of 5 km scenarios. The simulation results

show that the proposed MFDQN and DRLEA without retraining under the shift

scenarios achieve a cumulative distribution function (CDF) of throughput perfor-

mance comparable to that of the conventional methods trained or learned under the

shift scenarios.

3.2 System Model

3.2.1 Model of HAPS

in Fig. 3.1, we show a typical HAPS communication system model. We think about the

scenario of M HAPSs serving multiple users in the mMIMO mmWave networks. In more

detail, each HAPS is equipped with N antenna arrays to generate N beams. M HAPSs

assist the BS to serve multiple users. HAPSs relay the signal transmitted from the BS to

users to improve the throughput of users. Moreover, we also consider the wind-caused

HAPS movement, as shown in Fig. 3.2. Figure 3.2a shows the HAPS with shifting and
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: User : HAPS

: BS : Coverage area of HAPS

Figure 3.1. A HAPS system model.

Figure 3.2 (b) shows the HAPS with rotation. Whatever shifting or rotation, it will cause

the degradation of users’ throughput.

3.2.2 Antenna Pattern

Planar patch antennas [154] used in each antenna array is considered. To obtain the ver-

tical and horizontal antenna gains, for each antenna array, four antenna parameters are

considered: Fig. 3.3a shows the vertical beam half power beam width (HPBW) θ3dB and

the horizontal beam HPBW ϕ3dB, Fig. 3.3b shows the vertical tilt θtilt and the horizontal

tilt ϕtilt. In Fig. 3.3b, ∆ϕtilt and ∆θtilt denote the changing of ϕtilt and θtilt, respectively.

From there, we could derive the expression of the horizontal or vertical antenna gains for

an angle Ψ from the main beam direction as [155]:
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Figure 3.2. Movement scenarios.
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−3(Ψ/Ψb)2, (0◦ ≤ Ψ ≤ Ψ1)

LN , (Ψ1 < Ψ ≤ Ψ2)

X − 60 log10(Ψ), (Ψ2 < Ψ ≤ Ψ3)

LF , (Ψ3 < Ψ ≤ 90◦)

(3.1)

where Ψb is one-half the 3 dB beamwidth in the plane of interest, Ψ1 = Ψb

√
−LN/3,

Ψ2 = 3.745Ψb, X = LN + 60 log10(Ψ2), and Ψ3 = 10(X−LF )/60 [156], LN denotes the near-

in-side-lobe level, and LF denotes the far-side-lobe level.

Therefore, we could express the combined gain G as:

G = max(Gv +Gh, LF) +Gp, (3.2)

where Gv and Gh are the vertical and horizontal antenna gains, respectively, and Gp de-

notes the maximum antenna gain as shown in Equation (3.3).

Gp = 10 log10(
Bw

2

θ3dBϕ3dB

) +G, (3.3)
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Figure 3.3. Antenna parameters.

where Bw denotes the beamwidth. Fig. 3.4 shows an example of an antenna pattern for

vertical or horizontal polarization.

3.3 Problem Formulation

To reduce the number of users whose with low throughput, we formulate the dynamic

antenna control problem into maximizing the throughput of users. The throughput T of a

user can be obtained by the following equation:

T = b × log2(1 + γ), (3.4)

where γ denotes the SINR at the user, b = B/K denotes the bandwidth assigned to the

user, B denotes the bandwidth of each antenna array and K denotes the number of users

in an antenna array coverage. In the dissertation, we address the case of a single HAPS

movement. Our objective is to control only the HAPS in question (which has supposedly

moved) to reduce the number of low-throughput users in the area it was serving before

it moved. This means that no overlap or exchange of areas with surrounding HAPS will

occur.
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Figure 3.4. Example of an antenna pattern for vertical or horizontal polarization.

Therefore, we can simplify the system model as follows. We consider M − 1 fixed-

position HAPS around the HAPS in question that is moved due to wind pressure. Our

target is to optimize the antenna parameters of this HAPS to reduce the number of users

with low throughput caused by the HAPS movement. No handovers between the different

HAPS is accounted for, and no new users are introduced to the coverage area of the HAPS

in question.

3.3.1 Markov Decision Process

To solve this antenna control problem, we convert it into a Markov Decision Process

(MDP) problem. We define the state at time t as st, and the selected action under the state

st is A j. Moreover, we consider using the four antenna parameters [ϕtilt, θtilt, ϕ3dB, θ3dB]

at time t as the state st. The action A j ∈ A is defined as the change of one set of antenna

parameters, where A denotes the action set of the HAPS. To reduce the computational

complexity, we use discrete antenna parameters to reduce the number of actions. More-

over, to perform the all actions at once, we design the action mapping list as shown in

57



Table 3.1. We assume that the number of antenna parameters of each antenna array is

P = 4, and the number of values of each antenna parameter is V = 3. Thus, the number of

actions of each antenna array is L = VP, and the number of actions of a HAPS is J = LN .

A1(a(1,1), . . . , a(N,1)) in Table 3.1 indicates that antenna array 1 to antenna array N performs

action index 0.

Table 3.1. Actions mapping list.

Actions of the HAPS Actions of the

antenna array i

Action

index

ϕ3dB θ3dB ϕtilt θtilt

A1(a(1,1), . . . , a(N,1)) a(i,1)(0, 0, 0, 0)

0 +∆ϕ3dB +∆θ3dB +∆ϕtilt +∆θtiltA2(a(1,1), . . . , a(N−1,2)) a(i,2)(0, 0, 0, 1)

...
... 1 −∆ϕ3dB −∆θ3dB −∆ϕtilt −∆θtilt

2 0 ◦ 0 ◦ 0 ◦ 0 ◦

AJ−1(a(1,L), . . . , a(N,L−1)) a(i,L−1)(2, 2, 2, 1)

AJ(a(1,L), . . . , a(N,L)) a(i,L)(2, 2, 2, 2)

The reward R(st, A) with the state st and the action A is represented by the Equa-

tion (3.5).

R(st, A) =

∑

K
2

i, j
T ′i − T j

K
2

, (3.5)

where K denotes the number of users,
∑

K
2

i
T ′i denotes the sum of the throughput of the 50

percent users with the least throughput after performing the selected action A, and
∑

K
2

j
T j

denotes the sum of the throughput of the 50 percent users with the least throughput under

the initial state. Thus, the antenna parameters control problem is represented by an MDP:
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M ≜ (S,A,R, p, α), where S denotes an infinite state space, p denotes the transition

probability that characterizes the stochastic evolution of states in time, with the collection

of probability distributions over the state space S, and α ∈ [0, 1) is the reward discount

factor.

The goal is to find a deterministic optimal policy π∗ : S → A, such that:

π∗ := arg max
π∈Φ
E















∞
∑

t=0

αtr (st, π (st))















, (3.6)

where Φ is the set of all admissible deterministic policies. At time step t, HAPS selects

an action simultaneously based on the policies π. The Q function is shown as follows:

Qπ(s, A) := E















∞
∑

t=0

αtR (st, π (st)) | s0 = s, A0 = A















. (3.7)

Thus, the optimal policy π∗ can be obtained by:

π∗(s) = arg max
A

Q∗(s, A)

= Es′∼p(·|s,A)

[

R(s, A) +max
A′
αQ∗ (s′, A′)

]
(3.8)

where s′ denotes the next state, max
A′
Q∗(s′, A′) denotes performing the action A′ that can

obtain the maximum Q value under the state s′.

3.4 Conventional Approaches for Antenna Beamforming

3.4.1 Q-Learning

Q-learning is a kind of classical RL algorithm [90]. To search the optimal Q function,

Q-learning builds a Q table to record the sum of existing Q value Q(s, A) of the action A

for the current state s. The Q value is obtained by Equation (3.9).

Q(s, A)← Q(s, A) + β

[

R(s, A) + αmax
j
Q
(

s′, A j

)

− Q(s, A)

]

. (3.9)
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Algorithm 1 Q − learning method for HAPS antenna control.

Input: st, α, ϵ,A.

Output: Q(st, A1),Q(st, A2), . . . ,Q(st, AJ).

1: Build a Q table QT .

2: for epoch = 0 to E do

3: Initialize the antenna parameters.

4: for step t = 0 to T do

5: Obtain the antenna parameters as state st.

6: Randomly generates r in the range of (0,1).

7: if r > ϵ then

8: Randomly select an action A ∈ A
9: else

10: A = arg max
j

QT (st, A j)

11: end if

12: Perform the action A.

13: Get reward R(st, A) by Equation (3.5).

14: Update st to st+1.

15: Update the Q table QT :

16: QT (st, A) = QT (st, A) + Q(st, A)

17: end for

18: end for

Here, β denotes the learning rate and max
j
Q(s′, A j) denotes performing the action A j

that can obtain the maximum Q value under the state s′. The details of the Q-learning

algorithm are shown in Algorithm 1.

3.4.2 Fuzzy Q-Learning

By using Fuzzy inference systems (FIS), Fuzzy logic can be used to represent actions and

Q functions. Lookup tables indexing states and actions are used to store the Q function.

When a state achieves a high reward, the reward is propagated to its neighboring states,

and learning is facilitated. Qt(st, at) is the Q-value at the time step t. After we select and

perform the action at at time step t, we can obtain a reward rt from the environment and

then update the state st to st+1. Therefore, if there are a large number of states and actions,

it will take much longer to find an optimal action in a lookup table for the Q-values.

To reduce the searching overhead, we consider using the FIS for storing Q-values [157].

Since it is possible to embed prior in the FIS, the Fuzzy set can provide approximate

values for states and actions, which reduces both the lookup table sizes and the search
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times. We define the Fuzzy set as Mi and a
†
i(=1,...,n)

as the action selected by the Fuzzy

set Mi. Q(Mi,a j) denotes the Q-value with the state S i and the action a j(=1,...,n). To

update the Q-value, we use the Temporal Difference (TD) method [158]. The TD learning

methods are capable of learning by contact with the environment on a step-by-step basis

without the need for an environment model. The TD methods just need the observed

reward and an estimate of the value of the following state to perform an update to the state

value function. The TD algorithms can also be applied to multi-step backup procedures.

By doing so, several states which have been previously visited are updated via a single

experience, thus, the speed of the algorithm highly improves. The details are shown in

the following (Eqs. (3.10) ± (3.13)). α is the learning rate and γ is the discount rate.

a
∗
i = arg max j(=1,...,n) Qt(S i,ai) denotes the action which maximizes the Q-value in the

state S i. The memory of which state-action values is represented by the eligibility traces

e(S i,a j). When the selected action a j same as the previous state, we add the eligibility

traces e(S i,a j) to sum the temporary Fuzzy membership value. In order to learn the

appropriate Q-values for different actions at the same state, the action a
†
i

is selected for

each Fuzzy set Mi using the ϵ-greedy method. We weight the action ai(=1,...,n) of each

selected Fuzzy set by the FIS agreement µi(x) and add the action together to get the action

a, as shown in Eq. (3.14).

Qt+1(st,at) = Qt(st,at)

+ α[rt + γmax
a

Qt(st+1,a) − Qt(st,at)],

(3.10)

Qt(Mi,a
†

i) = Qt(Mi,a
†

i)t + ε × ∆Q × e(Mi,a
†

i), (3.11)

∆Q = r + γ ×

n
∑

i=1

µi(x) × Q(Mi,a
∗

i)

n
∑

i=1

µi(x)

−

n
∑

i=1

µi(x) × Q(Mi,a
†

i)

n
∑

i=1

µi(x)

,

(3.12)
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e(S i,a j) =



































































λγe(Mi,a j) +

n
∑

i=1

µi(x)

n
∑

i=1

µi(x)

, (a j = a
†
i
)

λγe(Mi,a j), otherwise

(3.13)

a(x) =

n
∑

i=1

µi(x) × a†i

n
∑

i=1

µi(x)

. (3.14)

When the HAPS moved by the wind-pressure, each antenna beam can be controlled by

the proposed Fuzzy Q-learning method to cover the target cell range. We use the KPI that

is the coverage ratio of the beam for each antenna i in a predetermined cell Ci as the state,

as shown in Eq. (3.15).

KPIi =
|{u(∈ Ui)|γi(u) ≥ Γ}|

|Ui|
(3.15)

a
†
t ∈ A is the action at each time step t, where A = [∆ϕ3dB,∆ϕtilt,∆θ3dB,∆θtilt]. Here,

∆ϕ3dB, ∆ϕtilt, ∆θ3dB, and ∆θtilt denote the changes of the horizontal HPBW and tilt, and

the vertical HPBW and tilt, respectively. Thus, we can improve the KPI of each cell

by adjusting the values of these 4 antenna parameters. Besides, to obtain the reward of

each action, we define the lower and upper bounds of KPI, KPIbad, and KPIgood. When

KPI ≥ KPIgood, we define the reward is 1. If KPI ≤ KPIbad or the number of iterations

for action selection and Q-table update exceeds the maximum number of iterations, the

reward is -1. And if KPIgood ≥ KPI ≥ KPIbad, the reward is 0. Based on the fed back

reward, the proposed method can adjust the antenna parameters to reduce the number

of outage users. When we perform an action and obtain a reward, the Q-table will be

updated. After enough learning, the proposed method can search for the optimal action

under different states from the Q-table. We define the Fuzzy set Mk(=1,...,n) as shown in

Fig. 3.5 and the membership function Fk for each Fuzzy set Mk as shown in Eq. (3.16).

Compared with the conventional Q-learning [159], using the Fuzzy sets reduce the cost of

searching the optimal action from the Q-table, resulting in fast convergence to the optimal

solution.
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Figure 3.5. KPI Fuzzy membership sets.

Fk(KPI) =











































































0, (KPI < ak,KPI > ck)

KPI−ak

bk−ak
, (ak < KPI < bk)

−KPI−bk

ck−bk
, (bk < KPI < ck)

(3.16)

(∆ϕ3dB,∆ϕtilt,∆θ3dB,∆θtilt) =
∑

k

Fk(KPI) × a†k (3.17)

3.4.3 Deep Q-Network

DQN is another classical RL [91]. It calculates the Q value of each action based on the

reward returned from the environment states and uses the DNN instead of Q table in Q-

learning method to predict the optimal Q value. Therefore, we can obtain the Q value

with the state s and the action A based on Equation (3.18).

Q(s, A)← R(s, A) + αmax
j
Q(s′, A j). (3.18)
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Algorithm 2 Fuzzy Q-Learning Algorithm

1: for i = 0 to N do

2: Initialize antenna parameters

3: loop = 1

4: while loop <= Loopmax do

5: for M1 to Mk do

6: Select action a
†

k based on ε-greedy;

7: end for

8: Get the antenna control value:

(∆ϕ3dB,∆ϕtilt,∆θ3dB,∆θtilt)

=
∑

k

Fk(KPI) × a†
k

9: Update antenna parameters:

ϕ3dB+ = ∆ϕ3dB

ϕtilt+ = ∆ϕtilt

θ3dB+ = ∆θ3dB

θtilt+ = ∆θtilt

10: loop + +

11: if KPI < KPIbad then

12: reward = −1

13: Break

14: else if KPI > KPIgood then

15: reward = 1

16: Break

17: end if

18: if loop == Loopmax then

19: reward = −1

20: Break

21: end if

22: for M1 to Mk do

23: Update Q value:

Qt(Mi,a
†

i) = Qt(Mi,a
†

i)t

+ ε × ∆Q × e(S i,a
†

i)

24: end for

25: end while

26: end for
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Algorithm 3 DQN-based method for HAPS antenna control.

Input: st, α, ϵ,A.

Output: Q(st, A1),Q(st, A2), . . . ,Q(st, AJ).

1: Initialize main network F (Θ) and target network F (Θ
′
).

2: Initialize experience reply memoryD.

3: for epoch = 0 to E do

4: Initialize the antenna parameters.

5: for step t = 0 to T do

6: Obtain the antenna parameters as state st.

7: Randomly generates r in the range of (0,1).

8: if r > ϵ then

9: Randomly select an action A ∈ A
10: else

11: A = arg max
j

Q(st, A j;Θ)

12: end if

13: Perform the action A.

14: Get reward R(st, A) by Equation (3.5).

15: Update st to st+1.

16: Store (st, A,R(st, A), st+1) in theD.

17: Get the output of the main network F (Θ): Q(st, A) = F (st, A;Θ).

18: Generate target Q value:

19:

20: Q′(st+1, A
′) = maxF (st+1;Θ

′
).

21: Update the main network F (Θ) to minimize the loss function:

L(Θ) =MS E(Q(st, A),R(st, A)+

αQ′(st+1, A
′))

(3.19)

22: end for

23: Update the target network: F (Θ
′
)← F (Θ).

24: end for

Different from Q-learning searching Q table to obtain the optimal solution, the DQN

method builds a deep neural network to learn the Q value of each possible action corre-

sponding to the input environment state. The details of the proposed DQN-based antenna

control method are shown in Algorithm 3.

In Algorithm 3, E denotes the maximum number of epochs, T denotes the maximum

number of steps, and Θ denotes the weights of the deep neural network. We build two

DQNs, one is the main network used for evaluating the Q value of the action obtained

by the ϵ-greedy policy. This main network is trained during each step to estimate the

approximate optimal action in the current state. The target network is updated with a copy
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of the latest learned parameters of the main network after each epoch. In other words,

using a separate target network helps keep runaway bias from dominating the system

numerically causing the estimated Q values to diverge. Thus, using two DQNs instead of

only one DQN can avoid the DQN algorithm to overestimate the true rewards [160]. We

calculate the reward R(st, A) with the state st and the action A by Equation (3.5). In each

step, we select an action based on the ϵ-greedy method, and store the current state st, the

selected action A, the reward R(st, A), and the next state st+1 into the experience replay

memory D for training the main network F (Θ). Next, we train the main network F (Θ)

to minimize the loss function L(Θ), as shown in Equation (3.19). After enough training,

we input the current state st into the main network, then we can observe the predicted Q

value of all actions under the state st. Thus, the optimal action A = arg max
j

Q(st, A j;Θ)

can be obtained.

3.4.4 Particle Swarm Optimization

In this dissertation, we modify the PSO antenna control method in [67] to reduce the

number of low throughput users, as shown in Algorithm 4.

Where Xk
i

denotes the antenna parameters of the k-th particle in the i-th iteration, Vk
i

denotes the k-th particle’s velocity (the change of antenna parameters) in the i-th iteration,

pbestk
i

denotes the best X of k-th particle until the i-th iteration, gbest denotes the best

X of all particles in all the iterations, ω1 and ω2 denote two independent learning rates,

rand1 and rand2 are two independent random numbers for increasing randomness. The

PSO algorithm randomly generates P particles to search the optimal antenna parameters

X in each iteration and record it into pbest. After each iteration, if the pbest of the current

iteration is larger than the previous pbest, record it into gbest as the optimal solution.
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Algorithm 4 PSO based algorithm for HAPS antenna control.

1: Initialize the particles X and V .

2: for i = 0 to E do

3: for k = 0 to P do

4: Update V:

Vk
i =Vk−1

i + ω1 ∗ rand1k
i ∗ (pbestk

i − Xk−1
i )+

+ ω2 ∗ rand2k
i ∗ (gbestk

i − Xk−1
i ),

(3.20)

5: Update X:

Xk
i+1 = Xk

i + Vk
i (3.21)

6: Calculate R by Equation (3.5) according to Xk
i+1

7: if Rk
i+1
≥ Rk

i
then then

8: pbestk
i
← Xk

i+1

9: end if

10: if Rk
i+1
≥ Ri+1 of other particles then

11: gbest ← Xk
i+1

12: end if

13: end for

14: end for

15: Output the best antenna parameters gbest

3.5 Proposed Mean Field Deep Q-Network for Antenna

Beamforming

Considering the interference between each antenna array and also the interference be-

tween each HAPS, we model the antenna control problem as an N agents mean field

game. The core idea of mean-field game theory is to use the average value of the re-

wards and actions of an agent’s neighbors to transform the complex relationship between

an agent and other agents into the relationship between an agent and the average of all

its neighbors. Thus, the antenna parameters control problem is formulated by the tu-

ple Γ ≜
(

S,A1, . . . ,AN , r1, . . . , rN , p, γ
)

, where S = {s1, . . . , si, . . . , sN} denotes the state

space, si = [ϕtilt, θtilt, ϕ3dB, θ3dB] denotes the state of each antenna array, p denotes the

transition probability that characterizes the stochastic evolution of states in time, with the

collection of probability distributions over the state space S, and γ ∈ [0, 1) is the re-

ward discount factor [161]. A j = [∆ϕtilt,∆θtilt,∆ϕ3dB,∆θ3dB] is the action space of agent
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j ∈ {1, . . . ,N}. r j denotes the reward of the agent j as shown follows [161]:

r j =
1

K j

K j
∑

k=1

bk × log2(1 + γk), (3.22)

where K j denotes the number of users of the agent j. At time step t, all agents select their

action simultaneously based on their policies π. We use π ≜

[

π1, . . . , πN
]

denoting the

joint policy of all the agents. The Q-function of agent j is shown as follows [161, 162]:

Q j(S,a) =
1

N j

N j
∑

k=1

Q j(S, a j, ak), (3.23)

Q j

t+1
(St, a

j, ak) =

(1 − α)Q j
t (St, a

j, Åa j) + α[r j + γv
j
t (St+1)],

(3.24)

ak = Åa j + δa j,k, (3.25)

where Åa j =
1

N j

N j
∑

k=1

ak, ak ∼ πk
t

(

· | s, Åak
t−1

)

(3.26)

v
j
t (S t+1) =

∑

a j

π
j
t

(

a j | St+1, Åa
j
)

E
a j(Åa j)∼Åπ

j
t

[

Q
j
t

(

St+1, a
j, Åa j
)]

,
(3.27)

π
j
t

(

a j | s, Åa j
)

=
exp
(

βQ
j
t

(

s, a j, Åa j
))

∑

a j′∈s j exp
(

βQ
j
t (s, a j′ , Åa j)

) , (3.28)

where Q j is the Q value of the agent j, a j denotes the selected action of the agent j. N j

denotes the set of the neighboring agents of the agent j, and Åa j is the mean action of the

j’s neighbors. δa j,k = a j − ak is a small fluctuation, and v j(S) is the value function of

the agent j at the state S. α denotes the learning rate and β denotes the exploration rate.

Usually, in the standard literature on the Mean Field Equilibrium (MFE) on stochastic

games [163±165], we need to know the transition probabilities for obtaining the stochastic

evolution of states in time. Differently, here we use a double DQN structure to solve the

MFE. We use two networks: the main network and the target network. The main network
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is used to evaluating the mean field Q value Q(St, a
j, Åa j). The target network is used to

generate the target mean field value y j = r j +γvt(St+1). In other words, the target network

learns the transition probability for predicting the potential reward of the different actions

under the next state st+1. Thus, the loss function in the agent j is:

L(ϕ j) = MSE(y j,Q j(S, a j, Åa j)), (3.29)

where ϕ j denotes the weight of the main network. The details of the proposed mean field

DQN algorithm are shown in Algorithm 5.

Algorithm 5 Mean field DQN

Input: St, γ, ϵ, at.

Output: Qϕ j(St, a
j, Åa j) for all j ∈ {1, . . . ,N}.

1: Initialize the weights of main network ϕ
j

M
and target network ϕ

j

T
.

2: Initialize experience reply memoryH .

3: for epoch = 0 to E do

4: Initialize the antenna parameters.

5: for step t = 0 to T do

6: for j = 1, . . . ,N do

7: if r > ϵ then

8: Randomly select an action a
j
t ∈ A j

9: else

10: a j = arg max
a

j
t

Q
ϕ

j

M
(S, a j

t , Åa
j)

11: end if

12: end for

13: The joint action is a = [a1, . . . , aN].

14: Perform the action a
j
t for all j ∈ {1, . . . ,N} in each agent.

15: Get reward r j, j ∈ [0, . . . ,N] by Eq. (3.5).

16: The reward of joint action is r = [r1, . . . , rN])

17: Store (St,a, r,St+1) inH .

18: for j = 1, . . . ,N do

19: Training the ϕ
j

M
to minimizing the loss function Eq. (3.29).

20: end for

21: end for

22: Update the weights of the target network:

23: ϕ
j

T
← αϕ j

M
+ (1 − α)ϕ

j

T
.

24: end for
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Figure 3.6. An example of how to find the optimal solution.

3.6 Proposed Deep Reinforcement Learning Evolution-

ary Algorithm for Antenna Beamforming

In the DQN method, the Q value of each action is calculated based on the reward returned

from the environment states. During the repeating of the experimental process, DQN can

learn how to adjust antenna parameters to reduce the number of low-throughput users.

Same with DQN approach, we obtain the Q value by using the Equation (3.18). How-

ever, using the DQN method for the HAPS system is difficult to search for the optimal

solution. We use Fig. 3.6 to explain the reason. In Fig. 3.6, the ‘pbest’ is one of the

sub-optimal solutions, the ‘gbest’ is the optimal solution. The DQN agent will adjust the

antenna parameters step-by-step to find the optimal solution by using gradient descent.

Nonetheless, if the initial state is located in the green point shown in Fig. 3.6, the DQN

agent cannot obtain the optimal solution even using the Epsilon-greedy method for action

selection. When the DQN agent searches for the suboptimal solution ‘pbest’, subsequent

randomly selected actions can only search for worse solutions. Thus, it will cause DQN

to stop the search along the direction of the ‘gbest’. To address this problem, we design a

novel DRLEA algorithm as shown in Algorithm 6. The workflow of the proposed method

is shown in Fig. 3.7. Different from the DQN method with the same initial state at the
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Figure 3.7. The pipeline of the proposed DRLEA method.

beginning of each training epoch, the DRLEA will randomly generate a different initial

state for each training epoch, such as the yellow points shown in Fig. 3.6. For each

epoch, the DRLEA performs many steps to search for the ’optimal’ solution (actually is

a sub-optimal solution). After a training epoch, the DRLEA compares the ’optimal’ solu-

tion with the historical optimal solution and then keeps the better one. The details of the

proposed DRLEA are shown in Algorithm 6.

Same with Algorithm 3, in Algorithm 6, we build two DNNs, the main network and

the target network. We calculate the reward R(st, A) with the state st and the action A

by Equation (3.5). In step t, we first select an action A to maximize the Q-value. If

the reward R(st, A) is lower than 0 or the reward of the previous step, the DRLEA will

re-select and perform a random action from A. Next, we train the main network F (Θ)

to minimize the loss function L(Θ), as shown in Equation (3.30). In Equation (3.30),

with the increase in the epochs, the influence of the current optimal solution is increased.

After enough training, we input the current state st into the main network; then, we can

obtain the predicted Q value of all actions under the state st. Thus, the optimal action A =

arg max
j

Q(st, A j;Θ) can be obtained. After E iterations, the optimal antenna parameters

are recorded in gbest.
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Algorithm 6 The Proposed DRLEA for Antenna Beamforming in HAPS

Input: st, γ, ϵ, actions [a1, . . . , al].

Output: Q(st, a1),Q(st, a2), . . . ,Q(st, aJ).

1: Initialize main network F (Θ) and target network F (Θ
′
).

2: Initialize experience reply memoryD.

3: Initialize X with random matrices.

4: X = (x0, . . . , xi, . . . , xE) denotes the E different randomly generated antenna parame-

ters.

5: xi = [ϕ3dB, ϕtilt, θ3dB, θtilt].

6: Initialize pbest and gbest with zero matrices.

7: for i = 0 to E do

8: Initialize the antenna parameters.

9: Initialize st = xe, pbest.

10: for step t = 0 to T do

11: A = arg max
j

Q(st, A j;Θ)

12: Perform the action A.

13: Get reward R(st, A) by Equation (3.5).

14: if R(st, A) ≤ max(0,R(st−1, A
t−1)) then

15: Randomly select an action A ∈ A
16: Perform the action A.

17: end if

18: if R(st, A) ≥ R(st−1, A
t−1) then

19: Update pbest: pbest = pbest + A

20: end if

21: Update st+1: st+1 = st + A.

22: Store (st, A,R(st, A), st+1) in theD.

23: Get the output of the main network F (Θ):

24: Q(st, A) = F (st, A;Θ).

25: Generate target Q value:

26: Q′(st+1, A
t+1) = maxF (st+1;Θ

′
).

27: Update the main network F (Θ) to minimize the loss function:

L(Θ) = MSE

(

Q (st, A) ,

R (st, A) +
α

i + 1
Q′
(

st+1, A
t+1
)

+

(

α − α

i + 1

)

∗
(

1 − |st − gbest|
|gbest|

)

) (3.30)

28: end for

29: if R(st, A) ≥ Rbest then

30: Rbest = R(st, A)

31: gbest ← pbest

32: end if

33: Update the target network: F (Θ
′
)← F (Θ).

34: end for

72



3.7 Simulation Results

3.7.1 Simulation Setting

To evaluate our proposed methods, we generate the four different non-uniform UEs distri-

bution datasets obtained by [166]. The four different user distributions are Tokyo, Osaka,

Sendai, and Nagoya, as shown in Fig. 3.8.

We assume that the HAPS works at a height of 20 km. Each HAPS can cover an area

within a 20 km radius. The transmit power and bandwidth of each antenna array are 43

dBm and 20 Mhz, respectively. We consider that the transmission frequency is 2 GHz.

Considering the interference between HAPSs, we set 18 HAPSs to surround 1 HAPS.

We set the updated value of horizontal tilt, horizontal HPBW, vertical tilt, and vertical

HPBW to 20 deg, 4 deg, 10 deg, and 4 deg, respectively. We use python to implement

all simulation programs. We define the median value after users’ throughput drops due to

HAPS rotation or movement as the low throughput threshold.

We set 100 epochs and 100 steps in each epoch, in the four RL-based approaches

(Q-learning, DQN, MFDQN, and DRLEA). In the DQN, MFDQN, and DRLEA, we set

the learning rate of the neural network as 0.0001. The discount factor α is 0.65 and the

learning rate β for Q value calculation is 0.75 in the three RL-based approaches. The α

and β have been chosen empirically. It is true that for each method there is an optimal α

that can make the method easier to find the optimal solution and faster to converge to the

optimal solution. However, in this dissertation, we do not focus on finding the optimal α

of different methods. We evaluate the performance of different methods under the same

value of α. In the PSO approach, the number of iterations is 100, the number of particles

is 100, and the ω1 = 0.5 and ω2 = 0.5.

3.7.2 CDF of UE Throughput Performance

Figure 3.9 shows the CDF of the users’ throughput under the rotation scenario in the user

distribution cases of Tokyo, Osaka, Sendai, and Nagoya, respectively. In all the user dis-

tribution cases, the proposed MFDQN and DRLEA reduce the number of low-throughput
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(a) Tokyo (b) Osaka

(c) Sendai (d) Nagoya

Figure 3.8. The four user distribution scenarios: (a) Tokyo, (b) Osaka, (c) Sendai, and (d) Nagoya.
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users in the throughput range of [0.0, 16.0] kbps. To easily compare the performance of

different algorithms, we use Tab. 3.2 to record the percentage of low throughput users af-

ter using different algorithms. In Tab. 3.2, we can find that the proposed DRLEA achieves

the lowest number of low-throughput users under all the user distribution cases. The pro-

posed MFDQN achieves the second-lowest number of low-throughput users in the cases

of Tokyo, Sendai, and Nagoya. In the case of Osaka, the number of low-throughput users

of the proposed MFDQN is slightly worse than the Q-learning.

Figure 3.9. CDF of UE throughput performance under the HAPS with rotation of 30 degrees.

Moreover, we evaluate the proposed method under the shifting scenario. Here, we use

the DQN, MFDQN, and DRLEA methods, which are trained under the rotation scenario,

and the other three methods are trained under the shifting scenario. As shown in Fig. 3.10,

we can find that the DQN and DRLEA without retraining achieve comparable throughput

performance to that of Q-learning and Fuzzy Q-learning with training in the HAPS with

a left shift of 5 km scenario. Since throughput is closely related to the user distribution,
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Table 3.2
The percentage of low-throughput users after using different algorithms

under HAPS with rotation of 30 degrees

Tokyo Osaka Sendai Nagoya

Q-learning 50.8 % 37.7 % 48.0 % 46.3 %

Fuzzy Q-learning 42.5 % 49.4 % 41.8 % 44.2 %

DQN 40.6 % 39.1 % 37.3 % 47.3 %

PSO 46.4 % 60.4 % 45.7 % 48.1 %

MFDQN 39.4 % 38.3 % 35.2 % 48.6 %

DRLEA 37.9 % 36.4 % 33.7 % 41.9 %

DNNs trained under the same user distribution know how to adjust the antenna parameters

to reduce the number of low throughput users, even if HAPS moves again.

In Tab. 3.3, we can find that the proposed DRLEA achieves the lowest number of

low-throughput users in cases of Tokyo and Nagoya. The MFDQN method achieves the

fourth-lowest, fifth-lowest, fifth-lowest, and third-lowest number of low throughput users

for four different user distributions, respectively

Table 3.3
The percentage of low-throughput users after using different algorithms

under HAPS with left shift of 5 km

Tokyo Osaka Sendai Nagoya

Q-learning 45.2 % 59.6 % 47.7 % 45.9 %

Fuzzy Q-learning 47.6 % 39.4 % 54.0 % 45.1 %

DQN 44.7 % 43.3 % 55.6 % 43.0 %

PSO 59.6 % 43.2 % 64.2 % 51.3 %

MFDQN 46.4 % 44.4 % 59.7 % 39.0 %

DRLEA 40.9 % 42.4 % 49.6 % 36.9 %

3.7.3 Convergence Analysis

Here we compare the convergence performance of the Q-learning method, the Fuzzy Q-

learning method, the proposed MFDQN method, and the proposed DRLEA method. We
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Figure 3.10. CDF of UE throughput performance under the HAPS with a left shift of 5 km.

use the KPI [68] mentioned in Sec. 3.4.2 to show the convergence performance of each

method. The KPI represents the percentage of users u whose received signal power Ti(u)

is greater than or equal to the received signal power threshold τ among the set of users

Ui located in the coverage as shown in Eq. (3.15). In Fig. 3.11, the Fuzzy Q-learning

method has the highest convergence rate. However, the KPI performance of the Fuzzy Q-

learning method is worse than that of the other methods. The proposed MFDQN method

achieves a higher KPI performance and higher convergence rate than the Q-learning and

DQN methods. The proposed DRLEA method has the worst convergence performance

but the best KPI performance.

3.7.4 Discussion

In Sec. 3.7.2, we show the CDF performance under both HAPS with rotation of 30

degrees and left shift of 5 km scenarios. In the rotation scenario, the proposed DRLEA
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Figure 3.11. Convergence performance of HAPS rotation scenarios for four different user distri-

bution scenarios.

achieves the best CDF performance under all the user distribution cases and the proposed

MFDQN achieves the second-best CDF performance (except the Osaka case). That is

because, in the proposed DRLEA, we search the wide range of candidate solutions by

randomly initializing the antenna parameters at the beginning of each training epoch. We

design a novel loss function that includes not onlyQ-value of the predicted optimal action,

but also the historical optimal solutions obtained from previous training. However, other

RL-based methods (Q-learning, Fuzzy Q-learning, DQN, and MFDQN), which only use

the simple ϵ-greedy method for searching the optimal solution, are difficult to escape

the local optimal. When these methods fall into a suboptimal solution, the randomly

selected actions can only get a worse reward. It makes the RL agent stop to search for the

optimal solution toward the optimal solution. The PSO algorithm also randomly generates

many particles to search for the optimal solution, however, the performance is worse
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than the proposed methods. The high-dimensional search space is the main problem.

In the simulation, we set the number of antenna arrays in each HAPS as 3, thus, the

search space is 12-dimensional space. in Fig. 3.9, we can find that in the [0.0, 2.0] kbps

throughput range, the PSO method has comparable or even better CDF of throughput

performance than the other methods. In particular, in Fig. 4.5 (b), PSO achieves the

best CDF performance in the [0.0, 4.0] kbps throughput range. However, due to the high-

dimensional space, the number of particles we set in our experiments is not enough for

PSO to search for the optimal solution. It is still easy to fall into the local optimum.

In the proposed MFDQN, we decompose the high-dimensional search space into several

lower-dimensional spaces to search for the optimal solution separately. Thus, it achieves

better CDF of throughput performance and a faster convergence rate than the conventional

methods.

In the shifting scenario, the DQN method, the proposed MFDQN method, and the

proposed DRLEA method still can reduce the number of low-throughput users without

retraining under the same user distribution case. in Fig. 3.3, we show the relationship

between antenna parameters and footprint. In other words, we use the footprint as state

and train the DNN to find the optimal footprint over the user distribution. Thus, under the

same user distribution, DRL-based methods still have the ability to reduce the number of

low-throughput users without retraining.

3.8 Conclusion

In this Chapter, we addressed the problem of the reduction of the number of users with

low throughput caused by the movement of HAPS. To do so, we first present the antenna

control problem as a Markov Decision Process (MDP) problem. To tackle this MDP

problem, we use three conventional RL-based approaches. Besides, we use an Evolu-

tionary Algorithm named PSO to find the optimal antenna parameters for reducing the

number of low-throughput users. However, due to the huge search space and different

user distribution scenarios, these approaches are difficult to obtain the optimal solutions.

Motivated by this, we develop two novel DRL-based methods: MFDQN and DRLEA to
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search for the optimal solution as much as possible in the limited number of training. We

do the simulation under four different user distribution scenarios and consider both HAPS

rotation and HAPS shift cases. The simulation results show that the proposed MFDQN

and DRLEA have better CDF of users’ throughput than that of conventional RL-based

approaches and PSO algorithm under all the user distribution scenarios in the HAPS ro-

tation case. In the HAPS shift case, the proposed methods without retraining achieve a

CDF of throughput performance comparable to that of the conventional methods. Besides,

we compare the convergence between MFDQN and the conventional RL-based methods.

The MFDQN shows that it reduces the complexity of the interactions among agents and

converges faster than the conventional RL-based methods.
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Chapter 4

Clustering-Based Methods for Antenna

Control in HAPS with Users’ Location

Information
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4.1 Problem Re-formulation

In Sec. 3.3, to reduce the number of users whose with low throughput, we formulate the

antenna control problem into maximizing the throughput of users. For easier reading, we

show the formula of throughput below:

T = b × log2(1 + γ), (4.1)

As obvious from Equation (4.1) and the x-z plane in Fig. 4.1, we can know that the

rising of the throughput with the increase in the SINR is very slow when the bandwidth is

very small. Thus, considering making users’ bandwidth as large as possible is necessary,

particularly in the non-uniform user distribution scenario. Thus, in this chapter, we re-

formulate the antenna control problem to two sup-problems: maximizing the SINR of

users and maximizing the bandwidth of users. To maximize the SINR of users, one idea

is to cluster users into several clusters with high density and then control the beams toward

and cover each cluster respectively. To maximize the bandwidth of users, we can cluster

users into several clusters with the same number of users. Thus, in this chapter, we design

an Equal Clustering (EC)-aided approach to address the antenna control problem.

4.2 Contributions

In this chapter, we design a novel clustering method to cluster the users into several clus-

ters with the same number of users. Moreover, we implement a conventional cluster-

ing method, the K-Means clustering algorithm, as benchmarks to evaluate the proposed

method and show that the proposed method is still reliable and efficient. This Chapter’s

contributions can be outlined as follows:

• We propose a novel clustering-aided DQN that addresses the problem of dynamic

control of the HAPS antenna parameters to decrease the number of users with low

throughput.
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Figure 4.1. Throughput.

• We design a clustering method that clusters users into several clusters of the same

size and high density with low computational complexity.

• The conventional DRL approaches need to collect lots of datasets for training. How-

ever, in practice, collecting the SINR of users needs huge time and power consump-

tion. To address this problem, we propose an EC-aided DQN approach that reduces

the number of training datasets required.

• Under the user movement scenario, the proposed method shows a better Cumulative

Distribution Function (CDF) of throughput performance than other methods.

83



4.3 Conventional Clustering-Based Approach for Antenna

Beamforming

K-means algorithm is a typical clustering algorithm widely used for clustering a large

set of data [167]. The algorithm consists of two separate steps. In the first step, we

need to select k centers of clusters randomly. For a more concise explanation of this

algorithm, here we assume the number of antenna arrays N = 3 on each HAPS. Thus,

we need to divide users into 3 clusters. In the second step, we take each data object to

the nearest center according to the Euclidean distance between each data object and the

cluster centers. The detail of the K-Means algorithm is shown in Algorithm 7:

Algorithm 7 K-Means UE clustering algorithm

Input: k, U

Output: C1,C2, . . . ,Ck

1: repeat

2: Randomly select k UEs from U as cluster center.

3: for i = 0 to n do

4: for j = 0 to k do

5: li, j = d(ui, c j)

6: end for

7: m = arg min(li,1, . . . , li,k)

8: Assign ui to cm

9: end for

10: for j = 0 to k do

11:

c
′

j =minimize
1

n j

n j
∑

i=1

||ui − c j||2,

subject to ui ∈ U j

(4.2)

12: end for

13: until c
′

j = c j, j ∈ (1, . . . , k)

Here we define the U to represent the UEs’ locations and n denotes the number UEs

in a HAPS coverage area. C j = {u1, · · · , un}, j ∈ (1, . . . , k) denotes the set of UEs which

belongs to the cluster j. c j, j ∈ (1, . . . , k) denotes the central of C j. li, j denotes the

Euclidean distance between the UE i and the center c j. For each iteration, we calculate

the li, j between the i-th UE ui and the j-th central of the cluster c j. Next, for UE ui, we can

get the closest cluster center cm, where m is the index of the minimum of the Euclidean
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distance set between the UE ui and all clusters’ center. Thus, the UE ui belongs to the

cluster cm. Finally, after we assign all UEs to k clusters, we recalculate the center of each

cluster by Eq. (4.2) and repeat this flow again until no change in the center of clusters.

According to the UE locations, we first redesign the cell configuration and divide UEs

into three new cells by the K-Means clustering method. We denote the three new cells as

C = {c1, c2, c3}. For each cell, we can obtain the radius r j as follows:

ri. j = max d(ui, c j), ui ∈ Ui (4.3)

where, ui denotes the ui-th UE location in the cell j, Ui denotes the set of UEs in the cell

j. d(ui, c j) denotes the distance between the ui-th UE and the center of the cell j. We

select the maximum distance as the radius of the cell. According to the beam coverage

geometry model in [62], we can obtain the horizontal tilt, vertical tilt, horizontal beam

HPBW, and vertical beam HPBW after we obtain the radius and center of each cell to

make beams toward and cover each cluster respectively.

4.4 The Proposed Equal Clustering-aided DeepQ-Learning

for Antenna Beamforming

As known in Sec. 4.1, improving the bandwidth of each user is a very important thing

for reducing the number of low throughput users. Considering the limitation and same

bandwidth of each antenna array, thus, making each antenna array server the same num-

ber of users can maximize the bandwidth of each user. Thus, to improve the throughput

of users, we design a novel clustering method for maximizing the bandwidth of users.

Different from the K-means algorithm variation with equal cluster size which has high

computational complexity for iteratively searching the centroid of each cluster, the pro-

posed clustering method only needs to search the sparsest area to locate a boundary of a

sector and then divide users into several clusters by the same number of users. We use an
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example of (0, 5) 1-layer cell configuration as shown in Fig. 4.2 to explain the proposed

clustering algorithm. The details of the proposed clustering algorithm are in Algorithm 8

β
α

(a) (b)

(c) (d)

θ1
θ2 θ3

θ4θ5𝒜𝑏
𝒜𝐵

𝒜𝐴0°

0°

0°

Figure 4.2. The flow of the proposed equal clustering algorithm.

Here, ρ and ρmin denote the density of a sector and the minimum density, respectively.

AngleA and AngleB denote the angle of a side of sector A and sector B, respectively. kA

and kB denote the number of users in sector A and sector B, respectively. S A and S B denote

the area of sector A and sector B, respectively. Angleb denotes the angle of a boundary

of a cluster located in the sparsest area. Fig. 4.3 shows an example of the extension of

the proposed algorithm in a 2-layer cell configuration. In the 2-layer cell configuration,

the difference is that we need to search the boundary located in the sparsest area for each

layer.
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Algorithm 8 The proposed Equal clustering algorithm

Input: α, β, α
′
, β
′
,K,N.

Output: Angleb, θ1, . . . , θN .

1: Generating a sector A with the angle of α rotate around the HAPS.

2: Initializing ρmin with a large number, AngleA = 0.

3: Searching the sparsest area of the user distribution (Fig. 4.2(a)).

4: for a = 0◦ to 360◦, angle step = β do

5: Calculating the density of sector A by Eq. (4.4).

6:

ρ =
kA

S A

(4.4)

7: if ρ < ρmin then

8: ρmin = ρ

9: AngleA = a

10: end if

11: end for

12: Generating a sector B with as much smaller angle α
′

rotate around the HAPS with a

much smaller angle β
′
.

13: Initializing ρmin with a large number, AngleB = 0.

14: Searching the sparsest area of sector A (Fig. 4.2(b)).

15: for a = AngleA to AngleA + β, angle step = β
′

do

16: Calculating the density of sector B by Eq. (4.5).

17:

ρ =
kB

S B

(4.5)

18: if ρ < ρmin then

19: ρmin = ρ

20: AngleB = a

21: end if

22: end for

23: Angleb = AngleB +
α
′

2
(Fig. 4.2(c)).

24: Adjusting [θ1, . . . , θN] so that the number of users in each sector equals K
N

(Fig.

4.2(d)).

After clustering, we can get the new cell configuration. Based on the Geometric cov-

erage model, as shown in Fig. 4.4, we can design the antenna parameters by equations in

the following:

θ3dB = arctan

(

g + r

h

)

− arctan

(

g − r

h

)

, (4.6)

ϕ3dB = 2 arctan















r
√

h2 + g2















, (4.7)

∆θtilt = arctan

(

gB

h

)

− arctan

(

gA

h

)

, (4.8)
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Figure 4.3. An example of the proposed clustering method in 2-layer cell config.

∆ϕtilt = arctan

(

xb − xa

yb − ya

)

, (4.9)

where, gA and gB denote the horizontal distance between the HAPS and the center of the

old cell and the center of the new cell (as shown in Fig. 4.4 (b)), respectively.

After the antenna parameters design, we roughly get the sub-optimal solution. Next,

we use the DQN approach which is mentioned in Sec. 3.4.3 to fine-turn the antenna

parameters obtained before.
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(b) ∆𝜃𝑡𝑖𝑙𝑡 and ∆𝜙𝑡𝑖𝑙𝑡
move

A: center of the old 

cell, (𝑥𝑎, 𝑦𝑎)

B: center of the 

new cell, (𝑥𝑏, 𝑦𝑏)

(a) 𝜃3𝑑𝐵 and 𝜙3𝑑𝐵
h

g r

Figure 4.4. Geometric coverage model.

4.5 Simulation Results

4.5.1 CDF of UE Throughput Performance

Figure 4.5 shows the CDF of the users’ throughput under the rotation scenario in the

user distribution cases of Tokyo, Osaka, Sendai, and Nagoya, respectively. In all the

user distribution cases, the K-Means clustering method the proposed EC methods and

the proposed EC-aided DQN method reduce the number of low-throughput users in the

throughput range of [0.0, 16.0] kbps. To easily compare the performance of different

algorithms, we use Tab. 4.1 to record the percentage of low throughput users after using

different algorithms. In Tab. 4.1, we can find that the proposed EC-aided DQN achieves

the lowest number of low-throughput users under all the user distribution cases. The

proposed EC without DQN achieves a number of low-throughput users’ performances

comparable to that of the K-Means clusters methods.

Moreover, we evaluate the proposed method under the shifting scenario. Here, we use

the MFDQN and DRLEA methods, which are trained under the rotation scenario, and the

DQN part of the EC-aided DQN method is also trained under the rotation scenario. As

shown in Fig. 4.6, we can find that the proposed EC and EC-aided DQN without retraining

achieve a throughput performance comparable to that of K-Means clustering method in

the HAPS with a left shift of 5 km scenario.
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Figure 4.5. CDF of UE throughput performance under the HAPS HAPS with rotation of 30 de-

grees.

In Tab. 3.3, we can find that the proposed EC-aided DQN achieves the lowest number

of low-throughput users under the user distribution cases of Osaka and Sendai. In the

case of Tokyo, the proposed EC-aided DQN is slightly worse than the K-Means clustering

method. In the case of Nagoya, the proposed EC-aided DQN is slightly worse than the

EC without DQN.

In addition, we also evaluate the proposed method with user movement under both

rotation and shift scenarios. We show the CDF of throughput performance under the rota-

tion and shift scenario in Fig. 4.7 and Figure 4.8, respectively. We show the percentage of

number of low-throughput users after antenna control by using different methods in Tab.

4.3 and Tab. 4.4, respectively. We can find that because the user distribution is changed,

the MFDQN and DRLEA methods cannot reduce the number of low-throughput users,

but clustering-based methods still can work.
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Table 4.1
The percentage of low-throughput users after using different algorithms

under HAPS with rotation of 30 degrees

Tokyo Osaka Sendai Nagoya

MFDQN 39.4 % 38.3 % 38.3 % 39.0 %

DRLEA 37.9 % 36.4 % 37.1 % 36.9 %

K-Means 30.3 % 31.2 % 40.0 % 37.3 %

EC 30.4 % 30.8 % 38.8 % 37.3 %

EC-aided DQN 27.6 % 27.1 % 33.5 % 34.8 %

Table 4.2
The percentage of low-throughput users after using different algorithms

under HAPS with left shift of 5 km

Tokyo Osaka Sendai Nagoya

MFDQN 46.4 % 44.3 % 59.7 % 48.6 %

DRLEA 40.9 % 42.4 % 45.6 % 41.9 %

K-Means 30.8 % 40.9 % 48.9 % 42.4 %

EC 32.1 % 38.4 % 44.6 % 40.9 %

EC-aided DQN 30.9 % 30.9 % 38.7 % 41.2 %

4.5.2 Discussion

In Sec. 4.1, we mentioned that the rising of the throughput with the increase in the SINR is

very slow when the bandwidth is very small. Thus, considering making users’ bandwidth

as large as possible is necessary. If a cluster is not high-density, the SINR of the users in

this cluster will be not high. If a cluster has a larger number of users than other clusters,

the bandwidth per user in this cluster will be very small. In the proposed EC method, we

cluster users into several clusters with both high density and roughly the same number

of users. The accuracy of the EC deeply affects the bandwidth and SINR of each user.

That is why the proposed EC method only is slightly worse than the K-Means cluster-

ing method in the cases of Tokyo and Nagoya, and is better than the K-Means clustering

method in the cases of Osaka and Sendai. Besides, we use DQN to fine-tune the antenna

parameters after the EC method to find the optimal solution. Thus, in all the cases (both
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Figure 4.6. CDF of UE throughput performance under the HAPS with left shift of 5 km.

rotation and shifting scenarios), the EC-aided DQN can achieve the best CDF of through-

put performance. For the proposed DRLEA and MFDQN, the main reason of the worse

CDF of throughput performance of them is the change in user distribution. When the dis-

tribution of users changes substantially, DRLEA and MFDQN need to be retrained under

the new distribution to learn how to reduce the number of low throughput users under the

new distribution.

4.6 Conclusion

In this chapter, we study user location information for assisting in tackling the antenna

control problem. Our idea is to first cluster users into several high-density clusters ac-

cording to the number of antenna arrays. Next, we design antenna parameters based on

the geometric model to control beams toward the center of each cluster and cover each
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Table 4.3
The percentage of low-throughput users after using different algorithms

under HAPS with rotation of 30 degrees in the user movement scenario

Osaka Sendai Nagoya

MFDQN 67.6 % 65.2 % 58.3 %

DRLEA 51.6 % 52.7 % 51.6 %

K-Means 31.2 % 40.0 % 37.3 %

EC 30.8 % 38.8 % 37.3 %

EC-aided DQN 27.1 % 33.5 % 34.8 %

Table 4.4
The percentage of low-throughput users after using different algorithms

under HAPS with left shift of 5 km in user movement scenario

Osaka Sendai Nagoya

MFDQN 49.5 % 71.6 % 58.0 %

DRLEA 67.2 % 59.3 % 55.3 %

K-Means 40.9 % 48.9 % 42.4 %

EC 38.4 % 44.6 % 40.9 %

EC-aided DQN 30.9 % 38.7 % 41.2 %

cluster separately. We use a classical K-Means clustering method and design an interest-

ing EC method for clustering users. Moreover, to get a better throughput performance, we

use DQN to fine-tune antenna parameters after designing the antenna parameters accord-

ing to the clustering result of using EC. Under the same simulation settings in Chapter 3,

the simulation results show that K-Means, EC, and EC-aided DQN are effective in im-

proving the CDF performance of throughput over the RL-based approach in HAPS with

both rotation and shift scenarios. Besides, we evaluate the clustering-based methods in a

user movement scenario, we show that the clustering-based approaches can still maintain

a high CDF of throughput performance, while the RL-based approach cannot.
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Figure 4.7. CDF of UE throughput performance under the HAPS with rotation of 30 degrees in

the user movement scenario.
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Figure 4.8. CDF of UE throughput performance under the HAPS with left shift of 5 km in user

movement scenario
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Chapter 5

Conclusions and Future Work
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In this paper, we use DL- and DRL-based algorithms to address two key techniques

in mmWave mMIMO systems to achieve high-quality communication services. We first

propose a DL-based fingerprint and super-resolution approaches to improve the accuracy

of IUD estimation. Besides, we propose three novel DRL-based methods to reduce the

low-throughput users in the HAPS system.

5.1 Contributions

Chapter 2 tackles a challenging localization task that is very important to enhance the

quality of communication and communication services. We use DL and propose a novel

fingerprint to address this problem. This novel fingerprint is easily obtained by beam

sweeping and includes rich angular information of both two users. Nonetheless, we in-

vestigate the possibility of using a super-resolution network to reduce the involved beam

sweeping overhead. We evaluate the proposed DNN-based IUD estimation method by

using original beam images of resolution 4 × 4, 8 × 8, and 16 × 16. Simulation results

show that our method can achieve an average distance estimation error equal to 0.13 m

for a coverage area of 60 × 30 m2. Moreover, our method outperforms the state-of-the-art

IUD estimation methods that rely on each user’s location information.

Chapters 3 and 4 are focuses on the same task: antenna beamforming in the HAPS

communication system to reduce the number of low-throughput users. In Chapter 3, we

first present the antenna beamforming problem as a Markov Decision Process (MDP)

problem. To tackle this MDP problem, we use three conventional RL-based approaches.

Besides, we use an Evolutionary Algorithm named PSO to find the optimal antenna pa-

rameters for reducing the number of low-throughput users. However, due to the huge

search space and different user distribution scenarios, these approaches are difficult to

obtain the optimal solutions. Motivated by this, we develop two novel DRL-based meth-

ods: MFDQN and DRLEA to search for the optimal solution as much as possible in the

limited number of training. We do the simulation under four different user distribution

scenarios and consider both HAPS rotation and HAPS shift cases. The simulation results

show that the proposed MFDQN and DRLEA have better CDF of users’ throughput than
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that of conventional RL-based approaches and PSO algorithm under all the user distri-

bution scenarios in HAPS rotation case. In the HAPS shift case, the proposed methods

without retraining achieve a CDF of throughput performance comparable to that of the

conventional methods. Besides, we compare the convergence between MFDQN and the

conventional RL-based methods. The MFDQN shows that it reduces the complexity of

the interactions among agents and converges faster than the conventional RL-based meth-

ods.

In Chapter 4 we study user location information for assisting in tackling the antenna

beamforming problem. Our idea is to first cluster users into several high-density clusters

according to the number of antenna arrays. Next, we design antenna parameters based on

the geometric model to control beams toward the center of each cluster and cover each

cluster separately. We use a classical K-Means clustering method and design an interest-

ing EC method for clustering users. Moreover, to get a better throughput performance, we

use DQN to fine-tune antenna parameters after designing the antenna parameters accord-

ing to the clustering result of using EC. Under the same simulation settings in Chapter 3,

the simulation results show that K-Means, EC, and EC-aided DQN are effective in im-

proving the CDF performance of throughput over the RL-based approach in HAPS with

both rotation and shift scenarios. Besides, we evaluate the clustering-based methods in a

user movement scenario, we show that the clustering-based approaches can still maintain

a high CDF of throughput performance, while the RL-based approach cannot.

5.2 Future Works

In the IUD estimation problem, our proposed method still has some limitations. Even

though the proposed method is usable even in scenarios where the users are moving, we

can only get the outdated beam energy image of users. Thus, the accuracy of detection will

be highly affected by the frequency of beam sweeping: if the sweeping is very frequent,

a high accuracy can be obtained, however, it will lead to a huge overhead. On the other

hand, if the sweeping is not very frequent, the overhead is reduced, however, a drop

in the accuracy is expected. Identifying a good balance between the accuracy and the
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sweeping frequency is yet to be identified. Nonetheless, we could use a different type of

neural network (ConvLSTM) to account for the change over time of the user’s location

and predict the beam energy image of the users based on their history [132] to reduce the

frequency of the sweeping, while accurately predicting their distances.

For antenna control in the HAPS system, in this dissertation, we only consider the

single HAPS movement scenario. The more complex scenario should be considered such

as multiple HAPS movement scenarios in the future. In the case of multiple HAPS and

users moving at the same time, increased cost of obtaining user location information due

to more frequent changes in user distribution. Therefore, we still need to explore DRL-

and DL-based algorithms to tackle antenna control problems in more complex cases.
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[94] S. Maranò, W. M. Gifford, H. Wymeersch, and M. Z. Win, ªNlos identification

and mitigation for localization based on uwb experimental data,º IEEE Journal on

Selected Areas in Communications, vol. 28, no. 7, pp. 1026±1035, 2010.

[95] Y. Shen, S. Mazuelas, and M. Z. Win, ªNetwork navigation: Theory and interpre-

tation,º IEEE Journal on Selected Areas in Communications, vol. 30, no. 9, pp.

1823±1834, 2012.

[96] X. Yang, Z. Wu, and Q. Zhang, ªBluetooth indoor localization with gaus-

sian±bernoulli restricted boltzmann machine plus liquid state machine,º IEEE

Transactions on Instrumentation and Measurement, vol. 71, pp. 1±8, 2022.

[97] F. Zafari, A. Gkelias, and K. K. Leung, ªA survey of indoor localization systems

and technologies,º IEEE Communications Surveys Tutorials, vol. 21, no. 3, pp.

2568±2599, 2019.

[98] M. Mercuri, I. R. Lorato, Y.-H. Liu, F. Wieringa, C. V. Hoof, and

T. Torfs, ªVital-sign monitoring and spatial tracking of multiple people using a

117



contactless radar-based sensor,º vol. 2, no. 6, pp. 252±262. [Online]. Available:

https://doi.org/10.1038/s41928-019-0258-6

[99] X. Ye, X. Yin, X. Cai, A. PÂerez Yuste, and H. Xu, ªNeural-network-assisted ue

localization using radio-channel fingerprints in lte networks,º IEEE Access, vol. 5,

pp. 12 071±12 087, 2017.

[100] M. Koivisto, A. Hakkarainen, M. Costa, P. Kela, K. Leppanen, and M. Valkama,

ªHigh-efficiency device positioning and location-aware communications in dense

5G networks,º IEEE Communications Magazine, vol. 55, no. 8, pp. 188±195, 2017.

[101] Y. Shen and M. Z. Win, ªOn the use of multipath geometry for wideband coopera-

tive localization,º in GLOBECOM 2009 - 2009 IEEE Global Telecommunications

Conference, 2009, pp. 1±6.

[102] R. Di Taranto, S. Muppirisetty, R. Raulefs, D. Slock, T. Svensson, and H. Wymeer-

sch, ªLocation-aware communications for 5G networks: How location information

can improve scalability, latency, and robustness of 5G,º IEEE Signal Processing

Magazine, vol. 31, no. 6, pp. 102±112, 2014.

[103] P. Ferrand, A. Decurninge, and M. Guillaud, ªDnn-based localization from channel

estimates: Feature design and experimental results,º in GLOBECOM 2020 - 2020

IEEE Global Communications Conference, 2020, pp. 1±6.

[104] F. Rusek, D. Persson, B. K. Lau, E. G. Larsson, T. L. Marzetta, O. Edfors, and

F. Tufvesson, ªScaling up mimo: Opportunities and challenges with very large

arrays,º IEEE Signal Processing Magazine, vol. 30, no. 1, pp. 40±60, 2013.

[105] H. Wymeersch, S. Marano, W. M. Gifford, and M. Z. Win, ªA machine learning

approach to ranging error mitigation for uwb localization,º IEEE Transactions on

Communications, vol. 60, no. 6, pp. 1719±1728, 2012.

[106] Y. Wang, Y. Wu, and Y. Shen, ªMultipath effect mitigation by joint spatiotemporal

separation in large-scale array localization,º in GLOBECOM 2017 - 2017 IEEE

Global Communications Conference, 2017.

118



[107] M. Vari and D. Cassioli, ªmmwaves rssi indoor network localization,º in 2014

IEEE International Conference on Communications Workshops (ICC), 2014, pp.

127±132.

[108] Y. Shen, H. Wymeersch, and M. Z. Win, ªFundamental limits of wideband localiza-

tionÐ part ii: Cooperative networks,º IEEE Transactions on Information Theory,

vol. 56, no. 10, pp. 4981±5000, 2010.

[109] R. M. Buehrer, H. Wymeersch, and R. M. Vaghefi, ªCollaborative sensor network

localization: Algorithms and practical issues,º Proceedings of the IEEE, vol. 106,

no. 6, pp. 1089±1114, 2018.

[110] M. Z. Win, W. Dai, Y. Shen, G. Chrisikos, and H. Vincent Poor, ªNetwork opera-

tion strategies for efficient localization and navigation,º Proceedings of the IEEE,

vol. 106, no. 7, pp. 1224±1254, 2018.

[111] Y. Cao, T. Ohtsuki, and T. Q. S. Quek, ªDual-ascent inspired transmit precoding

for evolving multiple-access spatial modulation,º IEEE Transactions on Commu-

nications, vol. 68, no. 11, pp. 6945±6961, 2020.

[112] M. Luan, B. Wang, Y. Zhao, Z. Feng, and F. Hu, ªPhase design and near-field target

localization for ris-assisted regional localization system,º IEEE Transactions on

Vehicular Technology, vol. 71, no. 2, pp. 1766±1777, 2022.

[113] Z. Wang, H. Zhang, T. Lu, and T. A. Gulliver, ªCooperative rss-based localiza-

tion in wireless sensor networks using relative error estimation and semidefinite

programming,º IEEE Transactions on Vehicular Technology, vol. 68, no. 1, pp.

483±497, 2019.

[114] K.-H. Lam, C.-C. Cheung, and W.-C. Lee, ªRssi-based lora localization systems

for large-scale indoor and outdoor environments,º IEEE Transactions on Vehicular

Technology, vol. 68, no. 12, pp. 11 778±11 791, 2019.

119



[115] Z. Abu-Shaban, H. Wymeersch, T. Abhayapala, and G. Seco-Granados, ªSingle-

anchor two-way localization bounds for 5G mmwave systems,º IEEE Transactions

on Vehicular Technology, vol. 69, no. 6, pp. 6388±6400, 2020.

[116] Z. Ma and K. Ho, ªToa localization in the presence of random sensor position

errors,º in 2011 IEEE International Conference on Acoustics, Speech and Signal

Processing (ICASSP), 2011, pp. 2468±2471.

[117] S. Sadowski and P. Spachos, ªRssi-based indoor localization with the internet of

things,º IEEE Access, vol. 6, pp. 30 149±30 161, 2018.

[118] M. Zane, M. Rupp, and S. Schwarz, ªPerformance investigation of angle of ar-

rival based localization,º in WSA 2020; 24th International ITG Workshop on Smart

Antennas, 2020.

[119] S. Zhao, X.-P. Zhang, X. Cui, and M. Lu, ªOptimal two-way toa localization and

synchronization for moving user devices with clock drift,º IEEE Transactions on

Vehicular Technology, vol. 70, no. 8, pp. 7778±7789, 2021.

[120] Z. Dai, G. Wang, X. Jin, and X. Lou, ªNearly optimal sensor selection for tdoa-

based source localization in wireless sensor networks,º IEEE Transactions on Ve-

hicular Technology, vol. 69, no. 10, pp. 12 031±12 042, 2020.

[121] Q. Zheng, L. Luo, H. Song, G. Sheng, and X. Jiang, ªA rssi-aoa-based uhf par-

tial discharge localization method using music algorithm,º IEEE Transactions on

Instrumentation and Measurement, vol. 70, pp. 1±9, 2021.

[122] C. Zhang, P. Patras, and H. Haddadi, ªDeep learning in mobile and wireless net-

working: A survey,º IEEE Communications Surveys Tutorials, vol. 21, no. 3, pp.

2224±2287, 2019.

[123] Z. Shen, J. Li, and Q. Wu, ªData-driven interference localization using a single

satellite based on received signal strength,º IEEE Transactions on Vehicular Tech-

nology, vol. 69, no. 8, pp. 8657±8669, 2020.

120



[124] C. Zhou, J. Liu, M. Sheng, Y. Zheng, and J. Li, ªExploiting fingerprint correlation

for fingerprint-based indoor localization: A deep learning based approach,º IEEE

Transactions on Vehicular Technology, vol. 70, no. 6, pp. 5762±5774, 2021.

[125] L. Ma, Y. Zhang, and D. Qin, ªA novel indoor fingerprint localization system based

on distance metric learning and ap selection,º IEEE Transactions on Instrumenta-

tion and Measurement, vol. 71, pp. 1±15, 2022.

[126] Q. Pu, J. K.-Y. Ng, and M. Zhou, ªFingerprint-based localization performance anal-

ysis: From the perspectives of signal measurement and positioning algorithm,º

IEEE Transactions on Instrumentation and Measurement, vol. 70, pp. 1±15, 2021.

[127] V. Bianchi, P. Ciampolini, and I. De Munari, ªRssi-based indoor localization and

identification for zigbee wireless sensor networks in smart homes,º IEEE Transac-

tions on Instrumentation and Measurement, vol. 68, no. 2, pp. 566±575, 2019.

[128] R. Canetti, A. Trachtenberg, and M. Varia, ªAnonymous collocation discovery:

Harnessing privacy to tame the coronavirus,º ArXivorg, vol. 2003, no. 13670.

[Online]. Available: https://par.nsf.gov/biblio/10156173

[129] M. Dmitrienko, A. Singh, P. Erichsen, and R. Raskar, ªProximity inference with

wifi-colocation during the COVID-19 pandemic,º CoRR, vol. abs/2009.12699,

2020. [Online]. Available: https://arxiv.org/abs/2009.12699

[130] P. M. Varela, J. Hong, T. Ohtsuki, and X. Qin, ªIgmm-based co-localization of

mobile users with ambient radio signals,º IEEE Internet of Things Journal, vol. 4,

no. 2, pp. 308±319, 2017.

[131] M. Cudak, T. Kovarik, T. A. Thomas, A. Ghosh, Y. Kishiyama, and T. Nakamura,

ªExperimental mm wave 5G cellular system,º in 2014 IEEE Globecom Workshops

(GC Wkshps), 2014, pp. 377±381.

[132] H. Echigo, Y. Cao, M. Bouazizi, and T. Ohtsuki, ªA deep learning-based low over-

head beam selection in mmwave communications,º IEEE Transactions on Vehicu-

lar Technology, vol. 70, no. 1, pp. 682±691, 2021.

121



[133] Y. Yu, R. Chen, W. Shi, and L. Chen, ªPrecise 3d indoor localization and trajec-

tory optimization based on sparse wi-fi ftm anchors and built-in sensors,º IEEE

Transactions on Vehicular Technology, vol. 71, no. 4, pp. 4042±4056, 2022.

[134] R. C. Luo and T.-J. Hsiao, ªIndoor localization system based on hybrid wi-fi/ble

and hierarchical topological fingerprinting approach,º IEEE Transactions on Ve-

hicular Technology, vol. 68, no. 11, pp. 10 791±10 806, 2019.

[135] M. Zhou, Y. Li, M. J. Tahir, X. Geng, Y. Wang, and W. He, ªIntegrated statistical

test of signal distributions and access point contributions for wi-fi indoor localiza-

tion,º IEEE Transactions on Vehicular Technology, vol. 70, no. 5, pp. 5057±5070,

2021.

[136] D. Tse and P. Viswanath, MIMO I: spatial multiplexing and channel modeling.

Cambridge University Press, 2005, p. 290±331.

[137] C. Li, E. Tanghe, D. Plets, P. Suanet, J. Hoebeke, E. De Poorter, and W. Joseph,

ªReloc: Hybrid rssi- and phase-based relative uhf-rfid tag localization with cots

devices,º IEEE Transactions on Instrumentation and Measurement, vol. 69, no. 10,

pp. 8613±8627, 2020.

[138] B. Mukhopadhyay, S. Srirangarajan, and S. Kar, ªRss-based localization in the

presence of malicious nodes in sensor networks,º IEEE Transactions on Instru-

mentation and Measurement, vol. 70, pp. 1±16, 2021.

[139] ªWireless em propagation software - wireless insite.º [Online]. Available:

http://www.remcom.com/wireless-insite

[140] K. He, X. Zhang, S. Ren, and J. Sun, ªDeep residual learning for image recog-

nition,º in Proceedings of the IEEE conference on computer vision and pattern

recognition, 2016, pp. 770±778.

[141] K. Simonyan and A. Zisserman, ªVery deep convolutional networks for large-scale

image recognition,º arXiv preprint arXiv:1409.1556, 2014.

122



[142] D. Zhou, S. Gao, R. Liu, F. Gao, and M. Guizani, ªOverview of development and

regulatory aspects of high altitude platform system,º Intelligent and Converged

Networks, vol. 1, no. 1, pp. 58±78, 2020.

[143] A. K. Widiawan and R. Tafazolli, ªHigh altitude platform station (haps): A

review of new infrastructure development for future wireless communications,º

Wirel. Pers. Commun., vol. 42, no. 3, p. 387±404, aug 2007. [Online]. Available:

https://doi.org/10.1007/s11277-006-9184-9

[144] A. Mohammed, A. Mehmood, F.-N. Pavlidou, and M. Mohorcic, ªThe role of high-

altitude platforms (haps) in the global wireless connectivity,º Proceedings of the

IEEE, vol. 99, no. 11, pp. 1939±1953, 2011.

[145] G. P. White and Y. V. Zakharov, ªData communications to trains from high-altitude

platforms,º IEEE Transactions on Vehicular Technology, vol. 56, no. 4, pp. 2253±

2266, 2007.

[146] Y. Albagory, M. Nofal, and A. Ghoneim, ªHandover performance of unstable-yaw

stratospheric high-altitude stations,º Wireless Personal Communications, vol. 84,

pp. 1±13, 05 2015.

[147] P. He, N. Cheng, and J. Cui, ªHandover performance analysis of cellular com-

munication system from high altitude platform in the swing state,º in 2016 IEEE

International Conference on Signal and Image Processing (ICSIP), 2016, pp. 407±

411.

[148] K. Hoshino, S. Sudo, and Y. Ohta, ªA study on antenna beamforming method con-

sidering movement of solar plane in haps system,º in 2019 IEEE 90th Vehicular

Technology Conference (VTC2019-Fall), 2019.

[149] N. Dib, ªDesign of planar concentric circular antenna arrays with reduced side

lobe level using symbiotic organisms search,º Neural Computing and Applications,

vol. 30, 12 2018.

123



[150] D. Mandal, H. Kumar, S. Ghoshal, and R. Kar, ªThinned concentric

circular antenna array synthesis using particle swarm optimization,º Procedia

Technology, vol. 6, pp. 848±855, 2012, 2nd International Conference on

Communication, Computing &amp; Security [ICCCS-2012]. [Online]. Available:

https://www.sciencedirect.com/science/article/pii/S2212017312006482

[151] S. C. Arum, D. Grace, P. D. Mitchell, and M. D. Zakaria, ªBeam-pointing algo-

rithm for contiguous high-altitude platform cell formation for extended coverage,º

in 2019 IEEE 90th Vehicular Technology Conference (VTC2019-Fall), 2019.

[152] D. Grace, J. Thornton, G. Chen, G. White, and T. Tozer, ªImproving the system ca-

pacity of broadband services using multiple high-altitude platforms,º IEEE Trans-

actions on Wireless Communications, vol. 4, no. 2, pp. 700±709, 2005.

[153] J. Thornton, D. Grace, M. Capstick, and T. Tozer, ªOptimizing an array of antennas

for cellular coverage from a high altitude platform,º IEEE Transactions on Wireless

Communications, vol. 2, no. 3, pp. 484±492, 2003.

[154] Minimum Performance Characteristics and Operational Conditions For High Alti-

tude Platform Stations Providing IMT-2000 in the Bands 1885- 1980 MHz, 2010-2

025MHz and 2110-2170 MHz in Regions 1 and 3 and 1885- 1980 MHz and 2110-

2160 MHz in Region 2, document ITU-R M.1456, 2000.

[155] Y. Shibata, N. Kanazawa, M. Konishi, K. Hoshino, Y. Ohta, and A. Nagate, ªSys-

tem design of gigabit haps mobile communications,º IEEE Access, vol. 8, pp.

157 995±158 007, 2020.

[156] ÐÐ, ªCorrection to ‘system design of gigabit haps mobile communications’,º

IEEE Access, vol. 9, pp. 618±618, 2021.

[157] P. Glorennec, ªFuzzy q-learning,º in Proceedings of 6th International Fuzzy Sys-

tems Conference, 1997, pp. 659±662 vol.2.

124



[158] K. Dalamagkidis, D. Kolokotsa, K. Kalaitzakis, and G. Stavrakakis, ªReinforce-

ment learning for energy conservation and comfort in buildings,º Building and

Environment, vol. 42, pp. 2686±2698, 07 2006.

[159] V. FrancËois-Lavet, P. Henderson, R. Islam, M. G. Bellemare, and J. Pineau, 2018.

[160] H. v. Hasselt, A. Guez, and D. Silver, ªDeep reinforcement learning with double

q-learning,º in Proceedings of the Thirtieth AAAI Conference on Artificial Intelli-

gence, ser. AAAI’16. AAAI Press, 2016, p. 2094±2100.

[161] Y. Yang, R. Luo, M. Li, M. Zhou, W. Zhang, and J. Wang, ªMean field multi-agent

reinforcement learning,º in Proceedings of the 35th International Conference on

Machine Learning, ser. Proceedings of Machine Learning Research, J. Dy and

A. Krause, Eds., vol. 80. PMLR, 10±15 Jul 2018, pp. 5571±5580. [Online].

Available: https://proceedings.mlr.press/v80/yang18d.html

[162] M. Agarwal, V. Aggarwal, A. Ghosh, and N. Tiwari, ªReinforcement learning for

mean field game,º 2019. [Online]. Available: https://arxiv.org/abs/1905.13357

[163] S. Adlakha and R. Johari, ªMean field equilibrium in dynamic games with comple-

mentarities,º in 49th IEEE Conference on Decision and Control (CDC), 2010, pp.

6633±6638.

[164] G. Y. Weintraub, C. L. Benkard, and B. Van Roy, ªMarkov perfect industry

dynamics with many firms,º Econometrica, vol. 76, no. 6, pp. 1375±1411, 2008.

[Online]. Available: https://onlinelibrary.wiley.com/doi/abs/10.3982/ECTA6158

[165] S. Adlakha, R. Johari, and G. Y. Weintraub, ªEquilibria of dynamic games

with many players: Existence, approximation, and market structure,º CoRR, vol.

abs/1011.5537, 2010. [Online]. Available: http://arxiv.org/abs/1011.5537

[166] ªDynamic population data,º Agoop Corporation, https://www.agoop.co.jp/service/

dynamic-population-data/ Accessed Dec. 6, 2021.

125



[167] S. Na, L. Xumin, and G. Yong, ªResearch on k-means clustering algorithm: An

improved k-means clustering algorithm,º in 2010 Third International Symposium

on Intelligent Information Technology and Security Informatics, 2010, pp. 63±67.

126


