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## List of Notation

| $\mathbb{Z}_{\geq 0}$ | The set of nonnegative integers |
| :---: | :---: |
| $\mathbb{Z}$ | The ring of rational integers |
| Q | The field of rational numbers |
| $\overline{\mathbb{Q}}$ | The field of algebraic numbers |
| $\overline{\mathbb{Q}}^{\times}$ | The set of nonzero algebraic numbers |
| $\mathbb{C}, \overline{\mathbb{Q}}_{\infty}, \mathbb{C}_{\infty}$ | The field of complex numbers |
| $\mathbb{Q}_{p}$ | The field of $p$-adic numbers for a prime number $p$ |
| $\overline{\mathbb{Q}}_{p}$ | The algebraic closure of $\mathbb{Q}_{p}$ |
| $\mathbb{C}_{p}$ | The completion of $\overline{\mathbb{Q}}_{p}$ |
| $\mathcal{O}_{K}$ | The ring of integers of a number field $K$ |
| $f^{(l)}(z)$ | The derivative of a function $f(z)$ of order $l$ |
| $A \otimes B$ | The Kronecker product of matrices $A=\left(a_{i j}\right)$ and $B$, namely the block matrix $\left(a_{i j} B\right)$ |
| $I_{n}$ | The identity matrix of size $n$ |
| $O_{m, n}$ | The zero matrix of size $m \times n$ |
| $\|\boldsymbol{\lambda}\|$ | The sum of the components of a vector $\boldsymbol{\lambda}$ with nonnegative integer components |
| \#S | The cardinality of a set $S$ |
| $Y^{X}$ | The set of maps $X \rightarrow Y$ for sets $X$ and $Y$ |
| [L: $K$ ] | The degree of a finite extension $L / K$ of fields |
| $N_{L / K}(\alpha)$ | The norm of an element $\alpha$ of a field $L$ with respect to a finite extension $L / K$ |
| $[x]$ | The integral part of a real number $x$, namely the largest integer not exceeding $x$ |

Let $R$ and $K$ be any commutative ring and any field, respectively.
$R\left[z_{1}, \ldots, z_{n}\right], R[\boldsymbol{z}] \quad$ The ring of polynomials in variables $z_{1}, \ldots, z_{n}$ with coefficients in $R$
$R\left[\left[z_{1}, \ldots, z_{n}\right]\right], R[[\boldsymbol{z}]] \quad$ The ring of formal power series in variables $z_{1}, \ldots, z_{n}$ with coefficients in $R$
$K\left(z_{1}, \ldots, z_{n}\right), K(\boldsymbol{z}) \quad$ The field of rational functions in variables $z_{1}, \ldots, z_{n}$ with coefficients in $K$
$K^{\times} \quad$ The multiplicative group of nonzero elements of $K$

## Chapter 1

## Introduction

Algebraic independence properties of the values at algebraic numbers of analytic functions have been studied by various authors. In this thesis, we are interested in the necessary and sufficient condition on nonzero algebraic numbers $a_{1}, \ldots, a_{r}$ for the infinite set $\left\{f^{(l)}\left(a_{i}\right) \mid l \geq 0,1 \leq i \leq r\right\}$ to be algebraically independent, where $f(z)$ is a given analytic function. If $a_{i}=a_{j}$ for some distinct $i$ and $j$, then the set above is obviously algebraically dependent. The converse does not hold in general as shown by the following example:

Let $f_{0}(z)=\sum_{k=0}^{\infty} z^{k!}$ and let $\zeta$ be a $d$-th root of unity. Then we see that $f_{0}(\alpha)-f_{0}(\zeta \alpha)=\sum_{k=0}^{d-1} \alpha^{k!}-\sum_{k=0}^{d-1}(\zeta \alpha)^{k!} \in \overline{\mathbb{Q}}$ for any nonzero algebraic number $\alpha$, which implies that the values $f_{0}(\alpha)$ and $f_{0}(\zeta \alpha)$ are algebraically dependent.

For the function $f_{0}(z)$ and its certain generalizations, the necessary and sufficient conditions mentioned above were obtained by Nishioka [19, 20, 21], which are more restrictive than the condition that $a_{1}, \ldots, a_{r}$ are distinct (see Theorems 1.1.4-1.1.6). On the other hand, some analytic functions are known to have the remarkable property that the infinite set above is algebraically independent as long as algebraic numbers $a_{1}, \ldots, a_{r}$ are distinct. Previous results on such functions will be introduced in Theorems 1.1.7, 1.1.8, 1.2.11, 1.2.14, and 1.2.15. These are the strongest results on the necessary and sufficient conditions mentioned above; however, they only deal with functions of one variable. In Theorem 1.3.1, the first main theorem of this thesis, we construct an entire function of two variables satisfying the following property:

The infinite set consisting of the values and the partial derivatives of any order at any distinct algebraic points is algebraically independent.

Theorem 1.3.1 is valid also in the case of $p$-adic numbers. Moreover, in the case of complex numbers, we prove Theorem 1.3.6 as the second main theorem of this thesis, which provides an infinite family of entire functions of two variables having the following property:

The infinite set consisting of the values and the partial derivatives of any order at any distinct algebraic points of all the functions belonging to the family is algebraically independent.

### 1.1 Transcendence and algebraic independence of the values of analytic functions

One of the main purposes of transcendental number theory is to determine the transcendency or the algebraic independency of given numbers. For example, in 1873, Hermite showed that $e$ is a transcendental number. The proof was based on the properties of the exponential function $e^{z}$, in particular the properties that $e^{z}$ satisfies the differential equation $\left(e^{z}\right)^{\prime}=e^{z}$ and has the value 1 at $z=0$. Extending Hermite's method and using the Euler's identity $e^{i \pi}=-1$, Lindemann proved, in 1882, that $\pi$ is a transcendental number. He also proved the transcendency of $e^{\alpha}$ for any nonzero algebraic number $\alpha$. Moreover, the following is known today as Lindemann-Weierstrass theorem:

Let $\alpha_{1}, \ldots, \alpha_{n}$ be algebraic numbers. If they are linearly independent over $\mathbb{Q}$, then the values $e^{\alpha_{1}}, \ldots, e^{\alpha_{n}}$ are algebraically independent.

We note that the converse is trivial. Hence the Lindemann-Weierstrass theorem gives the necessary and sufficient condition for the values of the exponential function at algebraic numbers to be algebraically independent.

Furthermore, Mahler and Nesterenko studied $p$-adic analogues of these results. Before stating their results, we introduce some notation and settings used throughout this thesis.

Let $p$ be a prime number and $|\cdot|_{p}$ the $p$-adic absolute value on $\mathbb{Q}$ with the normalization condition $|p|_{p}=p^{-1}$. We denote by $\mathbb{Q}_{p}$ the completion of $\mathbb{Q}$ with respect to $|\cdot|_{p}$ and by $\overline{\mathbb{Q}}_{p}$ the algebraic closure of $\mathbb{Q}_{p}$. The $p$-adic absolute value $|\cdot|_{p}$ on $\mathbb{Q}_{p}$ is extended uniquely to the algebraic closure $\overline{\mathbb{Q}}_{p}$ by

$$
|\alpha|_{p}:=\left|N_{\mathbb{Q}_{p}(\alpha) / \mathbb{Q}_{p}}(\alpha)\right|_{p}^{1 /\left[\mathbb{Q}_{p}(\alpha): \mathbb{Q}_{p}\right]}
$$

for any $\alpha \in \overline{\mathbb{Q}}_{p}$ (cf. Waldschmidt [35, Chapter 3]). Let $\mathbb{C}_{p}$ be the completion of $\overline{\mathbb{Q}}_{p}$. While we consider the field $\overline{\mathbb{Q}}$ of algebraic numbers as a subset of the field $\mathbb{C}$ of complex numbers, we also consider it as a subset of $\mathbb{C}_{p}$ by fixing an embedding of $\overline{\mathbb{Q}}$ into $\mathbb{C}_{p}$ for each prime number $p$. Several theorems or arguments in this thesis are valid not only in the case where the functions in question are considered as complex functions but also in the case where they are regarded as $p$-adic functions. In such situations, we will deal with the two cases simultaneously by stating the phrase "Let $v$ be $\infty$ or a prime number" and by denoting $\mathbb{C}$ as $\overline{\mathbb{Q}}_{\infty}$ or $\mathbb{C}_{\infty}$ and the absolute value $|\alpha|$ of a complex number $\alpha$ as $|\alpha|_{\infty}$. (In the absence of such statements, we will discuss only the case of complex numbers.) Let $v$ be $\infty$ or a prime number. Note that an element $\alpha$ of $\overline{\mathbb{Q}}_{v}$ is transcendental over $\mathbb{Q}$ if and only if it is transcendental over $\overline{\mathbb{Q}}$. Hence we simply say $\alpha$ is transcendental. For the similar reason, if elements $\alpha_{1}, \ldots, \alpha_{n}$ of $\overline{\mathbb{Q}}_{v}$ are algebraically independent over $\mathbb{Q}$, then we simply say $\alpha_{1}, \ldots, \alpha_{n}$ are algebraically independent. Moreover, an infinite subset $S$ of $\overline{\mathbb{Q}}_{v}$ is said to be algebraically independent if any finite subset of $S$ is algebaically independent.

Let $p$ be a prime number. The $p$-adic exponential function $\exp _{p}(x)$ is defined as the power series $\sum_{n=0}^{\infty} x^{n} / n$ !, which converges in the $p$-adic domain $\left\{x \in \mathbb{C}_{p} \mid\right.$ $\left.|x|_{p}<p^{-1 /(p-1)}\right\}$. In 1933, Mahler [15] proved that, for any algebraic number $\alpha$ with $0<|\alpha|_{p}<p^{-1 /(p-1)}$, the value $\exp _{p}(\alpha)$ is transcendental. The $p$-adic analogue of the 'full' Lindemann-Weierstrass theorem is still open. In 2008, Nesterenko [18] obtained the following 'half' result:

Let $\alpha_{1}, \ldots, \alpha_{n}$ be algebraic numbers with $0<\left|\alpha_{i}\right|_{p}<p^{-1 /(p-1)}(1 \leq i \leq n)$. If they form a basis of a finite extension of degree $n$ of $\mathbb{Q}$, then the transcendence degree of $\mathbb{Q}\left(\exp _{p}\left(\alpha_{1}\right), \ldots, \exp _{p}\left(\alpha_{n}\right)\right)$ over $\mathbb{Q}$ is at least $n / 2$.

Beginning with the studies on the arithmetic properties of the values of the exponential function, various authors have investigated the transcendence and the algebraic independence of numbers given as the values of complex analytic functions at algebraic numbers and also their $p$-adic analogues.

As far back as 1844 , Liouville proved the transcendency of the complex number $\sum_{k=0}^{\infty} 2^{-k!}$. This is not only the first example of transcendental numbers, but also the first proof of the existence of transcendental numbers. His proof is based on Diophantine approximation and can be summarized as follows. First, he proved the following theorem, which gives a lower bound for rational approximations of algebraic numbers.

Theorem 1.1.1 (Liouville's inequality). Let $\alpha$ be a real algebraic irrational number of degree $n$. Then there exists a positive constant $c$ depending only on $\alpha$ such that

$$
\left|\alpha-\frac{p}{q}\right|>\frac{c}{q^{n}}
$$

for any rational number $p / q$ with $q>0$.
Remark 1.1.2. Thue, Siegel, Dyson, and Roth refined the exponent $n$ in the denominator of the right-hand side of Liouville's inequality. In 1955, Roth [25] proved the following: Let $\alpha$ be a real algebraic irrational number and $\varepsilon$ a positive number. Then there exists a positive constant $c$ depending only on $\alpha$ and $\varepsilon$ such that

$$
\left|\alpha-\frac{p}{q}\right|>\frac{c}{q^{2+\varepsilon}}
$$

for any rational number $p / q$ with $q>0$.
Secondly, he constructed a sharp rational approximation of the number $\sum_{k=0}^{\infty} 2^{-k!}$ so as to contradict the lower bound above. In fact, letting $p_{m}:=2^{m!} \sum_{k=0}^{m} 2^{-k!}$ and $q_{m}:=2^{m!}$, we obtain

$$
0<\left|\sum_{k=0}^{\infty} \frac{1}{2^{k!}}-\frac{p_{m}}{q_{m}}\right|<\frac{2}{q_{m}^{m+1}}
$$

for any positive integer $m$, which contradicts the bound in Theorem 1.1.1 if $\sum_{k=0}^{\infty} 2^{-k!}$ is algebraic. Hence we conclude that $\sum_{k=0}^{\infty} 2^{-k!}$ is a transcendental number.

Because of this history, the power series $\sum_{k=0}^{\infty} z^{k!}$ is called Liouville series. Let $v$ be $\infty$ or a prime number. Using the fundamental inequality, which gives a kind of lower bound for algebraic approximations of algebraic numbers and will be proved as Proposition 3.4.1 in this thesis, we can show the transcendency of the values of the Liouville series at any nonzero algebraic numbers inside the unit circle in $\mathbb{C}_{v}$. For the proof in the case of complex numbers, see Nishioka [23, Theorem 1.1.1]. Its proof is valid also in the case of $p$-adic numbers, since the fundamental inequality is extended to $p$-adic algebraic numbers (see Proposition 3.4.1, see also Waldschmidt [35, p. 84]). Modifying the proof of Nishioka [23, Theorem 1.1.1], for any sequence $\left\{e_{k}\right\}_{k \geq 0}$ of nonnegative integers satisfying $\lim _{k \rightarrow \infty} e_{k+1} / e_{k}=\infty$, we can prove the transcendency of the values of the power series $\sum_{k=0}^{\infty} z^{e_{k}}$ at any nonzero algebraic numbers inside the unit circle in $\mathbb{C}_{v}$.

More generally, we consider the function

$$
\begin{equation*}
\mathcal{F}\left(\left\{e_{k}\right\} ; x, z\right):=\sum_{k=0}^{\infty} x^{k} z^{e_{k}}, \tag{1.1.1}
\end{equation*}
$$

where $\left\{e_{k}\right\}_{k \geq 0}$ is a sequence of nonnegative integers satisfying $\liminf _{k \rightarrow \infty} e_{k+1} / e_{k}>$ 1. This series converges at any point $(x, z) \in \mathbb{C}_{v}^{2}$ with $|z|_{v}<1$. A specialization $\mathcal{F}\left(\left\{e_{k}\right\} ; 1, z\right)=\sum_{k=0}^{\infty} z^{e_{k}}$ is called a lacunary series. By the so-called Hadamard's gap theorem (cf. Rudin [26, 16.6 Theorem]), every lacunary series has the unit circle in the complex plane as its natural boundary and hence they are transcendental functions. ${ }^{1}$ Therefore, we may expect the transcendency of the values of any lacunary series at nonzero algebraic numbers inside the unit cicle. Indeed, in 2002, using Schmidt's subspace theorem, which is a generalization of Roth's theorem mentioned in Remark 1.1.2, Corvaja and Zannier established the following:

Theorem 1.1.3 (Corvaja and Zannier [4, A special case of Corollary 5]). Let $v$ be $\infty$ or a prime number. If a sequence $\left\{e_{k}\right\}_{k \geq 0}$ of nonnegative integers satisfies

[^0]$\liminf _{k \rightarrow \infty} e_{k+1} / e_{k}>1$, then the number $\mathcal{F}\left(\left\{e_{k}\right\} ; 1, a\right)=\sum_{k=0}^{\infty} a^{e_{k}}$ of $\overline{\mathbb{Q}}_{v}$ is transcendental for any algebraic number a with $0<|a|_{v}<1$.

While it is difficult in general to determine the transcendency of the values of given analytic functions at algebraic numbers, it is much more difficult to determine their algebraic independency. In contrast with Theorem 1.1.3, there is no result which is applicable to all lacunary series and provides the algebraic independence of the values of those functions at distinct algebraic numbers. On the other hand, for lacunary series with rapidly increasing exponents such as the Liouville series, Nishioka obtained precise results on the algebraic independence by applying the method of Diophantine approximations. The most remarkable of her results is that they give necessary and sufficient conditions for the values of lacunary series, as well as their derivatives, at algebraic numbers to be algebraically independent. In 1986, she proved the following result on the Liouville series and its derivatives.

Theorem 1.1.4 (Nishioka [19, 20]). Let $v$ be $\infty$ or a prime number. Put $f(z):=$ $\mathcal{F}(\{k!\} ; 1, z)=\sum_{k=0}^{\infty} z^{k!}$ and let $a_{1}, \ldots, a_{r}$ be algebraic numbers with $0<\left|a_{i}\right|_{v}<1$ $(1 \leq i \leq r)$. Then the infinite subset $\left\{f^{(l)}\left(a_{i}\right) \mid l \geq 0,1 \leq i \leq r\right\}$ of $\overline{\mathbb{Q}}_{v}$ is algebraically independent if and only if none of $a_{i} / a_{j}(1 \leq i<j \leq r)$ is a root of unity.

Moreover, she established the following two theorems, from which we can deduce Theorem 1.1.4.

Theorem 1.1.5 (Nishioka [21, A special case of Theorem 1]). Let $\left\{e_{k}\right\}_{k \geq 0}$ be a sequence of nonnegative integers satisfying $\lim _{k \rightarrow \infty} e_{k+1} / e_{k}=\infty$. Put $f(z):=$ $\mathcal{F}\left(\left\{e_{k}\right\} ; 1, z\right)=\sum_{k=0}^{\infty} z^{e_{k}}$. Let $a_{1}, \ldots, a_{r}$ be algebraic numbers with $0<\left|a_{i}\right|<1$ $(1 \leq i \leq r)$. Then the following three properties are equivalent:
(i) The infinite subset $\left\{f^{(l)}\left(a_{i}\right) \mid l \geq 0,1 \leq i \leq r\right\}$ of $\mathbb{C}$ is algebraically dependent.
(ii) The $r+1$ complex numbers $1, f\left(a_{1}\right), \ldots, f\left(a_{r}\right)$ are linearly dependent over $\overline{\mathbb{Q}}$.
(iii) There exist a nonempty subset $\left\{a_{i_{1}}, \ldots, a_{i_{s}}\right\}$ of $\left\{a_{1}, \ldots, a_{r}\right\}$, roots of unity $\zeta_{1}, \ldots, \zeta_{s}$, an algebraic number $\gamma$ with $a_{i_{q}}=\zeta_{q} \gamma(1 \leq q \leq s)$, and algebraic numbers $\xi_{1}, \ldots, \xi_{s}$, not all zero, such that

$$
\sum_{q=1}^{s} \xi_{q} \zeta_{q}^{e_{k}}=0
$$

for all sufficiently large $k$.
Theorem 1.1.6 (Nishioka [19, A special case of Theorem 1]). Let p be a prime number and $\left\{e_{k}\right\}_{k \geq 0}$ a sequence of nonnegative integers satisfying $\lim _{k \rightarrow \infty} e_{k+1} / e_{k}=$ $\infty$. Suppose that 0 is a limit point of $\left\{e_{k}\right\}_{k \geq 0}$ with respect to the p-adic norm. Put $f(z):=\mathcal{F}\left(\left\{e_{k}\right\} ; 1, z\right)=\sum_{k=0}^{\infty} z^{e_{k}}$ and let $a_{1}, \ldots, a_{r}$ be algebraic numbers with $0<\left|a_{i}\right|_{p}<1(1 \leq i \leq r)$. Then, if none of $a_{i} / a_{j}(1 \leq i<j \leq r)$ is a root of unity, then the infinite subset $\left\{f^{(l)}\left(a_{i}\right) \mid l \geq 0,1 \leq i \leq r\right\}$ of $\overline{\mathbb{Q}}_{p}$ is algebraically independent.

The following theorem was obtained as another corollary to Theorem 1.1.5.
Theorem 1.1.7 (Nishioka [21]). Let $f(z):=\mathcal{F}(\{k!+k\} ; 1, z)=\sum_{k=0}^{\infty} z^{k!+k}$. Then the infinite subset $\left\{f^{(l)}(a)|l \geq 0, a \in \overline{\mathbb{Q}}, 0<|a|<1\}\right.$ of $\mathbb{C}$ is algebraically independent.

Furthermore, Nishioka also studied the algebraic independence of the values and the derivatives of an entire function defined as a power series having rapidly decreasing coefficients.

Theorem 1.1.8 (Nishioka [19, A special case of Theorem 4]). Let $v$ be $\infty$ or a prime number, $\left\{e_{k}\right\}_{k \geq 0}$ a sequence of nonnegative integers satisfying $\lim _{k \rightarrow \infty} e_{k+1} / e_{k}=\infty$, and $a$ an algebraic number with $0<|a|_{v}<1$. Define $F(x):=\mathcal{F}\left(\left\{e_{k}\right\} ; x, a\right)=$ $\sum_{k=0}^{\infty} a^{e_{k}} x^{k}$. Then the infinite subset $\left\{F^{(l)}(\alpha) \mid l \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}\right\}$of $\overline{\mathbb{Q}}_{v}$ is algebraically independent.

As mentioned in the beginning of this chapter, Theorems 1.1.7 and 1.1.8 are two of the strongest results on the necessary and sufficient conditions for the values of analytic functions, as well as their derivatives, at algebraic numbers to be
algebraically independent. Here we formulate the properties possessed by the power series $\sum_{k=0}^{\infty} z^{k!+k}$ in Theorem 1.1.7 and $\sum_{k=0}^{\infty} a^{e_{k}} x^{k}$ in Theorem 1.1.8 as follows:

Property 1.1.9. The infinite set consisting of all the values of a single analytic function and its derivatives of any order, at any nonzero algebraic numbers within its domain of existence, is algebraically independent.

Analytic functions having this property provide explicit examples of algebraically independent infinite subsets of the field of complex numbers or that of $p$-adic complex numbers, which may help us to investigate the structure of the set of transcendental numbers. In the next section we introduce further examples of complex analytic functions, particularly entire functions, which are known to have Property 1.1.9; however, those results only deal with functions of one variable. Moreover, it is quite difficult to determine the algebraic independency of the union of several sets, each of which is known to be algebraically independent. Therefore, it is a very interesting problem to construct a family of entire functions, which may have several variables, satisfying the following:

Property 1.1.10. The infinite set consisting of all the values of the functions belonging to the family and their partial derivatives of any order, at any algebraic points with nonzero components, is algebraically independent.

This property is so strong that, if a family of entire functions satisfies Property 1.1.10, then Property 1.1.9 is possessed by each of those functions. In this thesis, we will explicitly construct an infinite family of complex entire functions of two variables satisfying Property 1.1.10 (see Example 1.3.11).

### 1.2 Mahler's method

In this section we focus on the case where $1<\lim _{k \rightarrow \infty} e_{k+1} / e_{k}<\infty$. We consider the power series $\mathcal{F}\left(\left\{e_{k}\right\} ; x, z\right)$ defined by (1.1.1) and also the infinite product $\mathcal{G}\left(\left\{e_{k}\right\} ; y, z\right)$ and the Lambert type series $\mathcal{H}\left(\left\{e_{k}\right\} ; x, y, z\right)$ defined respectively by

$$
\mathcal{G}\left(\left\{e_{k}\right\} ; y, z\right):=\prod_{k=0}^{\infty}\left(1-y z^{e_{k}}\right), \quad \mathcal{H}\left(\left\{e_{k}\right\} ; x, y, z\right):=\sum_{k=0}^{\infty} \frac{x^{k} z^{e_{k}}}{1-y z^{e_{k}}} .
$$

We note that $\mathcal{G}\left(\left\{e_{k}\right\} ; y, z\right)$ converges at any point $(y, z) \in \mathbb{C}_{v}^{2}$ with $|z|_{v}<1$ and $\mathcal{H}\left(\left\{e_{k}\right\} ; x, y, z\right)$ converges at any point $(x, y, z) \in \mathbb{C}_{v}^{3}$ with $|z|_{v}<1$ such that $1-$ $y z^{e_{k}} \neq 0$ for any $k \geq 0$. In the rest of this section, we consider $\mathcal{F}\left(\left\{e_{k}\right\} ; x, z\right)$, $\mathcal{G}\left(\left\{e_{k}\right\} ; y, z\right)$, and $\mathcal{H}\left(\left\{e_{k}\right\} ; x, y, z\right)$ as complex functions. In the previous works, the transcendence and the algebraic independence of the values at algebraic numbers of these functions were dealt with mainly in the following two cases:
(A) The case where $x=y=1$ and $z$ runs through a finite set of algebraic numbers.
(B) The case where $x, y$ run through infinite sets of algebraic numbers and $z$ is fixed.

First we introduce the case (A). In this case, the power series $\mathcal{F}\left(\left\{e_{k}\right\} ; 1, z\right)=$ $\sum_{k=0}^{\infty} z^{e_{k}}$ is a lacunary series. A typical example is $f(z):=\mathcal{F}\left(\left\{d^{k}\right\} ; 1, z\right)=\sum_{k=0}^{\infty} z^{d^{k}}$, where $d$ is an integer greater than 1. This power series is called Fredholm series. Theorem 1.1.3 of course leads to the transcendency of the complex number $f(a)$ for any algebraic number $a$ with $0<|a|<1$. For example, the complex number $\sum_{k=0}^{\infty} 2^{-2^{k}}$ is transcendental. However, in contrast with the case of the number $\sum_{k=0}^{\infty} 2^{-k!}$ mentioned in Section 1.1, it is not very easy to derive its transcendency by focusing on the rational approximation

$$
0<\left|\sum_{k=0}^{\infty} \frac{1}{2^{2^{k}}}-\frac{p_{m}}{q_{m}}\right|<\frac{2}{q_{m}^{2}},
$$

where $p_{m}:=2^{2^{m}} \sum_{k=0}^{m} 2^{-2^{k}}$ and $q_{m}:=2^{2^{m}}$ for any positive integer $m$. In order to deduce the transcendency of $\sum_{k=0}^{\infty} 2^{-2^{k}}$ from this approximation, we need to use a refinement of Roth's theorem given by Ridout [24] in 1957. Therefore, the method of Diophantine approximation does not seem suitable for studying the arithmetic properties of the values of the Fredholm series at algebraic numbers. On the other hand, in 1929, Mahler [14] obtained the transcendency of the complex number $f(a)$ for any algebraic number $a$ with $0<|a|<1$, which is the same conclusion as Theorem 1.1.3 for the Fredholm series. His proof is based on the properties of the function $f(z)$, in particular on the fact that $f(z)$ satisfies the functional equation

$$
\begin{equation*}
f(z)=f\left(z^{d}\right)+z . \tag{1.2.1}
\end{equation*}
$$

This contrasts with Liouville's proof on the transcendency of $\sum_{k=0}^{\infty} 2^{-k!}$ in which the number was treated directly. Mahler's method for proving the transcendency of the number $f(a)$ consists of the following three steps. First, he proved the transcendency of the function $f(z)$ itself. Note that, while Hadamard's gap theorem is valid for this purpose, we can prove it by a more elementary argument using the functional equation (1.2.1) (cf. Nishioka [23, pp. 3-4]). Secondly, he constructed a polynomial $E(X, Y)$ with algebraic coefficients such that the auxiliary function $E(z, f(z))$ has a sufficiently high order at the origin but does not vanish at points $z=a^{d^{k}}$ for all sufficiently large $k$. Such a polynomial was constructed by linear algebra, while the requirement on the non-vanishing of the values was satisfied by the identity theorem and the transcendency of $f(z)$ proved in the first step. Finally, under the assumption that the number $f(a)$ is an algebraic number, he derived a contradiction by estimating a lower bound of the absolute value of a nonzero algebraic number $E\left(a^{d^{k}}, f\left(a^{d^{k}}\right)\right)$ from the functional equation (1.2.1) and the fundamental inequality (Proposition 3.4.1). The most important and difficult of these three steps is the second one, construction of the auxiliary function.

Applying this method to the infinite product $g(z):=\mathcal{G}\left(\left\{d^{k}\right\} ; 1, z\right)=\prod_{k=0}^{\infty}(1-$ $\left.z^{d^{k}}\right)$ and the Lambert series $h(z):=\mathcal{H}\left(\left\{d^{k}\right\} ; 1,1, z\right)=\sum_{k=0}^{\infty} z^{d^{k}} /\left(1-z^{d^{k}}\right)$, which satisfy the functional equations $g(z)=(1-z) g\left(z^{d}\right)$ and $h(z)=h\left(z^{d}\right)+z /(1-z)$, respectively, Mahler also proved the transcendency of the complex numbers $g(a)$ and $h(a)$ for any algebraic number $a$ with $0<|a|<1$. Moreover, Mahler [14] also studied the transcendence of the values of functions of several variables at algebraic points. Here, those functions are assumed to satisfy functional equations under a transformation $\boldsymbol{z} \mapsto \Omega \boldsymbol{z}$ of variables defined in a certain way via a matrix $\Omega$ with nonnegative integer entries (see (3.1.1)). In the case of several variables, the second step above becomes more difficult, since the values of the auxiliary function at the sequence $\left\{\Omega^{k} \boldsymbol{\alpha}\right\}_{k \geq 0}$ converging to the origin, where $\boldsymbol{\alpha}$ is the algebraic point we are considering, may all vanish. In order to overcome this difficulty, he proved a theorem, now called Mahler's vanishing theorem, which gives a sufficient condition on $\Omega$ and $\boldsymbol{\alpha}$ for the values above do not vanish (see Lemma 3.1.1). Using this theorem, Mahler
established Theorem 1.2.3 below, which includes the result above on the values of the Fredholm series.

Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying

$$
\begin{equation*}
R_{k+n}=c_{1} R_{k+n-1}+\cdots+c_{n} R_{k} \quad(k \geq 0) \tag{1.2.2}
\end{equation*}
$$

where $R_{0}, \ldots, R_{n-1}$ are not all zero and $c_{1}, \ldots, c_{n}$ are nonnegative integers with $c_{n} \neq 0$. Define the polynomial associated with (1.2.2) by

$$
\begin{equation*}
\Phi(X):=X^{n}-c_{1} X^{n-1}-\cdots-c_{n} . \tag{1.2.3}
\end{equation*}
$$

Mahler assumed the following condition to apply his vanishing theorem.
Condition 1.2.1. $\Phi(X)$ is irreducible over $\mathbb{Q}$ and there exists an ordering of the roots $\rho_{1}, \ldots, \rho_{n}$ of $\Phi(X)$ such that $\rho_{1}>\max \left\{1,\left|\rho_{2}\right|_{\infty}, \ldots,\left|\rho_{n}\right|_{\infty}\right\}$.

If $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.1, then

$$
\begin{equation*}
R_{k}=c \rho_{1}^{k}+o\left(\rho_{1}^{k}\right), \tag{1.2.4}
\end{equation*}
$$

where $c$ is a positive constant, and thus the power series $\mathcal{F}\left(\left\{R_{k}\right\} ; 1, z\right)=\sum_{k=0}^{\infty} z^{R_{k}}$ is a lacunary series. He modified this series to $\sum_{k=0}^{\infty} \boldsymbol{z}^{\boldsymbol{R}_{k}}$, where $\boldsymbol{z}^{\boldsymbol{R}_{k}}:=z_{1}^{R_{k+n-1}} \cdots z_{n}^{R_{k}}$. Then $\sum_{k=0}^{\infty} \boldsymbol{z}^{\boldsymbol{R}_{k}}$ satisfies a functional equation of the form $\sum_{k=0}^{\infty} \boldsymbol{z}^{\boldsymbol{R}_{k}}-\sum_{k=0}^{\infty}\left(\Omega_{1} \boldsymbol{z}\right)^{\boldsymbol{R}_{k}}$ $\in \mathbb{Q}[\boldsymbol{z}]$, where $\Omega_{1}$ is a matrix determined by the coefficients of $\Phi(X)$ (see (4.1.3)). Letting $a$ be an algebraic number with $0<|a|<1$ and putting $\gamma_{1}:=(1, \ldots, 1, a)$, we see that $\sum_{k=0}^{\infty} \boldsymbol{\gamma}_{1}^{\boldsymbol{R}_{k}}=\sum_{k=0}^{\infty} a^{R_{k}}$. In order to prove the transcendency of this number, Mahler used the following auxiliary result, which is deduced from Mahler's vanishing theorem. (For the entire statement of Mahler's vanishing theorem, see Lemma 3.1.1.)

Lemma 1.2.2 (Mahler [14]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying (1.2.2). Suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.1. Then, for any nonzero $f(\boldsymbol{z}) \in \mathbb{C}\left[\left[z_{1}, \ldots, z_{n}\right]\right]$ which converges in some neighborhood of the origin of $\mathbb{C}^{n}$, there are infinitely many positive integers $k$ such that $f\left(\Omega_{1}^{k} \gamma_{1}\right) \neq 0$.

This lemma makes Mahler's method for proving the transcendence of the values of functions applicable to the function $\sum_{k=0}^{\infty} \boldsymbol{z}^{\boldsymbol{R}_{k}}$ as well as the Fredholm series $\sum_{k=0}^{\infty} z^{d^{k}}$. Using the functional equation of $\sum_{k=0}^{\infty} \boldsymbol{z}^{\boldsymbol{R}_{k}}$, the relation $\sum_{k=0}^{\infty} \boldsymbol{\gamma}_{1}^{\boldsymbol{R}_{k}}=$ $\sum_{k=0}^{\infty} a^{R_{k}}$, and Lemma 1.2.2, Mahler proved the following:

Theorem 1.2.3 (Mahler [14]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying (1.2.2). Suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.1. Then, for any algebraic number a with $0<|a|<1$, the complex number $\sum_{k=0}^{\infty} a^{R_{k}}$ is transcendental.

Example 1.2.4. Let $\left\{F_{k}\right\}_{k \geq 0}$ be the Fibonacci numbers defined by

$$
F_{0}=0, \quad F_{1}=1, \quad F_{k+2}=F_{k+1}+F_{k} \quad(k \geq 0) .
$$

Then $\left\{F_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.1 and thus the number $\sum_{k=0}^{\infty} a^{F_{k}}$ is transcendental for any algebraic number $a$ with $0<|a|<1$.

In 1982, Masser [17] established a necessary and sufficient condition on a matrix $\Omega$ and a point $\boldsymbol{\alpha}$ under which the non-vanishing requirement on the values of auxiliary functions is satisfied (see Lemma 3.1.3). Using Masser's vanishing theorem, Tanaka relaxed Condition 1.2.1 on the linear recurrence $\left\{R_{k}\right\}_{k \geq 0}$ to the following:

Condition 1.2.5. $\Phi( \pm 1) \neq 0$ and the ratio of any pair of distinct roots of $\Phi(X)$ is not a root of unity.

Since the polynomial $\Phi(X)$ is not assumed to be irreducible in Condition 1.2.5, it is weaker than Condition 1.2.1. It is also known that Condition 1.2.5 implies the asymptotic formula (1.2.4), which ensures the convergence of the series in Theorem 1.2.6 below. (For the proofs of these two statements, see Tanaka [29, Remarks 1 and 4].)

Theorem 1.2.6 (Tanaka [28, A special case of Theorem]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying (1.2.2). Suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.5. Then, for any algebraic number a with $0<|a|<1$, the complex number $\sum_{k=0}^{\infty} a^{R_{k}}$ is transcendental.

Example 1.2.7 (cf. Tanaka [29, Example 1]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence satisfying

$$
\begin{equation*}
R_{k+3}=R_{k+2}+16 R_{k+1}+20 R_{k} \quad(k \geq 0) \tag{1.2.5}
\end{equation*}
$$

with initial values $R_{0}=1, R_{1}=3$, and $R_{2}=33$. Then the associated polynomial is $\Phi(X)=X^{3}-X^{2}-16 X-20=(X-5)(X+2)^{2}$. Thus the linear recurrence $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.5 and so the number $\sum_{k=0}^{\infty} a^{R_{k}}$ is transcendental for any algebraic number $a$ with $0<|a|<1$. In addition, we can verify that $R_{k}=5^{k}+k(-2)^{k}$ for all $k \geq 0$, which implies that $\left\{R_{k}\right\}_{k \geq 0}$ does not satisfy any recurrence formula of the form (1.2.2) with $n \leq 2$.

Remark 1.2.8. Tanaka's results mentioned above include the case of geometric progressions, namely that of the Fredholm series. Indeed, Condition 1.2.5 admits geometric progressions even if we assume $n \geq 2$. For instance, the geometric progression $\left\{5^{k}\right\}_{k \geq 0}$ satisfies the recurrence formula (1.2.5) in Example 1.2.7. In this thesis we deal with linear recurrences satisfying Condition 1.2 .5 which are not geometric progressions.

Analytic functions satisfying functional equations such as $f(z), g(z), h(z)$ or $\sum_{k=0}^{\infty} \boldsymbol{z}^{\boldsymbol{R}_{k}}$ above are called Mahler functions. Mahler's method is suitable for proving not only the transcendence of the values of Mahler functions but also their algebraic independence. For certain types of Mahler functions, Kubota [11] and Nishioka [22] proved, independently, the algebraic independence of the values under the assumption that the functions themselves are algebraically independent over the field of rational functions. Moreover, they also established necessary and sufficient conditions for the Mahler functions themselves to be algebraically independent. These results are so powerful that the algebraic independency of the values of Mahler functions can be reduced to the linear independency or the multiplicative independency of the functions themselves in many cases. For instance, applying Kubota's criterion, we can show that, if $a_{1}, \ldots, a_{r}$ are multiplicatively independent algebraic numbers with $0<\left|a_{i}\right|<1(1 \leq i \leq r)$, then the $3 r$ numbers $f\left(a_{i}\right)=\sum_{k=0}^{\infty} a_{i}^{d^{k}}$, $g\left(a_{i}\right)=\prod_{k=0}^{\infty}\left(1-a_{i}^{d^{k}}\right)$, and $h\left(a_{i}\right)=\sum_{k=0}^{\infty} a_{i}^{d^{k}} /\left(1-a_{i}^{d^{k}}\right)(1 \leq i \leq r)$ are algebraically
independent (cf. Nishioka [23, pp. 106-107]).
On the other hand, the values of $f(z), g(z)$, and $h(z)$ at multiplicatively dependent algebraic numbers can be algebraically dependent. Indeed, by the functional equations we have $f(a)-f\left(a^{d}\right), g(a) / g\left(a^{d}\right), h(a)-h\left(a^{d}\right) \in \overline{\mathbb{Q}}^{\times}$for any algebraic number $a$ with $0<|a|<1$. For the Fredholm series $f(z)$, Loxton and van der Poorten [12, Theorem 3] obtained a necessary and sufficient condition on algebraic numbers $a_{1}, \ldots, a_{r}$ for the values $f\left(a_{1}\right), \ldots, f\left(a_{r}\right)$ to be algebraically independent. For the Lambert series $h(z)$, Bundschuh and Väänänen [2, Theorem 2] obtained the following:

Let $a$ be an algebraic number with $0<|a|<1$ and let $m_{1}, \ldots, m_{r}$ be positive integers such that none of $m_{i} / m_{j}(1 \leq i<j \leq r)$ is a power of $d$. Then, for each choice of $r$ signs, the $r$ numbers $h\left( \pm a^{m_{1}}\right), \ldots, h\left( \pm a^{m_{r}}\right)$ are algebraically independent.

Except for this result, there are no known results on the algebraic independence of the values at multiplicatively dependent algebraic numbers of the functions $g(z)$ and $h(z)$ so far. In particular, it is an open problem to determine the necessary and sufficient condition on algebraic numbers $a_{1}, \ldots, a_{r}$ for the $3 r$ numbers $f\left(a_{i}\right), g\left(a_{i}\right)$, and $h\left(a_{i}\right)(1 \leq i \leq r)$ to be algebraically independent. On the other hand, if we replace the $\left\{d^{k}\right\}_{k \geq 0}$ appearing in $f(z), g(z)$, and $h(z)$ with a linear recurrence which is not a geometric progression, then the situation on the algebraic independence of the values at algebraic numbers becomes quite different. Tanaka proved the following theorem, which gives the necessary and sufficient condition above for the functions generated by such a linear recurrence.

Theorem 1.2.9 (Tanaka [31, Theorem 1]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of positive integers satisfying (1.2.2). Suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.5. Assume that $\left\{R_{k}\right\}_{k \geq 0}$ is not a geometric progression. Define $f^{*}(z):=\mathcal{F}\left(\left\{R_{k}\right\} ; 1, z\right)=$ $\sum_{k=0}^{\infty} z^{R_{k}}, g^{*}(z):=\mathcal{G}\left(\left\{R_{k}\right\} ; 1, z\right)=\prod_{k=0}^{\infty}\left(1-z^{R_{k}}\right)$, and $h^{*}(z):=\mathcal{H}\left(\left\{R_{k}\right\} ; 1,1, z\right)=$ $\sum_{k=0}^{\infty} z^{R_{k}} /\left(1-z^{R_{k}}\right)$. Let $a_{1}, \ldots, a_{r}$ be algebraic numbers with $0<\left|a_{i}\right|<1(1 \leq i \leq$ $r)$. Then the following three properties are equivalent:
(i) The 3 r complex numbers $f^{*}\left(a_{i}\right), g^{*}\left(a_{i}\right)$, and $h^{*}\left(a_{i}\right)(1 \leq i \leq r)$ are algebraically dependent.
(ii) The $r+1$ complex numbers $1, f^{*}\left(a_{1}\right), \ldots, f^{*}\left(a_{r}\right)$ are linearly dependent over $\overline{\mathbb{Q}}$.
(iii) There exist a nonempty subset $\left\{a_{i_{1}}, \ldots, a_{i_{s}}\right\}$ of $\left\{a_{1}, \ldots, a_{r}\right\}$, roots of unity $\zeta_{1}, \ldots, \zeta_{s}$, an algebraic number $\gamma$ with $a_{i_{q}}=\zeta_{q} \gamma(1 \leq q \leq s)$, and algebraic numbers $\xi_{1}, \ldots, \xi_{s}$, not all zero, such that

$$
\sum_{q=1}^{s} \xi_{q} \zeta_{q}^{R_{k}}=0
$$

for all sufficiently large $k$.
In particular, there are no algebraic relations among the values of the functions $f^{*}(z), g^{*}(z)$, and $h^{*}(z)$ at algebraic numbers such as $a$ and $a^{d}$ with $0<|a|<1$ and $d \geq 2$, in contrast with the case of geometric progressions.

Remark 1.2.10. Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying (1.2.2). Define $f_{1}(z):=\sum_{k=0}^{\infty} z^{R_{k}+k}$ and $f_{2}(z):=\sum_{k=0}^{\infty} z^{R_{k}-k}$. Tanaka, Toyama, and the author [10, Theorems 1.11 and 1.16] proved that, if the roots of $\Phi(X)$ satisfy suitable conditions, then each of $f_{1}(z)$ and $f_{2}(z)$ possesses Property 1.1.9, namely the infinite subset $\left\{f_{i}^{(l)}(a)|l \geq 0, a \in \overline{\mathbb{Q}}, 0<|a|<1\}\right.$ of $\mathbb{C}$ is algebraically independent for each $i=1,2$. In particular, if $d$ is an integer greater than 1 , then each of $\sum_{k=0}^{\infty} z^{d^{k}+k}$ and $\sum_{k=0}^{\infty} z^{d^{k}-k}$ has Property 1.1.9. As far as the author knows, these are the only examples of lacunary series $\sum_{k=0}^{\infty} z^{e_{k}}$ with $1<\lim _{k \rightarrow \infty} e_{k+1} / e_{k}<\infty$ having Property 1.1.9. We note that the series $\sum_{k=0}^{\infty} z^{k!+k}$ in Theorem 1.1.7 is an example of lacunary series satisfying $\lim _{k \rightarrow \infty} e_{k+1} / e_{k}=\infty$ and Property 1.1.9. On the other hand, Tanuma [34, Corollary 2] proved that the exponential type Hecke-Mahler series $\sum_{k=1}^{\infty} z^{[k \omega]}$ has Property 1.1.9, where $\omega$ is a positive quadratic irrational number. This is the only result on power series $\sum_{k=0}^{\infty} z^{e_{k}}$ satisfying $\lim _{k \rightarrow \infty} e_{k+1} / e_{k}=1$ and Property 1.1.9.

Next we introduce the case (B) mentioned at the beginning of this section. We fix an algebraic number $a$ with $0<|a|<1$. First we consider the functions $\mathcal{F}\left(\left\{d^{k}\right\} ; x ; a^{m}\right)(m=1,2, \ldots), \mathcal{G}\left(\left\{d^{k}\right\} ; y, a\right)$, and $\mathcal{H}\left(\left\{d^{k}\right\} ; x, y, a\right)$, where $d$ is an integer greater than 1 . Nishioka proved that each of the entire functions $\mathcal{F}\left(\left\{d^{k}\right\} ; x ; a^{m}\right)$
( $m=1,2, \ldots$ ) has Property 1.1.9, using her criterion on the algebraic independence of the values of Mahler functions.

Theorem 1.2.11 (Nishioka [22, Theorem 7]). Let $m$ be a positive integer and let $F_{m}(x):=\mathcal{F}\left(\left\{d^{k}\right\} ; x ; a^{m}\right)=\sum_{k=0}^{\infty} a^{m d^{k}} x^{k}$. Then the infinite subset $\left\{F_{m}^{(l)}(\alpha) \mid l \geq\right.$ $\left.0, \alpha \in \overline{\mathbb{Q}}^{\times}\right\}$of $\mathbb{C}$ is algebraically independent for each fixed $m$.

Remark 1.2.12. The family $\left\{F_{m}(x)\right\}_{m \geq 1}$ in Theorem 1.2 .11 does not have Property 1.1.10. Indeed, the infinite set $\left\{F_{m}^{(l)}(\alpha) \mid l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\}$is algebraically dependent since $\alpha F_{d}(\alpha)+a=F_{1}(\alpha)$ for any nonzero algebraic number $\alpha$.

Using Mahler's method, we can also derive the transcendency of the values of the infinite product $\mathcal{G}\left(\left\{d^{k}\right\} ; y, a\right)=\prod_{k=0}^{\infty}\left(1-a^{d^{k}} y\right)$ and the Lambert type series $\mathcal{H}\left(\left\{d^{k}\right\} ; x, y, a\right)=\sum_{k=0}^{\infty} a^{d^{k}} x^{k} /\left(1-a^{d^{k}} y\right)$. Let $\alpha$ and $\beta$ be nonzero algebraic numbers with $\beta \notin\left\{a^{-d^{k}} \mid k \geq 0\right\}$. Then the values $\mathcal{G}\left(\left\{d^{k}\right\} ; \beta, a\right)$ and $\mathcal{H}\left(\left\{d^{k}\right\} ; \alpha, \beta, a\right)$ are transcendental if $(d, \beta) \neq(2,-1)$ and $(d, \alpha, \beta) \neq(2,2,-1)$, respectively (cf. Nishioka [23, Theorems 1.2 and 1.3]). However, in contrast with Theorem 1.2.11, these values at distinct algebraic points are not always algebraically independent as shown below. Let $\gamma_{1}, \ldots, \gamma_{d}$ be the $d$-th roots of $\beta$. Then the $d+1$ values $\mathcal{G}\left(\left\{d^{k}\right\} ; \beta, a\right), \mathcal{G}\left(\left\{d^{k}\right\} ; \gamma_{1}, a\right), \ldots, \mathcal{G}\left(\left\{d^{k}\right\} ; \gamma_{d}, a\right)$ are algebraically dependent and so are $\mathcal{H}\left(\left\{d^{k}\right\} ; 1, \beta, a\right), \mathcal{H}\left(\left\{d^{k}\right\} ; 1, \gamma_{1}, a\right), \ldots, \mathcal{H}\left(\left\{d^{k}\right\} ; 1, \gamma_{d}, a\right)$, since

$$
(1-a \beta) \prod_{i=1}^{d} \mathcal{G}\left(\left\{d^{k}\right\} ; \gamma_{i}, a\right)=\mathcal{G}\left(\left\{d^{k}\right\} ; \beta, a\right)
$$

and

$$
\sum_{i=1}^{d} \gamma_{i} \mathcal{H}\left(\left\{d^{k}\right\} ; 1, \gamma_{i}, a\right)+a d \frac{\beta}{1-a \beta}=d \beta \mathcal{H}\left(\left\{d^{k}\right\} ; 1, \beta, a\right)
$$

Remark 1.2.13. For the case where $(d, \beta)=(2,-1)$, we see that

$$
\mathcal{G}\left(\left\{2^{k}\right\} ;-1, a\right)=\prod_{k=0}^{\infty}\left(1+a^{2^{k}}\right)=\frac{1}{1-a} \in \overline{\mathbb{Q}} .
$$

Moreover, for the case where $(d, \alpha, \beta)=(2,2,-1)$, we can verify that

$$
\mathcal{H}\left(\left\{2^{k}\right\} ; 2,-1, a\right)=\sum_{k=0}^{\infty} \frac{2^{k} a^{2^{k}}}{1+a^{2^{k}}}=\frac{a}{1-a} \in \overline{\mathbb{Q}} .
$$

Finally, we consider the functions

$$
\begin{gather*}
F_{m}(x):=\mathcal{F}\left(\left\{R_{k}\right\} ; x ; a^{m}\right)=\sum_{k=0}^{\infty} a^{m R_{k}} x^{k} \quad(m=1,2, \ldots),  \tag{1.2.6}\\
G(y):=\mathcal{G}\left(\left\{R_{k}\right\} ; y, a\right)=\prod_{k=0}^{\infty}\left(1-a^{R_{k}} y\right), \tag{1.2.7}
\end{gather*}
$$

and

$$
\begin{equation*}
H(x, y):=\mathcal{H}\left(\left\{R_{k}\right\} ; x, y, a\right)=\sum_{k=0}^{\infty} \frac{a^{R_{k}} x^{k}}{1-a^{R_{k}} y}, \tag{1.2.8}
\end{equation*}
$$

where $\left\{R_{k}\right\}_{k \geq 0}$ is a linear recurrence of nonnegative integers satisfying (1.2.2). We suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.5 and that $\left\{R_{k}\right\}_{k \geq 0}$ is not a geometric progression (cf. Remark 1.2.8). For the algebraic independence of the values of the functions above, there are more remarkable results than the case of geometric progressions. In contrast with Remark 1.2.12, not only each function $F_{m}(x)$ has Property 1.1.9, but also the infinite family $\left\{F_{m}(x)\right\}_{m \geq 1}$ has Property 1.1.10.

Theorem 1.2.14 (Tanaka [30, A special case of Theorem 3]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying (1.2.2). Suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.5. Assume that $\left\{R_{k}\right\}_{k \geq 0}$ is not a geometric progression. Then the infinite subset $\left\{F_{m}^{(l)}(\alpha) \mid l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\}$of $\mathbb{C}$ is algebraically independent.

This theorem was obtained by applying Nishioka's criterion for the algebraic independence of the values of Mahler functions. On the other hand, using Kubota's criterion, Tanaka [33, Theorem 2] proved the algebraic independency of the infinite set

$$
\{G(\beta) \mid \beta \in \mathcal{B}\} \bigcup\left\{\left.\frac{\partial^{m} H}{\partial y^{m}}(1, \beta) \right\rvert\, m \geq 0, \beta \in \mathcal{B}\right\}
$$

where $\mathcal{B}$ denotes the set of nonzero algebraic numbers different from the zeros of $G(y)$. From this, he deduced the following theorem by using the fact that the derivatives of $G(y)$ are expressed as polynomials with integral coefficients of $G(y), H(1, y)$, and the partial derivatives of $H(1, y)$ with respect to $y$.

Theorem 1.2.15 (Tanaka [33, Theorem 1]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying (1.2.2). Suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.5. Assume that $\left\{R_{k}\right\}_{k \geq 0}$ is not a geometric progression. Then the infinite subset $\left\{G^{(m)}(\beta) \mid m \geq 0, \beta \in \mathcal{B}\right\}$ of $\mathbb{C}$ is algebraically independent.

This theorem asserts that the infinite product $G(y)$ has 'quasi' Property 1.1.9, however does not give an answer to whether the algebraic independency of a larger infinite set $\left\{G^{(m)}(\beta) \mid m \geq N_{\beta}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}$holds, where $N_{\beta}$ is defined by

$$
\begin{equation*}
N_{\beta}:=\#\left\{k \geq 0 \mid a^{-R_{k}}=\beta\right\}=\underset{y=\beta}{\operatorname{ord}} G_{i}(y) \tag{1.2.9}
\end{equation*}
$$

for each nonzero algebraic number $\beta$.

### 1.3 Main results

In this section we introduce two main theorems of this thesis and their corollaries.
In the first main theorem we deal with not only the complex case but also the $p$-adic case. Let $v$ be $\infty$ or a prime number and $\left\{R_{k}\right\}_{k \geq 0}$ a linear recurrence of nonnegative integers satisfying (1.2.2). In the case where $v$ is $\infty$, we suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.5. On the other hand, in the case where $v$ is a prime number, we suppose the stronger Condition 1.2 .1 on $\left\{R_{k}\right\}_{k \geq 0}$. In both of these two cases we assume further that $\left\{R_{k}\right\}_{k \geq 0}$ is not a geometric progression. We fix an algebraic number $a$ with $0<|a|_{v}<1$ and consider the functions $F_{m}(x), G(y)$, and $H(x, y)$ given by (1.2.6), (1.2.7), and (1.2.8), respectively. If $v$ is a prime number $p$, we regard these functions as $p$-adic functions. Moreover, we define a two-variable function $\Theta(x, y)$ by

$$
\begin{equation*}
\Theta(x, y):=G(y) H(x, y)=\sum_{k=0}^{\infty} a^{R_{k}} x^{k} \prod_{\substack{k^{\prime}=0, k^{\prime} \neq k}}^{\infty}\left(1-a^{R_{k^{\prime}}} y\right) . \tag{1.3.1}
\end{equation*}
$$

By the asymptotic formula (1.2.4), $\Theta(x, y)$ is an entire function on $\mathbb{C}_{v} \times \mathbb{C}_{v}$. For each nonzero algebraic number $\beta$, let $N_{\beta}$ be the number defined by (1.2.9). Note that $N_{\beta}$ is 0 or 1 for all but finitely many $\beta$. The following is the first main theorem of this thesis.

Theorem 1.3.1 (Ide [7, Theorem 1.7]). Let $v$ be $\infty$ or a prime number and $\left\{R_{k}\right\}_{k \geq 0}$ a linear recurrence of nonnegative integers satisfying (1.2.2). Suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Conditions 1.2.5 or 1.2.1 according respectively as $v$ is $\infty$ or a prime number. Assume further that $\left\{R_{k}\right\}_{k \geq 0}$ is not a geometric progression. Then the infinite subset

$$
\begin{aligned}
& \left\{F_{m}^{(l)}(\alpha) \mid l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\} \cup\left\{G^{\left(N_{\beta}\right)}(\beta) \mid \beta \in \overline{\mathbb{Q}}^{\times}\right\} \\
\cup & \left\{\left.\frac{\partial^{l+m} \Theta}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, l \geq 0, m \geq N_{\beta}, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}
\end{aligned}
$$

of $\overline{\mathbb{Q}}_{v}$ is algebraically independent.
We will see in Remark 2.2.3 that the algebraic independency of the infinite set $\left\{F_{m}^{(l)}(\alpha) \mid l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\}$is equivalent to that of $\left\{\partial^{l+m} \Theta / \partial x^{l} \partial y^{m}(\alpha, 0) \mid\right.$ $\left.l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}\right\}$. Hence the conclusion of Theorem 1.3.1 is equivalent to the following:

The infinite subset

$$
\begin{equation*}
\left\{G^{\left(N_{\beta}\right)}(\beta) \mid \beta \in \overline{\mathbb{Q}}^{\times}\right\} \cup\left\{\left.\frac{\partial^{l+m} \Theta}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, l \geq 0, m \geq N_{\beta}, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \overline{\mathbb{Q}}\right\} \tag{1.3.2}
\end{equation*}
$$

of $\overline{\mathbb{Q}}_{v}$ is algebraically independent, where $N_{0}:=0$.
On the other hand, substituting $x=1$ into $\Theta(x, y)$, we see by the logarithmic derivation of $G(y)$ that $\Theta(1, y)=G(y) H(1, y)=-G^{\prime}(y)$ and thus

$$
\begin{equation*}
\frac{\partial^{m} \Theta}{\partial y^{m}}(1, y)=-G^{(m+1)}(y) \tag{1.3.3}
\end{equation*}
$$

for any $m \geq 0$. Therefore the set $\left\{F_{m}^{(l)}(\alpha) \mid l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\}$treated in Theorem 1.2.14 and the set $\left\{G^{(m)}(\beta) \mid m \geq N_{\beta}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}$mentioned immediately after Theorem 1.2.15 can be regarded as subsets of the set (1.3.2), as long as we are interested only in their algebraic independency. From this point of view, the sets treated in Theorems 1.2.14, 1.2.15, and 1.3 .1 are represented respectively in Tables 1.1, 1.2, and 1.3 below. (In these tables, the function $\partial^{l+m} \Theta / \partial x^{l} \partial y^{m}(x, y)$ is written as $\Theta^{(l, m)}(x, y)$.)


Table 1.1: The numbers treated in Theorem 1.2.14

|  |  |  | $x=\alpha \in \overline{\mathbb{Q}}^{\times}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\alpha_{1}=1$ | $\alpha_{2}$ | $\alpha_{3}$ |  |
| $y=\beta \in \overline{\mathbb{Q}}$ | $\beta_{0}=0$ |  | $F_{m}^{(l)}(1)$ | $F_{m}^{(l)}\left(\alpha_{2}\right)$ | $F_{m}^{(l)}\left(\alpha_{3}\right)$ |  |
|  | $\beta \in \mathcal{B}$ | $\beta_{1}$ $\beta_{2}$ | $G^{(m)}\left(\beta_{1}\right)$ $G^{(m)}\left(\beta_{2}\right)$ | $\begin{aligned} & \Theta^{(l, m)}\left(\alpha_{2}, \beta_{1}\right) \\ & \Theta^{(l, m)}\left(\alpha_{2}, \beta_{2}\right) \end{aligned}$ | $\begin{aligned} & \Theta^{(l, m)}\left(\alpha_{3}, \beta_{1}\right) \\ & \Theta^{(l, m)}\left(\alpha_{3}, \beta_{2}\right) \end{aligned}$ |  |
|  |  | : | : | $\vdots$ |  |  |
|  | $\begin{aligned} \beta & \in \overline{\mathbb{Q}}^{\times} \backslash \mathcal{B} \\ & =\left\{a^{-R_{k}} \mid k \geq 0\right\} \end{aligned}$ | $\beta_{1}^{\prime}$ $\beta_{2}^{\prime}$ | $\begin{aligned} & G^{(m)}\left(\beta_{1}^{\prime}\right) \\ & G^{(m)}\left(\beta_{2}^{\prime}\right) \end{aligned}$ | $\begin{aligned} & \Theta^{(l, m)}\left(\alpha_{2}, \beta_{1}^{\prime}\right) \\ & \Theta^{(l, m)}\left(\alpha_{2}, \beta_{2}^{\prime}\right) \end{aligned}$ | $\begin{aligned} & \Theta^{(l, m)}\left(\alpha_{3}, \beta_{1}^{\prime}\right) \\ & \Theta^{(l, m)}\left(\alpha_{3}, \beta_{2}^{\prime}\right) \end{aligned}$ | $\cdots$ $\cdots$ $\ddots$ |

Table 1.2: The numbers treated in Theorem 1.2.15

|  |  |  | $x=\alpha \in \overline{\mathbb{Q}}^{\times}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\alpha_{1}=1$ | $\alpha_{2}$ | $\alpha_{3}$ |  |
| $y=\beta \in \overline{\mathbb{Q}}$ | $\beta_{0}=0$ |  | $F_{m}^{(l)}(1)$ | $F_{m}^{(l)}\left(\alpha_{2}\right)$ | $F_{m}^{(l)}\left(\alpha_{3}\right)$ |  |
|  | $\beta \in \mathcal{B}$ | $\begin{aligned} & \beta_{1} \\ & \beta_{2} \end{aligned}$ | $\begin{aligned} & G^{(m)}\left(\beta_{1}\right) \\ & G^{(m)}\left(\beta_{2}\right) \end{aligned}$ | $\begin{aligned} & \Theta^{(l, m)}\left(\alpha_{2}, \beta_{1}\right) \\ & \Theta^{(l, m)}\left(\alpha_{2}, \beta_{2}\right) \end{aligned}$ | $\begin{aligned} & \Theta^{(l, m)}\left(\alpha_{3}, \beta_{1}\right) \\ & \Theta^{(l, m)}\left(\alpha_{3}, \beta_{2}\right) \end{aligned}$ | $\cdots$ |
|  | $\begin{aligned} \beta & \in \overline{\mathbb{Q}}^{\times} \backslash \mathcal{B} \\ & =\left\{a^{-R_{k}} \mid k \geq 0\right\} \end{aligned}$ | $\beta_{1}^{\prime}$ $\beta_{2}^{\prime}$ | $\begin{gathered} G^{(m)}\left(\beta_{1}^{\prime}\right) \\ G^{(m)}\left(\beta_{2}^{\prime}\right) \\ \vdots \end{gathered}$ | $\begin{aligned} & \Theta^{(l, m)}\left(\alpha_{2}, \beta_{1}^{\prime}\right) \\ & \Theta^{(l, m)}\left(\alpha_{2}, \beta_{2}^{\prime}\right) \end{aligned}$ | $\begin{aligned} & \Theta^{(l, m)}\left(\alpha_{3}, \beta_{1}^{\prime}\right) \\ & \Theta^{(l, m)}\left(\alpha_{3}, \beta_{2}^{\prime}\right) \end{aligned}$ |  |

Table 1.3: The numbers treated in Theorem 1.3.1

Extracting the first row and the first column from Table 1.3, we obtain the following Corollary 1.3.2 and Table 1.4.

Corollary 1.3.2. Let $v$ be $\infty$ or a prime number and $\left\{R_{k}\right\}_{k \geq 0}$ as in Theorem 1.3.1. Then the infinite subset

$$
\left\{F_{m}^{(l)}(\alpha) \mid l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\} \cup\left\{G^{(m)}(\beta) \mid m \geq N_{\beta}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}
$$

of $\overline{\mathbb{Q}}_{v}$ is algebraically independent.


Table 1.4: The numbers treated in Corollary 1.3.2

Corollary 1.3.2 refines Theorems 1.2 .14 and 1.2 .15 , namely we obtain the algebraic independency of the union of the infinite sets treated in the two theorems as well as the nonzero derivatives at the zeros of the infinite product $G(y)$.

As another corollary to Theorem 1.3.1, we obtain an entire function of two variables which possesses Property 1.1.9 for its partial derivatives. Such a function is defined by

$$
\Xi(x, y):=\frac{\partial \Theta}{\partial y}(x, y)=G(y) \sum_{\substack{k_{1}, k_{2} \geq 0 \\ k_{1} \neq k_{2}}} \frac{-a^{R_{k_{1}}+R_{k_{2}}} x^{k_{1}}}{\left(1-a^{R_{k_{1}}} y\right)\left(1-a^{R_{k_{2}}} y\right)} .
$$

Corollary 1.3.3. Let $v$ be $\infty$ or a prime number and $\left\{R_{k}\right\}_{k \geq 0}$ as in Theorem 1.3.1. Assume in addition that $\left\{R_{k}\right\}_{k \geq 0}$ is strictly increasing. Then the infinite subset

$$
\left\{\left.\frac{\partial^{l+m} \Xi}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}
$$

of $\overline{\mathbb{Q}}_{v}$ is algebraically independent.

Remark 1.3.4. Corollary 1.3 .3 establishes the algebraic independence of the partial derivatives of the entire function $\Xi(x, y)$ of two variables at any distinct algebraic points. On the other hand, there are known results on the algebraic independence of the values of three-variable functions without their partial derivatives. For example, let $\left\{G_{k}\right\}_{k \geq 0}$ be the generalized Fibonacci numbers defined by

$$
G_{0}=0, \quad G_{1}=1, \quad G_{k+2}=b G_{k+1}+G_{k} \quad(k \geq 0)
$$

where $b$ is a positive integer. We consider here the complex function

$$
T(x, y, z):=\sum_{k=1}^{\infty} \frac{x^{k} z^{G_{1}+G_{2}+\cdots+G_{k}}}{\left(1-y z^{G_{1}}\right)\left(1-y z^{G_{2}}\right) \cdots\left(1-y z^{G_{k}}\right)}=\sum_{k=1}^{\infty} \prod_{l=1}^{k} \frac{x z^{G_{l}}}{1-y z^{G_{l}}}
$$

of three variables, which converges in the union of the two domains

$$
\begin{equation*}
\left\{(x, y, z) \in \mathbb{C}^{3}| | z \mid<1,1-y z^{G_{k}} \neq 0 \text { for any } k \geq 1\right\} \tag{1.3.4}
\end{equation*}
$$

and

$$
\left\{(x, y, z) \in \mathbb{C}^{3}| | x\left|<|y|, 1<|z|, 1-y z^{G_{k}} \neq 0 \text { for any } k \geq 1\right\} .\right.
$$

Let $D$ be the subdomain of (1.3.4) defined by $D:=\mathbb{C} \times\{|y| \leq 1\} \times\{|z|<1\}$. For the function $T(x, y, z)$, Tanaka [32, Example 1] proved that the infinite set

$$
\left\{T(\alpha, \beta, a) \mid(\alpha, \beta, a) \in\left(\overline{\mathbb{Q}}^{\times}\right)^{3} \cap D\right\}=\left\{T(\alpha, \beta, a)\left|\alpha, \beta, a \in \overline{\mathbb{Q}}^{\times},|\beta| \leq 1,|a|<1\right\}\right.
$$

is algebraically independent. (More generally, he [32, Theorem] obtained a necessary and sufficient condition for the values at algebraic points of a certain class of threevariable functions including $T(x, y, z)$ to be algebraically independent.) This is a remarkable result that establishes the algebraic independence of the infinite set consisting of the values of the three-variable function $T(x, y, z)$ at distinct algebraic points; however, it should be noted that the domains of definition of $y$ and $z$ are restricted.

Let $\mathcal{B}$ be as in Theorem 1.2.15, namely

$$
\mathcal{B}:=\overline{\mathbb{Q}}^{\times} \backslash\left\{a^{-R_{k}} \mid k \geq 0\right\}=\left\{\beta \in \overline{\mathbb{Q}}^{\times} \mid G(\beta) \neq 0\right\} .
$$

We note that $N_{\beta}=0$ if and only if $\beta \in \mathcal{B}$. In Chapter 2 we deduce Theorem 1.3.1 from the following:

Theorem 1.3.5 (Ide [7, Theorem 1.11]). Let ve $\infty$ or a prime number and $\left\{R_{k}\right\}_{k \geq 0}$ as in Theorem 1.3.1. Then the infinite subset

$$
\begin{aligned}
& \left\{F_{m}^{(l)}(\alpha) \mid l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\} \bigcup\{G(\beta) \mid \beta \in \mathcal{B}\} \\
\bigcup & \left\{\left.\frac{\partial^{l+m} H}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \mathcal{B}\right\}
\end{aligned}
$$

of $\overline{\mathbb{Q}}_{v}$ is algebraically independent.
We prove Theorem 1.3.5 in Chapter 4. In what follows, we consider only the case of complex numbers. In the second main theorem of this thesis, we merge the two cases (A) and (B) described in Section 1.2 by extending Theorem 1.3.5. Let $a_{1}, \ldots, a_{r}$ be algebraic numbers with $0<\left|a_{i}\right|<1(1 \leq i \leq r)$. Inspired by Theorem 1.2.9, we define

$$
\begin{gather*}
F_{i, m}(x):=\mathcal{F}\left(\left\{R_{k}\right\} ; x, a_{i}^{m}\right)=\sum_{k=0}^{\infty} a_{i}^{m R_{k}} x^{k} \quad(m=1,2, \ldots),  \tag{1.3.5}\\
G_{i}(y):=\mathcal{G}\left(\left\{R_{k}\right\} ; y, a_{i}\right)=\prod_{k=0}^{\infty}\left(1-a_{i}^{R_{k}} y\right),  \tag{1.3.6}\\
H_{i}(x, y):=\mathcal{H}\left(\left\{R_{k}\right\} ; x, y, a_{i}\right)=\sum_{k=0}^{\infty} \frac{a_{i}^{R_{k}} x^{k}}{1-a_{i}^{R_{k}} y}, \tag{1.3.7}
\end{gather*}
$$

and

$$
\mathcal{B}_{i}:=\overline{\mathbb{Q}}^{\times} \backslash\left\{a_{i}^{-R_{k}} \mid k \geq 0\right\}=\left\{\beta \in \overline{\mathbb{Q}}^{\times} \mid G_{i}(\beta) \neq 0\right\}
$$

for each $i(1 \leq i \leq r)$. Then the infinite set

$$
\begin{aligned}
\mathcal{T}_{i}:= & \left\{F_{i, m}^{(l)}(\alpha) \mid l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\} \cup\left\{G_{i}(\beta) \mid \beta \in \mathcal{B}_{i}\right\} \\
& \cup\left\{\left.\frac{\partial^{l+m} H_{i}}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \mathcal{B}_{i}\right\}
\end{aligned}
$$

is algebraically independent for each $i(1 \leq i \leq r)$ by Theorem 1.3.5. However, Theorem 1.3.5 provides no information on the algebraic independence of the union

$$
\begin{aligned}
\mathcal{T}: & \bigcup_{i=1}^{r} \mathcal{T}_{i} \\
= & \left\{F_{i, m}^{(l)}(\alpha) \mid 1 \leq i \leq r, l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\} \bigcup\left\{G_{i}(\beta) \mid 1 \leq i \leq r, \beta \in \mathcal{B}_{i}\right\} \\
& \cup\left\{\left.\frac{\partial^{l+m} H_{i}}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, 1 \leq i \leq r, l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \mathcal{B}_{i}\right\} .
\end{aligned}
$$

The main aim of this study is to obtain the necessary and sufficient condition on algebraic numbers $a_{1}, \ldots, a_{r}$ for the infinite set $\mathcal{T}$ to be algebraically independent.

Suppose here that $a_{i}$ and $a_{j}$ are multiplicatively dependent for some $i, j$ with $1 \leq i<j \leq r$. Then it is easily seen that the infinite set $\mathcal{T}$ is algebraically dependent. Indeed, assuming $a_{1}^{d_{1}}=a_{2}^{d_{2}}$ for some positive integers $d_{1}$ and $d_{2}$, we have $F_{1, d_{1}}(\alpha)=\sum_{k=0}^{\infty} a_{1}^{d_{1} R_{k}} \alpha^{k}=\sum_{k=0}^{\infty} a_{2}^{d_{2} R_{k}} \alpha^{k}=F_{2, d_{2}}(\alpha)$ for any nonzero algebraic number $\alpha$, which implies that the infinite set $\mathcal{T}$ is algebraically dependent. In addition, algebraic relations also appear respectively among the values at several algebraic numbers of $G_{i}(y)(i=1,2)$ and those of $H_{i}(1, y)(i=1,2)$ in this case. To see this, let $\zeta_{i}(i=1,2)$ be a primitive $d_{i}$-th root of unity. Then we have

$$
\prod_{i=0}^{d_{1}-1} G_{1}\left(\zeta_{1}^{i} y^{d_{2}}\right)=\prod_{k=0}^{\infty}\left(1-a_{1}^{d_{1} R_{k}} y^{d_{1} d_{2}}\right)=\prod_{k=0}^{\infty}\left(1-a_{2}^{d_{2} R_{k}} y^{d_{1} d_{2}}\right)=\prod_{j=0}^{d_{2}-1} G_{2}\left(\zeta_{2}^{j} y^{d_{1}}\right)
$$

Taking the logarithmic derivative of this equation and using the relations $H_{i}(1, y)=$ $-G_{i}^{\prime}(y) / G_{i}(y)(i=1,2)$, we obtain

$$
\sum_{i=0}^{d_{1}-1} d_{2} \zeta_{1}^{i} y^{d_{2}} H_{1}\left(1, \zeta_{1}^{i} y^{d_{2}}\right)=\sum_{j=0}^{d_{2}-1} d_{1} \zeta_{2}^{j} y^{d_{1}} H_{2}\left(1, \zeta_{2}^{j} y^{d_{1}}\right)
$$

Hence, if a nonzero algebraic number $\beta$ satisfies $\zeta_{1}^{i} \beta^{d_{2}} \in \mathcal{B}_{1}\left(0 \leq i \leq d_{1}-1\right)$ and $\zeta_{2}^{j} \beta^{d_{1}} \in \mathcal{B}_{2}\left(0 \leq j \leq d_{2}-1\right)$, then the $d_{1}+d_{2}$ nonzero elements $G_{1}\left(\zeta_{1}^{i} \beta^{d_{2}}\right), G_{2}\left(\zeta_{2}^{j} \beta^{d_{1}}\right)$ $\left(0 \leq i \leq d_{1}-1,0 \leq j \leq d_{2}-1\right)$ of $\mathcal{T}$ are algebraically dependent and so are the $d_{1}+d_{2}$ elements $H_{1}\left(1, \zeta_{1}^{i} \beta^{d_{2}}\right), H_{2}\left(1, \zeta_{2}^{j} \beta^{d_{1}}\right)\left(0 \leq i \leq d_{1}-1,0 \leq j \leq d_{2}-1\right)$ of $\mathcal{T}$. Therefore the infinite set $\mathcal{T}$ is algebraically independent only if $a_{1}, \ldots, a_{r}$ are pairwise multiplicatively independent. The second main theorem of this thesis is the following:

Theorem 1.3.6 (Ide [8, Theorem 1.8]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying (1.2.2). Suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.5. Assume that $\left\{R_{k}\right\}_{k \geq 0}$ is not a geometric progression. Then the infinite subset

$$
\begin{aligned}
\mathcal{T}= & \left\{F_{i, m}^{(l)}(\alpha) \mid 1 \leq i \leq r, l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\} \cup\left\{G_{i}(\beta) \mid 1 \leq i \leq r, \beta \in \mathcal{B}_{i}\right\} \\
& \cup\left\{\left.\frac{\partial^{l+m} H_{i}}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, 1 \leq i \leq r, l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \mathcal{B}_{i}\right\}
\end{aligned}
$$

of $\mathbb{C}$ is algebraically independent if and only if $a_{1}, \ldots, a_{r}$ are pairwise multiplicatively independent.

In Chapter 4, we prove the if part of Theorem 1.3.6, namely the following:
Theorem 1.3.7 (Ide [8, Theorem 1.9]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be as in Theorem 1.3.6. Assume that $a_{1}, \ldots, a_{r}$ are pairwise multiplicatively independent. Then the infinite subset $\mathcal{T}$ of $\mathbb{C}$ is algebraically independent.

In order to construct a family of entire functions of two variables having Property 1.1.10, we define

$$
\begin{equation*}
\Theta_{i}(x, y):=G_{i}(y) H_{i}(x, y)=\sum_{k=0}^{\infty} a_{i}^{R_{k}} x_{\left.\substack{k} \prod_{\substack{k^{\prime}=0, k^{\prime} \neq k}}^{\infty}\left(1-a_{i}^{R_{k^{\prime}}} y\right)\right) .} \tag{1.3.8}
\end{equation*}
$$

and

$$
N_{i, \beta}:=\#\left\{k \geq 0 \mid a_{i}^{-R_{k}}=\beta\right\}=\underset{y=\beta}{\operatorname{ord}} G_{i}(y)
$$

for each $i(1 \leq i \leq r)$ and for each nonzero algebraic number $\beta$. Applying Theorem 1.3.7, we prove in Chapter 2 the following theorem, which is an extension of Theorem 1.3.1 in the case of complex numbers.

Theorem 1.3.8 (Ide [8, Theorem 1.12]). Let $\left\{R_{k}\right\}_{k \geq 0}$ and $a_{1}, \ldots, a_{r}$ be as in Theorem 1.3.7. Then the infinite subset

$$
\begin{aligned}
& \left\{F_{i, m}^{(l)}(\alpha) \mid 1 \leq i \leq r, l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\} \\
\cup & \left\{G_{i}^{\left(N_{i, \beta}\right)}(\beta) \mid 1 \leq i \leq r, \beta \in \overline{\mathbb{Q}}^{\times}\right\} \\
\cup & \left\{\left.\frac{\partial^{l+m} \Theta_{i}}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, 1 \leq i \leq r, l \geq 0, m \geq N_{i, \beta}, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}
\end{aligned}
$$

of $\mathbb{C}$ is algebraically independent.
Similarly to Corollary 1.3.2, we can deduce the following from Theorem 1.3.8.
Corollary 1.3.9. Let $\left\{R_{k}\right\}_{k \geq 0}$ and $a_{1}, \ldots, a_{r}$ be as in Theorem 1.3.7. Then the infinite subset

$$
\begin{aligned}
& \left\{F_{i, m}^{(l)}(\alpha) \mid 1 \leq i \leq r, l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\} \\
\cup & \left\{G_{i}^{(m)}(\beta) \mid 1 \leq i \leq r, m \geq N_{i, \beta}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}
\end{aligned}
$$

of $\mathbb{C}$ is algebraically independent.
Moreover, similarly to Corollary 1.3.3, letting

$$
\Xi_{i}(x, y):=\frac{\partial \Theta_{i}}{\partial y}(x, y)=G_{i}(y) \sum_{\substack{k_{1}, k_{2} \geq 0 \\ k_{1} \neq k_{2}}} \frac{-a_{i}^{R_{k_{1}}+R_{k_{2}}} x^{k_{1}}}{\left(1-a_{i}^{R_{k_{1}}} y\right)\left(1-a_{i}^{R_{k_{2}}} y\right)}
$$

for each $i(1 \leq i \leq r)$, we obtain the following:
Corollary 1.3.10. Let $\left\{R_{k}\right\}_{k \geq 0}$ and $a_{1}, \ldots, a_{r}$ be as in Theorem 1.3.7. Assume in addition that $\left\{R_{k}\right\}_{k \geq 0}$ is strictly increasing. Then the infinite subset

$$
\left\{\left.\frac{\partial^{l+m} \Xi_{i}}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, 1 \leq i \leq r, l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}
$$

of $\mathbb{C}$ is algebraically independent.
Using Corollary 1.3.10, we exhibit a concrete example of an infinite family of entire functions of two variables having Property 1.1.10.

Example 1.3.11. Let $\left\{F_{k}\right\}_{k \geq 0}$ be the Fibonacci numbers as in Example 1.2.4. For any nonnegative integer $i$, letting $a_{i}=2^{-1} 3^{-i}$ and regarding $\left\{F_{k+2}\right\}_{k \geq 0}$ as $\left\{R_{k}\right\}_{k \geq 0}$, we define

$$
\Xi_{i}(x, y)=\left(\prod_{k=2}^{\infty}\left(1-\left(2 \cdot 3^{i}\right)^{-F_{k}} y\right)\right) \sum_{\substack{k_{1}, k_{2} \geq 2, k_{1} \neq k_{2}}} \frac{-\left(2 \cdot 3^{i}\right)^{-F_{k_{1}}-F_{k_{2}}} x^{k_{1}-2}}{\left(1-\left(2 \cdot 3^{i}\right)^{-F_{k_{1}}} y\right)\left(1-\left(2 \cdot 3^{i}\right)^{-F_{k_{2}}} y\right)} .
$$

Then by Corollary 1.3.10 the infinite family $\left\{\Xi_{i}(x, y)\right\}_{i \geq 0}$ has Property 1.1.10, namely the infinite subset

$$
\left\{\left.\frac{\partial^{l+m} \Xi_{i}}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, i \geq 0, l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}
$$

of $\mathbb{C}$ is algebraically independent.
In the rest of this section we introduce another result on the algebraic independence of the values and the partial derivatives of $F_{i, m}(x), G_{i}(y)$, and $H_{i}(x, y)$. Assume here that none of $a_{i} / a_{j}(1 \leq i<j \leq r)$ is a root of unity. In this case, we cannot deduce the algebraic independency of the infinite set $\mathcal{T}$ itself since $a_{1}, \ldots, a_{r}$
are not always pairwise multiplicatively independent. On the other hand, we see by Theorem 1.2.9 that, if $1 \in \mathcal{B}_{i}(1 \leq i \leq r)$, then the $3 r$ elements $F_{i, 1}(1)=\sum_{k=0}^{\infty} a_{i}^{R_{k}}$, $G_{i}(1)=\prod_{k=0}^{\infty}\left(1-a_{i}^{R_{k}}\right)$, and $H_{i}(1,1)=\sum_{k=0}^{\infty} a_{i}^{R_{k}} /\left(1-a_{i}^{R_{k}}\right)(1 \leq i \leq r)$ of $\mathcal{T}$ are algebraically independent. Here we can extend this result to the following theorem, whose proof will be provided in Chapter 4.

Theorem 1.3.12 (Ide [8, Theorem 1.13]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be as in Theorem 1.3.6. Assume that none of $a_{i} / a_{j}(1 \leq i<j \leq r)$ is a root of unity. Let $m_{0}$ be a positive integer. For each $i(1 \leq i \leq r)$, let $\beta_{i}$ and $\beta_{i}^{\prime}$ be any elements of $\mathcal{B}_{i}$. Then the infinite subset

$$
\begin{aligned}
& \left\{F_{i, m_{0}}^{(l)}(\alpha) \mid 1 \leq i \leq r, l \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}\right\} \bigcup\left\{G_{i}\left(\beta_{i}\right) \mid 1 \leq i \leq r\right\} \\
\cup & \left\{\left.\frac{\partial^{l+m} H_{i}}{\partial x^{l} \partial y^{m}}\left(\alpha, \beta_{i}^{\prime}\right) \right\rvert\, 1 \leq i \leq r, l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}\right\}
\end{aligned}
$$

of $\mathcal{T}$ is algebraically independent.
This thesis is organized as follows. In Chapter 2, we establish Lemmas 2.1.12.1.3 and 2.2.1-2.2.2. The first three lemmas assert the existence of invertible linear relations among the values of a wider class of functions including those stated in Section 1.3 , using which we can avoid the zeros of the infinite products $G_{i}(y)$. The latter two lemmas claim the existence of invertible algebraic relations among the above functions themselves, by which we can reduce the algebraic independency of the values and the partial derivatives of the entire functions $\Theta_{i}(x, y)$ to that of the Lambert type series $H_{i}(x, y)$. Using these lemmas and shifting the linear recurrence $\left\{R_{k}\right\}_{k \geq 0}$ so as to avoid the zeros of the infinite products $G_{i}(y)$, we deduce Theorems 1.3.1 and 1.3.8 from Theorems 1.3.5 and 1.3.7, respectively. The proofs of Corollaries 1.3.2, 1.3.3, 1.3.9, and 1.3 .10 are also provided in Chapter 2. In Chapter 3, we establish a criterion for the algebraic independence of the values of Mahler functions corresponding to those stated in Theorems 1.3.5, 1.3.7, and 1.3.12. Our criterion, which is valid not only in the complex case but also in the $p$-adic case, includes Nishioka's criterion and a special case of Kubota's one. In the last chapter, using our criterion, we reduce the negations of Theorems 1.3.5, 1.3.7, and 1.3.12
to the linear dependence or the multiplicative dependence of the Mahler functions above. Applying Tanaka's results on the nonexistence of nontrivial rational function solutions of certain types of functional equations, we obtain a linear dependence relation of certain power series of one variable, which easily leads to a contradiction in the case of Theorem 1.3.5. In the cases of Theorems 1.3.7 and 1.3.12, the situation on the linear dependence becomes more complicated. We prove Theorem 1.3.12 by showing directly that a term of sufficiently high order never vanishes in the linear combination. On the other hand, in the proof of Theorem 1.3.7, using the precise assumption on the algebraic numbers $a_{1}, \ldots, a_{r}$, we can reduce the situation on the linear dependence to that similar to Theorem 1.3.5. This observation allows us to establish the algebraic independency of the infinite set $\mathcal{T}$ larger than that treated in Theorem 1.3.12.

## Chapter 2

## Proofs of Theorems 1.3.1, 1.3.8, and their corollaries

### 2.1 Linear relations among the values of a wider class of functions

Let $v$ be $\infty$ or a prime number. In this section and the next section we consider the functions $f(x), g(y), h(x, y)$, and $\theta(x, y)$ defined by

$$
\begin{equation*}
f(x):=\sum_{k=0}^{\infty} a_{k} x^{k}, \quad g(y):=\prod_{k=0}^{\infty}\left(1-a_{k} y\right), \quad h(x, y):=\sum_{k=0}^{\infty} \frac{a_{k} x^{k}}{1-a_{k} y}, \tag{2.1.1}
\end{equation*}
$$

and
where $\left\{a_{k}\right\}_{k \geq 0}$ is a sequence of algebraic numbers satisfying

$$
\begin{equation*}
\frac{1}{\limsup _{k \rightarrow \infty}\left|a_{k}\right|_{v}^{1 / k}}=: r>1 . \tag{2.1.3}
\end{equation*}
$$

Then $f(x), g(y), h(x, y)$, and $\theta(x, y)$ converge in $\left\{\left.x \in \mathbb{C}_{v}| | x\right|_{v}<r\right\}$, in $\mathbb{C}_{v}$, in $\left\{\left.x \in \mathbb{C}_{v}| | x\right|_{v}<r\right\} \times\left\{y \in \mathbb{C}_{v} \mid y \neq a_{k}^{-1}\right.$ for any $k \geq 0$ with $\left.a_{k} \neq 0\right\}$, and in $\left\{\left.x \in \mathbb{C}_{v}| | x\right|_{v}<r\right\} \times \mathbb{C}_{v}$, respectively. This framework includes the case of the functions $F_{m}(x), G(y), H(x, y)$, and $\Theta(x, y)$ defined by (1.2.6), (1.2.7), (1.2.8), and (1.3.1) as the special case of $a_{k}=a^{m R_{k}}$ or more simply that of $a_{k}=a^{R_{k}}$. In the
same way as (1.3.3), we see that

$$
\begin{equation*}
\frac{\partial^{m} \theta}{\partial y^{m}}(1, y)=-g^{(m+1)}(y) \tag{2.1.4}
\end{equation*}
$$

for any $m \geq 0$. Let $\alpha$ and $\beta$ be any nonzero algebraic numbers with $|\alpha|_{v}<r$. Similarly to the number $N_{\beta}$ defined by (1.2.9), we define the number $n_{\beta}$ by

$$
n_{\beta}:=\#\left\{k \geq 0 \mid a_{k}=\beta^{-1}\right\}=\operatorname{ord}_{y=\beta} g(y) .
$$

In this section we establish explicit invertible linear relations between the values and the (partial) derivatives of the functions above at $(x, y)=(\alpha, \beta)$ and those defined by a shifted sequence of $\left\{a_{k}\right\}_{k \geq 0}$.

Since $a_{k} \rightarrow 0$ as $k \rightarrow \infty$ by (2.1.3), there exists a sufficiently large integer $k_{0}$ depending on $\beta$ such that $1-a_{k} \beta \neq 0$ for all $k \geq k_{0}$. Put $\widetilde{a}_{k}:=a_{k+k_{0}}(k \geq 0)$. Let $\widetilde{f}(x), \widetilde{g}(y), \widetilde{h}(x, y)$, and $\widetilde{\theta}(x, y)$ be the functions given respectively by (2.1.1) and (2.1.2) with the sequence $\left\{\widetilde{a}_{k}\right\}_{k \geq 0}$ in place of $\left\{a_{k}\right\}_{k \geq 0}$. For each positive integer $L$, let $\mathcal{M}_{L}(\overline{\mathbb{Q}})$ be the multiplicative group of $L \times L$ lower triangular matrices with entries in $\overline{\mathbb{Q}}$ whose diagonal entries are nonzero. We note that, if $A \in \mathcal{M}_{L_{1}}$ and $B \in \mathcal{M}_{L_{2}}$, then the Kronecker product $A \otimes B$ belongs to $\mathcal{M}_{L_{1} L_{2}}$. The following three lemmas, especially the latter two, play a crucial role in the proofs of Theorems 1.3.1 and 1.3.8.

Lemma 2.1.1 (Ide [7, Proof of Theorem 2.1]). Let $L$ be a nonnegative integer. Then there exists $A_{\alpha} \in \mathcal{M}_{L+1}(\overline{\mathbb{Q}})$ depending on $\alpha$ such that

$$
\left(\begin{array}{c}
f(\alpha) \\
f^{\prime}(\alpha) \\
\vdots \\
f^{(L)}(\alpha)
\end{array}\right) \equiv A_{\alpha}\left(\begin{array}{c}
\tilde{f}(\alpha) \\
\widetilde{f}^{\prime}(\alpha) \\
\vdots \\
\widetilde{f^{(L)}}(\alpha)
\end{array}\right) \quad\left(\bmod \overline{\mathbb{Q}}^{L+1}\right)
$$

Lemma 2.1.2 (Ide [7, Proof of Theorem 2.1]). Let $L$ be a nonnegative integer. Then there exists $B_{\beta} \in \mathcal{M}_{L+1}(\overline{\mathbb{Q}})$ depending on $\beta$ such that

$$
\left(\begin{array}{c}
g^{\left(n_{\beta}\right)}(\beta) \\
g^{\left(1+n_{\beta}\right)}(\beta) \\
\vdots \\
g^{\left(L+n_{\beta}\right)}(\beta)
\end{array}\right)=B_{\beta}\left(\begin{array}{c}
\widetilde{g}(\beta) \\
\widetilde{g}^{\prime}(\beta) \\
\vdots \\
\widetilde{g}^{(L)}(\beta)
\end{array}\right) .
$$

Lemma 2.1.3 (Ide [7, Proof of Theorem 2.1]). Let L be a nonnegative integer. Let $\boldsymbol{\theta}$ and $\widetilde{\boldsymbol{\theta}}$ be column vectors given respectively by sorting the values $\partial^{l+m} \theta / \partial x^{l} \partial y^{m}(\alpha, \beta)$ and $\partial^{l+m} \tilde{\theta} / \partial x^{l} \partial y^{m}(\alpha, \beta)$ in the ascending lexicographical order of $(l, m) \in\{0, \ldots, L\}^{2}$ such that

$$
(0,0)<(0,1)<\cdots<(0, L)<(1,0)<\cdots<(L, L) .
$$

Then

$$
\begin{equation*}
\boldsymbol{\theta} \equiv\left(A_{\alpha} \otimes B_{\beta}\right) \widetilde{\boldsymbol{\theta}} \quad\left(\bmod W^{(L+1)^{2}}\right), \tag{2.1.5}
\end{equation*}
$$

where $A_{\alpha}$ and $B_{\beta}$ are as in Lemmas 2.1.1 and 2.1.2, respectively, and $W$ is the $\overline{\mathbb{Q}}$-vector space generated by $\left\{\widetilde{g}^{(m)}(\beta) \mid 0 \leq m \leq L+1\right\}$. In particular, for the case of $\alpha=1$, let $\boldsymbol{\theta}^{\prime}$ and $\widetilde{\boldsymbol{\theta}}^{\prime}$ be column vectors given respectively by sorting the values $\partial^{l+m} \theta / \partial x^{l} \partial y^{m}(1, \beta)$ and $\partial^{l+m} \tilde{\theta} / \partial x^{l} \partial y^{m}(1, \beta)$ in the ascending lexicographical order of $(l, m) \in\{1, \ldots, L\} \times\{0, \ldots, L\}$ such that

$$
(1,0)<(1,1)<\cdots<(1, L)<(2,0)<\cdots<(L, L)
$$

Then

$$
\begin{equation*}
\boldsymbol{\theta}^{\prime} \equiv\left(A_{1}^{\prime} \otimes B_{\beta}\right) \widetilde{\boldsymbol{\theta}}^{\prime} \quad\left(\bmod W^{L(L+1)}\right) \tag{2.1.6}
\end{equation*}
$$

where $A_{1}^{\prime} \in \mathcal{M}_{L}(\overline{\mathbb{Q}})$ is the submatrix of $A_{1}$ given by

$$
A_{1}=\left(\begin{array}{c|c}
1 & O_{1, L} \\
\hline * & A_{1}^{\prime}
\end{array}\right) .
$$

Remark 2.1.4. For each $m(0 \leq m \leq L+1)$, we see by Lemma 2.1.2 that $g^{\left(m+n_{\beta}\right)}(\beta)$ is represented as a linear combination of $\widetilde{g}^{(\mu)}(\beta)(0 \leq \mu \leq m)$ and conversely $\widetilde{g}^{(m)}(\beta)$ is represented as that of $g^{\left(\mu+n_{\beta}\right)}(\beta)(0 \leq \mu \leq m)$. Hence $\left\{g^{\left(m+n_{\beta}\right)}(\beta) \mid 0 \leq m \leq\right.$ $L+1\}$ and $\left\{\widetilde{g}^{(m)}(\beta) \mid 0 \leq m \leq L+1\right\}$ generate the same $\overline{\mathbb{Q}}$-vector space $W$ in Lemma 2.1.3.

Proof of Lemma 2.1.1. Let

$$
\begin{equation*}
R(x):=x^{k_{0}} \tag{2.1.7}
\end{equation*}
$$

Since

$$
f(x)=\sum_{k=k_{0}}^{\infty} a_{k} x^{k}+\sum_{k=0}^{k_{0}-1} a_{k} x^{k}=R(x) \widetilde{f}(x)+\sum_{k=0}^{k_{0}-1} a_{k} x^{k},
$$

we have

$$
f^{(l)}(\alpha) \equiv \sum_{h=0}^{l}\binom{l}{h} R^{(l-h)}(\alpha) \widetilde{f}^{(h)}(\alpha) \quad(\bmod \overline{\mathbb{Q}})
$$

for any $l(0 \leq l \leq L)$. Hence, letting

$$
A_{\alpha}:=\left(\begin{array}{cccc}
\alpha^{k_{0}} & & & 0 \\
R^{\prime}(\alpha) & \alpha^{k_{0}} & & 0 \\
\vdots & \ddots & \ddots & \\
R^{(L)}(\alpha) & \cdots & L R^{\prime}(\alpha) & \alpha^{k_{0}}
\end{array}\right)
$$

we obtain the lemma.
Proof of Lemma 2.1.2. We define polynomials $P_{\beta}(y)$ and $Q_{\beta}(y)$ with algebraic coefficients by

$$
\begin{equation*}
P_{\beta}(y):=\left(1-\beta^{-1} y\right)^{n_{\beta}}, \quad Q_{\beta}(y):=\prod_{\substack{k=0 \\ a_{k} \neq \beta^{-1}}}^{k_{0}-1}\left(1-a_{k} y\right) . \tag{2.1.8}
\end{equation*}
$$

Let

$$
\begin{equation*}
p_{\beta}:=P_{\beta}^{\left(n_{\beta}\right)}(y), \quad q_{\beta}:=Q_{\beta}(\beta) . \tag{2.1.9}
\end{equation*}
$$

Then $p_{\beta}$ and $q_{\beta}$ are nonzero algebraic numbers. Since

$$
g(y)=\prod_{k=0}^{k_{0}-1}\left(1-a_{k} y\right) \times \prod_{k=k_{0}}^{\infty}\left(1-a_{k} y\right)=P_{\beta}(y) Q_{\beta}(y) \widetilde{g}(y),
$$

we see that, for any $m(0 \leq m \leq L)$,

$$
g^{\left(m+n_{\beta}\right)}(\beta)=\sum_{h=0}^{m}\left(\begin{array}{rr}
m+n_{\beta} & \\
n_{\beta} & m-h
\end{array} \quad h\right) p_{\beta} Q_{\beta}^{(m-h)}(\beta) \widetilde{g}^{(h)}(\beta) .
$$

Hence, letting

$$
B_{\beta}:=\left(\begin{array}{cccc}
p_{\beta} q_{\beta} & & & 0 \\
\left(1+n_{\beta}\right) p_{\beta} Q_{\beta}^{\prime}(\beta) & \left(1+n_{\beta}\right) p_{\beta} q_{\beta} & & \\
\vdots & \ddots & \ddots & \\
\binom{L+n_{\beta}}{L} p_{\beta} Q_{\beta}^{(L)}(\beta) & \cdots & \left(\begin{array}{c}
L+n_{\beta} \\
n_{\beta} 1 \\
L-1
\end{array}\right) p_{\beta} Q_{\beta}^{\prime}(\beta) & \binom{L+n_{\beta}}{L} p_{\beta} q_{\beta}
\end{array}\right)
$$

we obtain the lemma.

Proof of Lemma 2.1.3. We define

$$
U_{\beta}(y):=\left(1-\beta^{-1} y\right)^{\max \left\{n_{\beta}-1,0\right\}} \in \overline{\mathbb{Q}}[y]
$$

and

$$
V_{\beta}(x, y):=\left(\sum_{k=0}^{k_{0}-1} a_{k} x^{k} \prod_{\substack{k^{\prime}=0, k^{\prime} \neq k}}^{k_{0}-1}\left(1-a_{k^{\prime}} y\right)\right) U_{\beta}(y)^{-1} .
$$

Since $U_{\beta}(y)$ is a common divisor of $\prod_{k^{\prime}=0, k^{\prime} \neq k}^{k_{0}-1}\left(1-a_{k^{\prime}} y\right)\left(0 \leq k \leq k_{0}-1\right)$, we see that $V_{\beta}(x, y) \in \overline{\mathbb{Q}}[x, y]$. Let $R(x), P_{\beta}(y)$, and $Q_{\beta}(y)$ be as in (2.1.7) and (2.1.8). Noting that $P_{\beta}(y) Q_{\beta}(y)$ and $U_{\beta}(y) V_{\beta}(x, y)$ do not depend on $\beta$, we see that

$$
\theta(x, y)=R(x) P_{\beta}(y) Q_{\beta}(y) \widetilde{\theta}(x, y)+U_{\beta}(y) V_{\beta}(x, y) \widetilde{g}(y) .
$$

Since $\max \left\{n_{\beta}, 1\right\}+\min \left\{1, n_{\beta}\right\}=n_{\beta}+1$ and so $n_{\beta}-\max \left\{n_{\beta}-1,0\right\}=\min \left\{1, n_{\beta}\right\}$, we have

$$
\left.\left.\begin{array}{l}
\quad \frac{\partial^{l+m+n_{\beta}} \theta}{\partial x^{l} \partial y^{m+n_{\beta}}}(\alpha, \beta) \\
=\sum_{h_{1}=0}^{l}\binom{l}{h_{1}} R^{\left(l-h_{1}\right)}(\alpha) \sum_{h_{2}=0}^{m}\left(\begin{array}{c}
m+n_{\beta} \\
n_{\beta} m-h_{2}
\end{array} h_{2}\right.
\end{array}\right) p_{\beta} Q_{\beta}^{\left(m-h_{2}\right)}(\beta) \frac{\partial^{h_{1}+h_{2}} \widetilde{\theta}}{\partial x^{h_{1}} \partial y^{h_{2}}}(\alpha, \beta)\right)
$$

for any $l(0 \leq l \leq L)$ and $m(0 \leq m \leq L)$, where $p_{\beta} \in \overline{\mathbb{Q}}^{\times}$is defined by (2.1.9) and $u_{\beta}:=U_{\beta}^{\left(\max \left\{n_{\beta}-1,0\right\}\right)}(y) \in \overline{\mathbb{Q}}^{\times}$. Hence we obtain the linear relation (2.1.5).

Considering the case where $\alpha=1$ in (2.1.10), we see by (2.1.4) that

$$
\begin{aligned}
& \frac{\partial^{l+m+n_{\beta}} \theta}{\partial x^{l} \partial y^{m+n_{\beta}}}(1, \beta) \\
& =\sum_{h_{1}=1}^{l}\binom{l}{h_{1}} R^{\left(l-h_{1}\right)}(1) \sum_{h_{2}=0}^{m}\binom{m+n_{\beta}}{n_{\beta} m-h_{2} h_{2}} p_{\beta} Q_{\beta}^{\left(m-h_{2}\right)}(\beta) \frac{\partial^{h_{1}+h_{2}} \tilde{\theta}}{\partial x^{h_{1}} \partial y^{h_{2}}}(1, \beta) \\
& +\sum_{h_{3}=0}^{m+\min \left\{1, n_{\beta}\right\}}\left(\left(\begin{array}{ll} 
& m+n_{\beta} \\
\max \left\{n_{\beta}-1,0\right\} & m+\min \left\{1, n_{\beta}\right\}-h_{3}
\end{array} h_{3}\right) ~\left(V^{2}\right)\right. \\
& \left.\times u_{\beta} \frac{\partial^{l+m+\min \left\{1, n_{\beta}\right\}-h_{3}} V_{\beta}}{\partial x^{l} \partial y^{m+\min \left\{1, n_{\beta}\right\}-h_{3}}}(1, \beta) \widetilde{g}^{\left(h_{3}\right)}(\beta)\right) \\
& -R^{(l)}(1) \sum_{h_{4}=0}^{m}\left(\begin{array}{rrr} 
& m+n_{\beta} & \\
n_{\beta} & m-h_{4} & h_{4}
\end{array}\right) p_{\beta} Q_{\beta}^{\left(m-h_{4}\right)}(\beta) \widetilde{g}^{\left(h_{4}+1\right)}(\beta)
\end{aligned}
$$

for any $l(1 \leq l \leq L)$ and $m(0 \leq m \leq L)$, which implies the linear relation (2.1.6).

### 2.2 Algebraic relations among the functions themselves

Next we provide invertible algebraic relations among the functions $g(y), h(x, y)$, and $\theta(x, y)$ themselves defined by (2.1.1) and (2.1.2). In this section we write $\varphi^{(l, m)}(x, y):=\partial^{l+m} \varphi / \partial x^{l} \partial y^{m}(x, y)$ for any analytic function $\varphi(x, y)$ and nonnegative integers $l, m$. For each positive integer $L$, let $\mathcal{M}_{L}^{*}(\mathcal{R})$ be the multiplicative group of $L \times L$ lower triangular matrices with entries in the commutative ring $\mathcal{R}$ whose diagonal entries are 1 's of $\mathcal{R}$.

Lemma 2.2.1. Let $l$ be a nonnegative integer and $L$ a positive integer. Then there exists $C \in \mathcal{M}_{(L+1)^{2}}^{*}\left(\mathbb{Z}\left[\left\{g^{(m)}(y) / g(y) \mid 1 \leq m \leq L\right\}\right]\right)$ such that

$$
\left(\begin{array}{c}
\theta^{(l, 0)}(x, y) / g(y) \\
\theta^{(l, 1)}(x, y) / g(y) \\
\vdots \\
\theta^{(l, L)}(x, y) / g(y)
\end{array}\right)=C\left(\begin{array}{c}
h^{(l, 0)}(x, y) \\
h^{(l, 1)}(x, y) \\
\vdots \\
h^{(l, L)}(x, y)
\end{array}\right) .
$$

Proof. From (2.1.2), we see that

$$
\frac{\theta^{(l, m)}(x, y)}{g(y)}=\sum_{\mu=0}^{m}\binom{m}{\mu} \frac{g^{(m-\mu)}(y)}{g(y)} h^{(l, \mu)}(x, y)
$$

for any $m(0 \leq m \leq L)$. Hence, letting

$$
C:=\left(\begin{array}{cccc}
1 & & & 0 \\
g^{\prime}(y) / g(y) & 1 & & \\
\vdots & \ddots & \ddots & \\
g^{(L)}(y) / g(y) & \cdots & L g^{\prime}(y) / g(y) & 1
\end{array}\right)
$$

we obtain the lemma.
Lemma 2.2.2 (Ide and Tanaka [9, Lemma 2.4]). Let $L$ be a positive integer. Then there exist $D_{1} \in \mathcal{M}_{L+1}^{*}\left(\mathbb{Z}\left[\left\{h^{(0, m)}(1, y) \mid 0 \leq m \leq L-1\right\}\right]\right)$ and $D_{2} \in$ $\mathcal{M}_{L+1}^{*}\left(\mathbb{Z}\left[\left\{g^{(m)}(y) / g(y) \mid 1 \leq m \leq L\right\}\right]\right)$ such that

$$
\left(\begin{array}{c}
-g^{\prime}(y) / g(y) \\
-g^{\prime \prime}(y) / g(y) \\
\vdots \\
-g^{(L+1)}(y) / g(y)
\end{array}\right)=D_{1}\left(\begin{array}{c}
h(1, y) \\
h^{(0,1)}(1, y) \\
\vdots \\
h^{(0, L)}(1, y)
\end{array}\right)
$$

and

$$
\left(\begin{array}{c}
h(1, y) \\
h^{(0,1)}(1, y) \\
\vdots \\
h^{(0, L)}(1, y)
\end{array}\right)=D_{2}\left(\begin{array}{c}
-g^{\prime}(y) / g(y) \\
-g^{\prime \prime}(y) / g(y) \\
\vdots \\
-g^{(L+1)}(y) / g(y)
\end{array}\right) .
$$

Proof. Since $g^{\prime}(y)=-g(y) h(1, y)$ by (2.1.1), we see inductively that, for any $m \geq 0$,

$$
\begin{equation*}
g^{(m)}(y)=g(y) P_{m}\left(h(1, y), \ldots, h^{(0, m-1)}(1, y)\right), \tag{2.2.1}
\end{equation*}
$$

where $P_{0}:=1$ and $P_{m}\left(X_{0}, \ldots, X_{m-1}\right) \in \mathbb{Z}\left[X_{0}, \ldots, X_{m-1}\right](m \geq 1)$. Then again from the equation $-g^{\prime}(y)=g(y) h(1, y)$, using the Leibniz rule and (2.2.1), we have

$$
\begin{align*}
-\frac{g^{(m+1)}(y)}{g(y)} & =\sum_{\mu=0}^{m}\binom{m}{\mu} \frac{g^{(m-\mu)}(y)}{g(y)} h^{(0, \mu)}(1, y) \\
& =\sum_{\mu=0}^{m}\binom{m}{\mu} P_{m-\mu}\left(h(1, y), \ldots, h^{(0, m-\mu-1)}(1, y)\right) h^{(0, \mu)}(1, y) \tag{2.2.2}
\end{align*}
$$

for any $m \geq 0$. On the other hand, we see inductively that, for any $m \geq 0$,

$$
\frac{d^{m}}{d y^{m}}\left(\frac{1}{g(y)}\right)=\frac{1}{g(y)} Q_{m}\left(-\frac{g^{\prime}(y)}{g(y)}, \ldots,-\frac{g^{(m)}(y)}{g(y)}\right)
$$

where $Q_{0}:=1$ and $Q_{m}\left(Y_{1}, \ldots, Y_{m}\right) \in \mathbb{Z}\left[Y_{1}, \ldots, Y_{m}\right](m \geq 1)$. Since $h(1, y)=$ $-g^{\prime}(y) / g(y)$, we have

$$
\begin{align*}
h^{(0, m)}(1, y) & =-\sum_{\mu=0}^{m}\binom{m}{\mu} g^{(\mu+1)}(y) \frac{d^{m-\mu}}{d y^{m-\mu}}\left(\frac{1}{g(y)}\right) \\
& =\sum_{\mu=0}^{m}\binom{m}{\mu} Q_{m-\mu}\left(-\frac{g^{\prime}(y)}{g(y)}, \ldots,-\frac{g^{(m-\mu)}(y)}{g(y)}\right)\left(-\frac{g^{(\mu+1)}(y)}{g(y)}\right) \tag{2.2.3}
\end{align*}
$$

for any $m \geq 0$. Hence, letting

$$
D_{1}:=\left(\begin{array}{cccc}
1 & & & 0 \\
P_{1}(h(1, y)) & 1 & & \\
\vdots & \ddots & \ddots & \\
P_{L}\left(h(1, y), \ldots, h^{(0, L-1)}(1, y)\right) & \cdots & L P_{1}(h(1, y)) & 1
\end{array}\right)
$$

and

$$
D_{2}:=\left(\begin{array}{cccc}
1 & & & 0 \\
Q_{1}\left(-g^{\prime}(y) / g(y)\right) & 1 & & \ddots \\
\vdots & \ddots & & \\
Q_{L}\left(-g^{\prime}(y) / g(y), \ldots,-g^{(L)}(y) / g(y)\right) & \cdots & L Q_{1}\left(-g^{\prime}(y) / g(y)\right) & 1
\end{array}\right)
$$

we obtain the equations in the lemma from (2.2.2) and (2.2.3).
Remark 2.2.3. Here we consider the case of $a_{k}=a^{R_{k}}$ in Lemmas 2.2.1 and 2.2.2. Substituting $y=0$ into the equation in Lemma 2.2.1 and using the relation

$$
\begin{equation*}
\frac{\partial^{m} H}{\partial y^{m}}(x, 0)=\left.m!\sum_{k=0}^{\infty} \frac{a^{(m+1) R_{k}} x^{k}}{\left(1-a^{R_{k}} y\right)^{m+1}}\right|_{y=0}=m!\sum_{k=0}^{\infty} a^{(m+1) R_{k}} x^{k}=m!F_{m+1}(x), \tag{2.2.4}
\end{equation*}
$$

we obtain

$$
\left(\begin{array}{c}
\Theta^{(l, 0)}(x, 0) \\
\Theta^{(l, 1)}(x, 0) \\
\vdots \\
\Theta^{(l, L)}(x, 0)
\end{array}\right)=C^{\prime}\left(\begin{array}{c}
0!F_{1}^{(l)}(x) \\
1!F_{2}^{(l)}(x) \\
\vdots \\
L!F_{L+1}^{(l)}(x)
\end{array}\right)
$$

where $C^{\prime} \in \mathcal{M}_{L+1}^{*}\left(\mathbb{Z}\left[\left\{G^{(m)}(0) \mid 1 \leq m \leq L\right\}\right]\right)$. Then by (1.3.3) we have $C^{\prime} \in$ $\mathcal{M}_{L+1}^{*}\left(\mathbb{Z}\left[\left\{\Theta^{(0, m)}(1,0) \mid 0 \leq m \leq L-1\right\}\right]\right)$. On the other hand, by the first equation in Lemma 2.2.2 and (2.2.4) we see that

$$
\left(\begin{array}{c}
-G^{\prime}(0) \\
-G^{\prime \prime}(0) \\
\vdots \\
-G^{(L)}(0)
\end{array}\right)=D_{1}^{\prime}\left(\begin{array}{c}
0!F_{1}(1) \\
1!F_{2}(1) \\
\vdots \\
(L-1)!F_{L}(1)
\end{array}\right)
$$

where $D_{1}^{\prime} \in \mathcal{M}_{L}^{*}\left(\mathbb{Z}\left[\left\{F_{m}(1) \mid 1 \leq m \leq L-1\right\}\right]\right)$. Hence $C^{\prime} \in \mathcal{M}_{L+1}^{*}\left(\mathbb{Z}\left[\left\{F_{m}(1) \mid 1 \leq\right.\right.\right.$ $m \leq L\}]$ ). Therefore the algebraic independency of the infinite set $\left\{\Theta^{(l, m)}(\alpha, 0) \mid\right.$ $\left.l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}\right\}$is equivalent to that of $\left\{F_{m}^{(l)}(\alpha) \mid l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\}$, since their finite subsets $\left\{\Theta^{(l, m)}\left(\alpha_{\lambda}, 0\right) \mid 0 \leq l \leq L, 0 \leq m \leq L, 1 \leq \lambda \leq L\right\}$ and $\left\{F_{m}^{(l)}\left(\alpha_{\lambda}\right) \mid 0 \leq l \leq L, 1 \leq m \leq L+1,1 \leq \lambda \leq L\right\}$ generate the same field over $\mathbb{Q}$ for any positive integer $L$ and nonzero distinct $L$ algebraic numbers $\alpha_{1}, \ldots, \alpha_{L}$ with $\alpha_{1}=1$.

### 2.3 Proofs of Theorem 1.3.8 and its corollaries

Using the lemmas proved in the previous two sections, we deduce Theorem 1.3.8 from Theorem 1.3.7.

Proof of Theorem 1.3.8. Let $L$ be any positive integer and $\alpha_{1}, \ldots, \alpha_{L}$ any nonzero distinct $L$ algebraic numbers with $\alpha_{1}=1$. Let $\beta_{1}, \ldots, \beta_{L}$ be any nonzero distinct $L$ algebraic numbers. To simplify our notation, we write $N_{i, \mu}:=N_{i, \beta_{\mu}}(1 \leq i \leq r, 1 \leq$ $\mu \leq L)$. It suffices to show that the finite set

$$
\begin{aligned}
& \left\{F_{i, m}^{(l)}\left(\alpha_{\lambda}\right) \mid 1 \leq i \leq r, 0 \leq l \leq L, 1 \leq m \leq L, 1 \leq \lambda \leq L\right\} \\
\cup & \left\{G_{i}^{\left(N_{i, \mu}\right)}\left(\beta_{\mu}\right) \mid 1 \leq i \leq r, 1 \leq \mu \leq L\right\} \\
\cup & \left\{\left.\frac{\partial^{l+m+N_{i, \mu}} \Theta_{i}}{\partial x^{l} \partial y^{m+N_{i, \mu}}}\left(\alpha_{\lambda}, \beta_{\mu}\right) \right\rvert\, 1 \leq i \leq r, 0 \leq l, m \leq L, 1 \leq \lambda, \mu \leq L\right\}
\end{aligned}
$$

is algebraically independent. Using the lemmas in Sections 2.1 and 2.2 , we reduce the algebraic independency of this set to that of other sets having the same cardinality.

By the equation (1.3.3), the algebraic independency of the above set is equivalent to that of

$$
\left.\begin{array}{l}
\quad\left\{F_{i, m}^{(l)}\left(\alpha_{\lambda}\right) \mid 1 \leq i \leq r, 0 \leq l \leq L, 1 \leq m \leq L, 1 \leq \lambda \leq L\right\} \\
\cup\left\{G_{i}^{\left(m+N_{i, \mu}\right)}\left(\beta_{\mu}\right) \mid 1 \leq i \leq r, 0 \leq m \leq L+1,1 \leq \mu \leq L\right\} \\
\cup\left\{\left.\frac{\partial^{l+m+N_{i, \mu}} \Theta_{i}}{\partial x^{l} \partial y^{m+N_{i, \mu}}}\left(\alpha_{\lambda}, \beta_{\mu}\right) \right\rvert\, \begin{array}{l}
1 \leq i \leq r, l_{0}(\lambda) \leq l \leq L, 0 \leq m \leq L \\
1 \leq \lambda, \mu \leq L
\end{array}\right.
\end{array}\right\},
$$

where

$$
l_{0}(\lambda):= \begin{cases}1 & (\lambda=1) \\ 0 & (2 \leq \lambda \leq L)\end{cases}
$$

Since $R_{k} \rightarrow \infty$ as $k \rightarrow \infty$ by (1.2.4), there exists a sufficiently large integer $k_{0}$ such that $1-a_{i}^{R_{k}} \beta_{\mu} \neq 0(1 \leq i \leq r, 1 \leq \mu \leq L)$ for all $k \geq k_{0}$. Let $\widetilde{R}_{k}:=R_{k+k_{0}}(k \geq 0)$. Clearly, the linear recurrence $\left\{\widetilde{R}_{k}\right\}_{k \geq 0}$ also satisfies Condition 1.2.5 and $\left\{\widetilde{R}_{k}\right\}_{k \geq 0}$ is not a geometric progression. Let $\widetilde{F}_{i, m}(x), \widetilde{G}_{i}(y), \widetilde{H}_{i}(x, y)$, and $\widetilde{\Theta}_{i}(x, y)$ be the functions given respectively by (1.3.5), (1.3.6), (1.3.7), and (1.3.8) with $\left\{\widetilde{R}_{k}\right\}_{k \geq 0}$ in place of $\left\{R_{k}\right\}_{k \geq 0}$. Then Lemmas 2.1.1, 2.1.2, and 2.1.3, together with Remark 2.1.4, imply that the second set above and the set

$$
\begin{aligned}
& \quad\left\{\widetilde{F}_{i, m}^{(l)}\left(\alpha_{\lambda}\right) \mid 1 \leq i \leq r, 0 \leq l \leq L, 1 \leq m \leq L, 1 \leq \lambda \leq L\right\} \\
& \cup\left\{\widetilde{G}_{i}^{(m)}\left(\beta_{\mu}\right) \mid 1 \leq i \leq r, 0 \leq m \leq L+1,1 \leq \mu \leq L\right\} \\
& \cup\left\{\left.\frac{\partial^{l+m} \widetilde{\Theta}_{i}}{\partial x^{l} \partial y^{m}}\left(\alpha_{\lambda}, \beta_{\mu}\right) \right\rvert\, \begin{array}{l}
1 \leq i \leq r, l_{0}(\lambda) \leq l \leq L, 0 \leq m \leq L \\
1 \leq \lambda, \mu \leq L
\end{array}\right\}
\end{aligned}
$$

generate the same $\overline{\mathbb{Q}}$-vector space. Hence the algebraic independency of these two sets are equivalent. Moreover, the algebraic independency of the third set is equivalent to that of

$$
\begin{aligned}
& \quad\left\{\widetilde{F}_{i, m}^{(l)}\left(\alpha_{\lambda}\right) \mid 1 \leq i \leq r, 0 \leq l \leq L, 1 \leq m \leq L, 1 \leq \lambda \leq L\right\} \\
& \cup\left\{\widetilde{G}_{i}^{(m)}\left(\beta_{\mu}\right) \mid 1 \leq i \leq r, 0 \leq m \leq L+1,1 \leq \mu \leq L\right\} \\
& \cup\left\{\frac{\partial^{l+m} \widetilde{H}_{i}}{\partial x^{l} \partial y^{m}}\left(\alpha_{\lambda}, \beta_{\mu}\right) \left\lvert\, \begin{array}{l}
1 \leq i \leq r, l_{0}(\lambda) \leq l \leq L, 0 \leq m \leq L \\
1 \leq \lambda, \mu \leq L
\end{array}\right.\right\}
\end{aligned}
$$

since these two sets generate the same field over $\mathbb{Q}$ by Lemma 2.2.1. Furthermore, the algebraic independency of the fourth set is equivalent to that of

$$
\begin{aligned}
& \left\{\widetilde{F}_{i, m}^{(l)}\left(\alpha_{\lambda}\right) \mid 1 \leq i \leq r, 0 \leq l \leq L, 1 \leq m \leq L, 1 \leq \lambda \leq L\right\} \\
\cup & \left\{\widetilde{G}_{i}\left(\beta_{\mu}\right) \mid 1 \leq i \leq r, 1 \leq \mu \leq L\right\} \\
\cup & \left\{\left.\frac{\partial^{l+m} \widetilde{H}_{i}}{\partial x^{l} \partial y^{m}}\left(\alpha_{\lambda}, \beta_{\mu}\right) \right\rvert\, 1 \leq i \leq r, 0 \leq l, m \leq L, 1 \leq \lambda, \mu \leq L\right\}
\end{aligned}
$$

since these two sets generate the same field over $\mathbb{Q}$ by Lemma 2.2.2. This completes the proof since Theorem 1.3.7 for the linear recurrence $\left\{\widetilde{R}_{k}\right\}_{k \geq 0}$ asserts that the last set is algebraically independent.

Proof of Corollary 1.3.9. By the relation (1.3.3), the infinite set treated in Corollary 1.3.9 coincides with

$$
\begin{aligned}
& \left\{F_{i, m}^{(l)}(\alpha) \mid 1 \leq i \leq r, l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}\right\} \\
\cup & \left\{G_{i}^{\left(N_{i, \beta}\right)}(\beta) \mid 1 \leq i \leq r, \beta \in \overline{\mathbb{Q}}^{\times}\right\} \\
\cup & \left\{\left.-\frac{\partial^{m} \Theta_{i}}{\partial y^{m}}(1, \beta) \right\rvert\, 1 \leq i \leq r, m \geq N_{i, \beta}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}
\end{aligned}
$$

whose algebraic independency is deduced from Theorem 1.3.8.
Proof of Corollary 1.3.10. If $\left\{R_{k}\right\}_{k \geq 0}$ is strictly increasing, then $N_{i, \beta} \leq 1$ for any $i$ and nonzero algebraic number $\beta$. Thus, if $\left\{R_{k}\right\}_{k \geq 0}$ is strictly increasing, then the infinite set

$$
\begin{aligned}
& \left\{\left.\frac{\partial^{l+m} \Xi_{i}}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, 1 \leq i \leq r, l \geq 0, m \geq 0, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \overline{\mathbb{Q}}^{\times}\right\} \\
= & \left\{\left.\frac{\partial^{l+m} \Theta_{i}}{\partial x^{l} \partial y^{m}}(\alpha, \beta) \right\rvert\, 1 \leq i \leq r, l \geq 0, m \geq 1, \alpha \in \overline{\mathbb{Q}}^{\times}, \beta \in \overline{\mathbb{Q}}^{\times}\right\}
\end{aligned}
$$

is a subset of the infinite set treated in Theorem 1.3.8, and hence it is algebraically independent.

We omit the proofs of Theorem 1.3.1 and Corollaries 1.3.2 and 1.3.3, since their proofs are obtained by considering the case where $r=1$ in the proofs above and using Theorem 1.3.5 instead of Theorem 1.3.7.

## Chapter 3

## Mahler functions of several variables

Theorems 1.3.5, 1.3.7, and 1.3 .12 will be proved in the next chapter by reducing the algebraic independency of the numbers in question to that of the values of certain Mahler functions of several variables. The aim of this chapter is to establish a criterion for algebraic independence of the values of Mahler functions.

### 3.1 Multiplicative transformation $\Omega$

Let $\Omega=\left(\omega_{i j}\right)$ be an $n \times n$ matrix with nonnegative integer entries. Then the maximum $\rho$ of the absolute values on $\mathbb{C}$ of the eigenvalues of $\Omega$ is itself an eigenvalue of $\Omega$ (cf. Gantmacher [6, p. 66]). Let $v$ be $\infty$ or a prime number. We define a multiplicative transformation $\Omega: \mathbb{C}_{v}^{n} \rightarrow \mathbb{C}_{v}^{n}$ by

$$
\begin{equation*}
\Omega \boldsymbol{z}:=\left(\prod_{j=1}^{n} z_{j}^{\omega_{1 j}}, \prod_{j=1}^{n} z_{j}^{\omega_{2 j}}, \ldots, \prod_{j=1}^{n} z_{j}^{\omega_{n j}}\right) \tag{3.1.1}
\end{equation*}
$$

for any $\boldsymbol{z}=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}_{v}^{n}$. Then the iterates $\Omega^{k} \boldsymbol{z}(k=0,1,2, \ldots)$ are welldefined. Let $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be a point with $\alpha_{1}, \ldots, \alpha_{n}$ nonzero algebraic numbers. We consider the following four conditions on $\Omega$ and $\boldsymbol{\alpha}$.
(I) $\Omega$ is nonsingular and none of its eigenvalues is a root of unity, so that $\rho>1$.
(II) Every entry of the matrix $\Omega^{k}$ is $O\left(\rho^{k}\right)$ as $k$ tends to infinity.
(III) $)_{v}$ If we put $\Omega^{k} \boldsymbol{\alpha}=:\left(\alpha_{1}^{(k)}, \ldots, \alpha_{n}^{(k)}\right)$, then

$$
\log \left|\alpha_{i}^{(k)}\right|_{v} \leq-c \rho^{k} \quad(1 \leq i \leq n)
$$

for all sufficiently large $k$, where $c$ is a positive constant.
In the case where $v$ is $\infty$, the fourth condition is the following:
(IV) $)_{\infty}$ For any nonzero $f(\boldsymbol{z}) \in \mathbb{C}\left[\left[z_{1}, \ldots, z_{n}\right]\right]$ which converges in some neighborhood of the origin of $\mathbb{C}^{n}$, there are infinitely many positive integers $k$ such that $f\left(\Omega^{k} \boldsymbol{\alpha}\right) \neq 0$.

On the other hand, in the case where $v$ is a prime number $p$, the fourth condition becomes the following:
$(\mathrm{IV})_{p}$ For any nonzero $f(\boldsymbol{z}) \in \mathbb{C}_{p}\left[\left[z_{1}, \ldots, z_{n}\right]\right]$ which converges in some neighborhood of the origin of $\mathbb{C}_{p}^{n}$ and for any positive integer $a$, there are infinitely many positive integers $k$ such that $f\left(\Omega^{a k} \boldsymbol{\alpha}\right) \neq 0$.

In the case where $v$ is $\infty$, Mahler proved the following lemma, called Mahler's vanishing theorem, which gives a sufficient condition for a matrix $\Omega$ and a point $\boldsymbol{\alpha}$ to satisfy the four conditions $(\mathrm{I})-(\mathrm{IV})_{\infty}$.

Lemma 3.1.1 (Mahler [14], cf. Nishioka [23, Theorem 2.2]). Let $\Omega$ be an $n \times n$ matrix with nonnegative integer entries. Suppose that the characteristic polynomial of $\Omega$ is irreducible over $\mathbb{Q}$ and that $\Omega$ has an eigenvalue $\rho>1$ which is greater than the absolute values on $\mathbb{C}$ of any other eigenvalues. We denote by $A_{i j}$ the $(i, j)$ cofactor of the matrix $\Omega-\rho I_{n}$. Then $A_{i 1} \neq 0$ for all $i(1 \leq i \leq n)$. Moreover, if nonzero algebraic numbers $\alpha_{1}, \ldots, \alpha_{n}$ satisfy

$$
\sum_{i=1}^{n}\left|A_{i 1}\right|_{\infty} \log \left|\alpha_{i}\right|_{\infty}<0
$$

then the matrix $\Omega$ and the point $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ satisfy the four conditions (I)$(\mathrm{IV})_{\infty}$.

Although the condition (IV) ${ }_{p}$ for a prime number $p$ is stronger than the condition $(\mathrm{IV})_{\infty}$, we can prove the following lemma, which is the $p$-adic analogue of Mahler's vanishing theorem.

Lemma 3.1.2. Let $\Omega$ and $A_{i j}$ be as in Lemma 3.1.1. Then $A_{i 1} \neq 0$ for all $i$ $(1 \leq i \leq n)$. Suppose that $p$ is a prime number. If nonzero algebraic numbers $\alpha_{1}, \ldots, \alpha_{n}$ satisfy

$$
\sum_{i=1}^{n}\left|A_{i 1}\right|_{\infty} \log \left|\alpha_{i}\right|_{p}<0
$$

then the matrix $\Omega$ and the point $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ satisfy the four conditions (I)$(\mathrm{IV})_{p}$.

Proof. By Lemma 3.1.1, $\Omega$ satisfies the conditions (I) and (II). Moreover, in the same way as in the proof of Lemma 3.1.1, we see that $\left|A_{11}\right|_{\infty}, \ldots,\left|A_{1 n}\right|_{\infty}$ are linearly independent over $\mathbb{Q}$ and so are $\left|A_{11}\right|_{\infty}, \ldots,\left|A_{n 1}\right|_{\infty}$ (see Nishioka [23, pp. 36-38]). In particular, $A_{i 1} \neq 0$ for all $i(1 \leq i \leq n)$.

We see that the $(i, j)$-entry of $\Omega^{k}$ is equal to $A_{1}\left|A_{1 i}\right|_{\infty}\left|A_{j 1}\right|_{\infty} \rho^{k}+o\left(\rho^{k}\right)$, where $A_{1}>0$. For any index $\boldsymbol{h}=\left(h_{1}, \ldots, h_{n}\right) \in \mathbb{Z}_{\geq 0}^{n}$, we have

$$
\begin{aligned}
\log \left|\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{h}}\right|_{p} & =\log \left|\left(\alpha_{1}^{(k)}\right)^{h_{1}} \cdots\left(\alpha_{n}^{(k)}\right)^{h_{n}}\right|_{p} \\
& =\left(h_{1}, \ldots, h_{n}\right) \Omega^{k}\left(\begin{array}{c}
\log \left|\alpha_{1}\right|_{p} \\
\vdots \\
\log \left|\alpha_{n}\right|_{p}
\end{array}\right) \\
& =\rho^{k} A_{1}\left(h_{1}, \ldots, h_{n}\right)\left(\begin{array}{c}
\left|A_{11}\right|_{\infty} \sum_{j=1}^{n}\left|A_{j 1}\right|_{\infty} \log \left|\alpha_{j}\right|_{p} \\
\vdots \\
\left|A_{1 n}\right|_{\infty} \sum_{j=1}^{n}\left|A_{j 1}\right|_{\infty} \log \left|\alpha_{j}\right|_{p}
\end{array}\right)+o\left(\rho^{k}\right) \\
& =\rho^{k} A_{1}\left(\sum_{i=1}^{n}\left|A_{1 i}\right|_{\infty} h_{i}\right)\left(\sum_{j=1}^{n}\left|A_{j 1}\right|_{\infty} \log \left|\alpha_{j}\right|_{p}\right)+o\left(\rho^{k}\right) .
\end{aligned}
$$

In particular,

$$
\log \left|\alpha_{i}^{(k)}\right|_{p}=\rho^{k} A_{1}\left|A_{1 i}\right|_{\infty} \sum_{j=1}^{n}\left|A_{j 1}\right|_{\infty} \log \left|\alpha_{j}\right|_{p}+o\left(\rho^{k}\right)
$$

By the assumption of the lemma, $\sum_{j=1}^{n}\left|A_{j 1}\right|_{\infty} \log \left|\alpha_{j}\right|_{p}<0$ and so the condition $(\text { III })_{p}$ is satisfied.

Finally we show that $\Omega$ and $\boldsymbol{\alpha}$ satisfy the condition (IV) $)_{p}$. Let $f(\boldsymbol{z})=\sum_{\boldsymbol{h}} b_{\boldsymbol{h}} \boldsymbol{z}^{\boldsymbol{h}}$ be a nonzero power series of $n$ variables with coefficients in $\mathbb{C}_{p}$ which converges in some neighborhood of the origin of $\mathbb{C}_{p}^{n}$. Since $\left|A_{11}\right|_{\infty}, \ldots,\left|A_{1 n}\right|_{\infty}$ are linearly independent over $\mathbb{Q}$, if $\left(h_{1}, \ldots, h_{n}\right)$ and $\left(h_{1}^{\prime}, \ldots, h_{n}^{\prime}\right)$ are distinct indices in $\mathbb{Z}_{\geq 0}^{n}$, then

$$
\sum_{i=1}^{n}\left|A_{1 i}\right|_{\infty} h_{i} \neq \sum_{i=1}^{n}\left|A_{1 i}\right|_{\infty} h_{i}^{\prime} .
$$

Let $\boldsymbol{H}=\left(H_{1}, \ldots, H_{n}\right)$ be the only index in $\mathbb{Z}_{\geq 0}^{n}$ such that

$$
\min \left\{\sum_{i=1}^{n}\left|A_{1 i}\right|_{\infty} h_{i} \mid b_{\boldsymbol{h}} \neq 0, \boldsymbol{h}=\left(h_{1}, \ldots, h_{n}\right) \in \mathbb{Z}_{\geq 0}^{n}\right\}=: H=\sum_{i=1}^{n}\left|A_{1 i}\right|_{\infty} H_{i} .
$$

Let $\Lambda_{1}$ be the finite subset of $\mathbb{Z}_{\geq 0}^{n}$ consisting of the indices $\left(h_{1}, \ldots, h_{n}\right)$ such that $\left|A_{1 i}\right|_{\infty} h_{i} \leq H$ for all $i(1 \leq i \leq n)$ and let $\Lambda_{2}$ be the complement of $\Lambda_{1}$ in $\mathbb{Z}_{\geq 0}^{n}$. If $\boldsymbol{h}=\left(h_{1}, \ldots, h_{n}\right) \neq \boldsymbol{H}$ with $b_{\boldsymbol{h}} \neq 0$, then

$$
\begin{aligned}
\log \left|\frac{\left(\Omega^{k} \boldsymbol{\alpha}\right)^{h}}{\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{H}}}\right|_{p} & =\rho^{k} A_{1}\left(\sum_{i=1}^{n}\left|A_{1 i}\right|_{\infty} h_{i}-H\right)\left(\sum_{j=1}^{n}\left|A_{j 1}\right|_{\infty} \log \left|\alpha_{j}\right|_{p}\right)+o\left(\rho^{k}\right) \\
& \rightarrow-\infty \quad(k \rightarrow \infty)
\end{aligned}
$$

and hence the finite sum $\sum_{\boldsymbol{h} \in \Lambda_{1}} b_{\boldsymbol{h}}\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{h}} /\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{H}}$ tends to the nonzero coefficient $b_{\boldsymbol{H}}$ as $k$ tends to infinity. Assume that $k$ is sufficiently large. Since the $p$-adic absolute value $|\cdot|_{p}$ is ultrametric, if $\sum_{\boldsymbol{h} \in \Lambda_{2}} b_{\boldsymbol{h}}\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{h}} \neq 0$, then there exists a finite subset $\Lambda_{3}$ of $\Lambda_{2}$ depending on $k$ such that

$$
\begin{aligned}
& \left|\sum_{\boldsymbol{h} \in \Lambda_{2}} b_{\boldsymbol{h}}\left(\Omega^{k} \boldsymbol{\alpha}\right)^{h}\right|_{p} \\
= & \left|\sum_{\boldsymbol{h} \in \Lambda_{3}} b_{\boldsymbol{h}}\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{h}}\right|_{p} \\
\leq & \max _{\boldsymbol{h} \in \Lambda_{3}}\left|b_{\boldsymbol{h}}\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{h}}\right|_{p} \leq \max _{\boldsymbol{h} \in \Lambda_{3}} c_{1}^{|\boldsymbol{h}|}\left|\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{h}}\right|_{p} \leq c_{2} \max _{1 \leq i \leq n}\left|\alpha_{i}^{(k)}\right|_{p}^{\left[H /\left|A_{1 i}\right|_{\infty}\right]+1},
\end{aligned}
$$

where $c_{1}$ and $c_{2}$ are positive constants independent of $k$. Since

$$
\begin{aligned}
& \log \left|\frac{\left(\alpha_{i}^{(k)}\right)^{\left[H /\left|A_{1 i}\right|_{\infty}\right]+1}}{\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{H}}}\right|_{p} \\
= & \rho^{k} A_{1}\left(\left|A_{1 i}\right|_{\infty}\left(\left[\frac{H}{\left|A_{1 i}\right|_{\infty}}\right]+1\right)-H\right)\left(\sum_{j=1}^{n}\left|A_{j 1}\right|_{\infty} \log \left|\alpha_{j}\right|_{p}\right)+o\left(\rho^{k}\right) \\
\rightarrow & -\infty \quad(k \rightarrow \infty)
\end{aligned}
$$

for any $i=1, \ldots, n$, we see that $\sum_{\boldsymbol{h} \in \Lambda_{2}} b_{\boldsymbol{h}}\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{h}} /\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{H}}$ tends to zero as $k$ tends to infinity. Therefore $f\left(\Omega^{k} \boldsymbol{\alpha}\right) /\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\boldsymbol{H}}$ tends to the nonzero coefficient $b_{\boldsymbol{H}}$ as $k$ tends to infinity, which implies the condition (IV) ${ }_{p}$.

In the case where $v$ is $\infty$, Masser established the following lemma, called Masser's vanishing theorem, which gives a necessary and sufficient condition for $\Omega$ and $\boldsymbol{\alpha}$ to satisfy the condition (IV) $)_{\infty}$.

Lemma 3.1.3 (Masser [17]). Let $\Omega$ be an $n \times n$ matrix with nonnegative integer entries satisfying the condition (I). Let $\boldsymbol{\alpha}$ be an n-dimensional vector whose components $\alpha_{1}, \ldots, \alpha_{n}$ are nonzero algebraic numbers such that $\Omega^{k} \boldsymbol{\alpha}=\left(\alpha_{1}^{(k)}, \ldots, \alpha_{n}^{(k)}\right) \rightarrow$ $(0, \ldots, 0)$ in $\mathbb{C}^{n}$ as $k$ tends to infinity. Then the negation of the condition (IV) $)_{\infty}$ is equivalent to the following: There exist integers $i_{1}, \ldots, i_{n}$, not all zero, and positive integers $a, b$ such that

$$
\left(\alpha_{1}^{(k)}\right)^{i_{1}} \cdots\left(\alpha_{n}^{(k)}\right)^{i_{n}}=1
$$

for all $k=a+l b(l=0,1,2, \ldots)$.
The $p$-adic analogue of Masser's vanishing theorem is unsolved. This is the reason why we need to assume the stronger condition (IV) ${ }_{p}$ in Theorems 3.2.1 and 3.2.4 below in the case where $v$ is a prime number $p$ (see Remark 3.4.5 stated in the proof of Theorem 3.2.4).

### 3.2 Criterion for algebraic independence

Mahler functions of several variables are analytic functions which satisfy certain types of functional equations under the transformation $\boldsymbol{z} \mapsto \Omega \boldsymbol{z}$ defined by (3.1.1).

Kubota [11] studied Mahler functions $g_{1}(\boldsymbol{z}), \ldots, g_{m}(\boldsymbol{z})$ satisfying respective functional equations

$$
\left(\begin{array}{c}
g_{1}(\boldsymbol{z})  \tag{3.2.1}\\
\vdots \\
g_{m}(\boldsymbol{z})
\end{array}\right)=\left(\begin{array}{ccc}
e_{1}(\boldsymbol{z}) & & 0 \\
& \ddots & \\
0 & & e_{m}(\boldsymbol{z})
\end{array}\right)\left(\begin{array}{c}
g_{1}(\Omega \boldsymbol{z}) \\
\vdots \\
g_{m}(\Omega \boldsymbol{z})
\end{array}\right)+\left(\begin{array}{c}
b_{1}(\boldsymbol{z}) \\
\vdots \\
b_{m}(\boldsymbol{z})
\end{array}\right)
$$

where $e_{h}(\boldsymbol{z}), b_{h}(\boldsymbol{z}) \in \overline{\mathbb{Q}}\left(z_{1}, \ldots, z_{n}\right)(1 \leq h \leq m)$, and established a criterion for the algebraic independence of their values as well as that of the functions themselves (see also Nishioka [23]). On the other hand, Nishioka [22] studied Mahler functions $f_{i j}(\boldsymbol{z})(1 \leq i \leq l, 1 \leq j \leq n(i))$ satisfying a system of functional equations

$$
\left(\begin{array}{c}
\boldsymbol{f}_{1}(\boldsymbol{z}) \\
\vdots \\
\boldsymbol{f}_{l}(\boldsymbol{z})
\end{array}\right)=\left(\begin{array}{ccc}
A_{1} & & 0 \\
& \ddots & \\
0 & & A_{l}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{f}_{1}(\Omega \boldsymbol{z}) \\
\vdots \\
\boldsymbol{f}_{l}(\Omega \boldsymbol{z})
\end{array}\right)+\left(\begin{array}{c}
\boldsymbol{b}_{1}(\boldsymbol{z}) \\
\vdots \\
\boldsymbol{b}_{l}(\boldsymbol{z})
\end{array}\right)
$$

where

$$
\begin{gather*}
\boldsymbol{f}_{i}(\boldsymbol{z})={ }^{t}\left(f_{i 1}(\boldsymbol{z}), \ldots, f_{\text {in(i) }}(\boldsymbol{z})\right) \quad(1 \leq i \leq l),  \tag{3.2.2}\\
A_{i}=\left(\begin{array}{ccc}
a_{i} & & \\
a_{21}^{(i)} & a_{i} & \\
\vdots & \ddots & \ddots \\
a_{n(i) 1}^{(i)} & \cdots & a_{n(i) n(i)-1}^{(i)} \\
a_{i}
\end{array}\right) \in G L_{n(i)}(\overline{\mathbb{Q}}), \quad a_{i} \neq 0, \quad a_{s s-1}^{(i)} \neq 0, \tag{3.2.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\boldsymbol{b}_{i}(\boldsymbol{z})={ }^{t}\left(b_{i 1}(\boldsymbol{z}), \ldots, b_{i n(i)}(\boldsymbol{z})\right) \in \overline{\mathbb{Q}}\left(z_{1}, \ldots, z_{n}\right)^{n(i)} \quad(1 \leq i \leq l), \tag{3.2.4}
\end{equation*}
$$

and established a criterion for the algebraic independence of their values as well as that of the functions themselves.

In order to prove Theorems 1.3.5, 1.3.7, and 1.3.12, we need the following criterion for the algebraic independence of the values of Mahler functions, which includes Nishioka's criterion and a special case of Kubota's one, that is, the case where $b_{h}(\boldsymbol{z})=0$ for any $h(1 \leq h \leq m)$ in the functional equation (3.2.1). In what follows, we call a subfield $K$ of $\overline{\mathbb{Q}}$ a number field if $K$ is a finite extension of $\mathbb{Q}$.

Theorem 3.2.1 (Ide [7, Theorem 4.3]). Let $v$ be $\infty$ or a prime number, $K$ a number field, and $\Omega$ an $n \times n$ matrix with nonnegative integer entries. Let $f_{i j}(\boldsymbol{z}), g_{h}(\boldsymbol{z}) \in$
$K\left[\left[z_{1}, \ldots, z_{n}\right]\right](1 \leq i \leq l, 1 \leq j \leq n(i), 1 \leq h \leq m)$ with $g_{h}(\mathbf{0}) \neq 0(1 \leq h \leq m)$. Suppose that they converge in an n-polydisc $U$ around the origin of $\mathbb{C}_{v}^{n}$ and satisfy the system of functional equations

$$
\left(\begin{array}{c}
\boldsymbol{f}_{1}(\boldsymbol{z}) \\
\vdots \\
\boldsymbol{f}_{l}(\boldsymbol{z}) \\
g_{1}(\boldsymbol{z}) \\
\vdots \\
g_{m}(\boldsymbol{z})
\end{array}\right)=\left(\begin{array}{ccc|ccc}
A_{1} & & 0 & & & \\
& \ddots & & & 0 & \\
0 & & A_{l} & & & \\
\hline & 0 & & e_{1}(\boldsymbol{z}) & & 0 \\
& 0 & & & \ddots & \\
& & & 0 & & e_{m}(\boldsymbol{z})
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{f}_{1}(\Omega \boldsymbol{z}) \\
\vdots \\
\boldsymbol{f}_{1}(\Omega \boldsymbol{z}) \\
g_{1}(\Omega \boldsymbol{z}) \\
\vdots \\
g_{m}(\Omega \boldsymbol{z})
\end{array}\right)+\left(\begin{array}{c}
\boldsymbol{b}_{1}(\boldsymbol{z}) \\
\vdots \\
\boldsymbol{b}_{l}(\boldsymbol{z}) \\
0 \\
\vdots \\
0
\end{array}\right)
$$

where $\boldsymbol{f}_{i}(\boldsymbol{z}), A_{i}$, and $\boldsymbol{b}_{i}(\boldsymbol{z})(1 \leq i \leq l)$ are as in (3.2.2), (3.2.3), and (3.2.4), respectively, and $e_{h}(\boldsymbol{z}) \in \overline{\mathbb{Q}}\left(z_{1}, \ldots, z_{n}\right)(1 \leq h \leq m)$. Let $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be a point in $U$ whose components are nonzero algebraic numbers. Assume that $\Omega$ and $\boldsymbol{\alpha}$ satisfy the four conditions (I)-(IV) $)_{v}$. Assume further that $b_{i j}\left(\Omega^{k} \boldsymbol{\alpha}\right)(1 \leq i \leq l, 1 \leq$ $j \leq n(i))$ and $e_{h}\left(\Omega^{k} \boldsymbol{\alpha}\right)(1 \leq h \leq m)$ are defined and $e_{h}\left(\Omega^{k} \boldsymbol{\alpha}\right) \neq 0(1 \leq h \leq m)$ for all $k \geq 0$. Then, if the numbers $f_{i j}(\boldsymbol{\alpha})(1 \leq i \leq l, 1 \leq j \leq n(i))$ and $g_{h}(\boldsymbol{\alpha})$ $(1 \leq h \leq m)$ of $\overline{\mathbb{Q}}_{v}$ are algebraically dependent, then at least one of the following two conditions holds:
(i) There exist a non-empty subset $\left\{i_{1}, \ldots, i_{r}\right\}$ of $\{1, \ldots, l\}$ and nonzero algebraic numbers $c_{1}, \ldots, c_{r}$ such that

$$
a_{i_{1}}=\cdots=a_{i_{r}}
$$

and

$$
f(\boldsymbol{z}):=c_{1} f_{i_{1} 1}(\boldsymbol{z})+\cdots+c_{r} f_{i_{r} 1}(\boldsymbol{z}) \in \overline{\mathbb{Q}}\left(z_{1}, \ldots, z_{n}\right) .
$$

(ii) There exist integers $d_{1}, \ldots, d_{m}$, not all zero, and $g(\boldsymbol{z}) \in \overline{\mathbb{Q}}\left(z_{1}, \ldots, z_{n}\right)^{\times}$such that

$$
g(\boldsymbol{z})=\left(\prod_{h=1}^{m} e_{h}(\boldsymbol{z})^{d_{h}}\right) g(\Omega \boldsymbol{z}) .
$$

Remark 3.2.2. If the case (i) in Theorem 3.2.1 arises, then the rational function $f(\boldsymbol{z})$ satisfies the functional equation

$$
f(\boldsymbol{z})=a_{i_{1}} f(\Omega \boldsymbol{z})+c_{1} b_{i_{1} 1}(\boldsymbol{z})+\cdots+c_{r} b_{i_{r} 1}(\boldsymbol{z}) .
$$

The proof of Theorem 3.2.1 consists of two parts. The first is Theorem 3.2.3 below, the algebraic independence over the field of rational functions of Mahler functions themselves.

Theorem 3.2.3 (Ide [7, Theorem 4.4]). Let $C$ be a field of characteristic 0 and $M$ the quotient field of $C\left[\left[z_{1}, \ldots, z_{n}\right]\right]$. Let $\Omega$ be an $n \times n$ matrix with nonnegative integer entries satisfying the condition (I). Suppose that $f_{i j}(\boldsymbol{z}) \in M(1 \leq i \leq l, 1 \leq$ $j \leq n(i))$ satisfy the system of functional equations

$$
\left(\begin{array}{c}
f_{i 1}(\Omega \boldsymbol{z})  \tag{3.2.5}\\
\vdots \\
\vdots \\
f_{i n(i)}(\Omega \boldsymbol{z})
\end{array}\right)=\left(\begin{array}{cccc}
a_{i} & & & 0 \\
a_{21}^{(i)} & a_{i} & & 0 \\
\vdots & \ddots & \ddots & \\
a_{n(i) 1}^{(i)} & \cdots & a_{n(i) n(i)-1}^{(i)} & a_{i}
\end{array}\right)\left(\begin{array}{c}
f_{i 1}(\boldsymbol{z}) \\
\vdots \\
\vdots \\
f_{i n(i)}(\boldsymbol{z})
\end{array}\right)+\left(\begin{array}{c}
b_{i 1}(\boldsymbol{z}) \\
\vdots \\
\vdots \\
b_{i n(i)}(\boldsymbol{z})
\end{array}\right)
$$

where $a_{i}, a_{s t}^{(i)} \in C, a_{i} \neq 0, a_{s s-1}^{(i)} \neq 0$, and $b_{i j}(\boldsymbol{z}) \in C\left(z_{1}, \ldots, z_{n}\right)$. Assume that $g_{h}(\boldsymbol{z}) \in M^{\times}(1 \leq h \leq m)$ satisfy the functional equations

$$
\begin{equation*}
g_{h}(\Omega \boldsymbol{z})=e_{h}(\boldsymbol{z}) g_{h}(\boldsymbol{z}) \quad(1 \leq h \leq m), \tag{3.2.6}
\end{equation*}
$$

where $e_{h}(\boldsymbol{z}) \in C\left(z_{1}, \ldots, z_{n}\right)(1 \leq h \leq m)$. Then, if the functions $f_{i j}(\boldsymbol{z})(1 \leq$ $i \leq l, 1 \leq j \leq n(i))$ and $g_{h}(\boldsymbol{z})(1 \leq h \leq m)$ are algebraically dependent over $C\left(z_{1}, \ldots, z_{n}\right)$, then at least one of the following two conditions holds:
(i) There exist a non-empty subset $\left\{i_{1}, \ldots, i_{r}\right\}$ of $\{1, \ldots, l\}$ and nonzero elements $c_{1}, \ldots, c_{r}$ of $C$ such that

$$
a_{i_{1}}=\cdots=a_{i_{r}}
$$

and

$$
f(\boldsymbol{z}):=c_{1} f_{i_{1} 1}(\boldsymbol{z})+\cdots+c_{r} f_{i_{r} 1}(\boldsymbol{z}) \in C\left(z_{1}, \ldots, z_{n}\right)
$$

(ii) There exist integers $d_{1}, \ldots, d_{m}$, not all zero, and $g(\boldsymbol{z}) \in C\left(z_{1}, \ldots, z_{n}\right)^{\times}$such that

$$
g(\Omega \boldsymbol{z})=\left(\prod_{h=1}^{m} e_{h}(\boldsymbol{z})^{d_{h}}\right) g(\boldsymbol{z}) .
$$

The second part, Theorem 3.2.4 below, asserts the algebraic independence of the values of Mahler functions under the assumption that the Mahler functions themselves are algebraically independent over the field of rational functions.

Theorem 3.2.4 (Ide [7, Theorem 4.5]). Let $v$ be $\infty$ or a prime number, $K$ a number field, and $\Omega$ an $n \times n$ matrix with nonnegative integer entries. Let $f_{1}(\boldsymbol{z}), \ldots, f_{l}(\boldsymbol{z})$, $g_{1}(\boldsymbol{z}), \ldots, g_{m}(\boldsymbol{z}) \in K\left[\left[z_{1}, \ldots, z_{n}\right]\right]$ with $g_{h}(\mathbf{0}) \neq 0(1 \leq h \leq m)$. Suppose that they converge in an n-polydisc $U$ around the origin of $\mathbb{C}_{v}^{n}$ and that $f_{i}(\boldsymbol{z})(1 \leq i \leq l)$ satisfy the system of functional equations

$$
\left(\begin{array}{c}
f_{1}(\boldsymbol{z})  \tag{3.2.7}\\
\vdots \\
f_{l}(\boldsymbol{z})
\end{array}\right)=A\left(\begin{array}{c}
f_{1}(\Omega \boldsymbol{z}) \\
\vdots \\
f_{l}(\Omega \boldsymbol{z})
\end{array}\right)+\left(\begin{array}{c}
b_{1}(\boldsymbol{z}) \\
\vdots \\
b_{l}(\boldsymbol{z})
\end{array}\right)
$$

where $A$ is an $l \times l$ matrix with entries in $K$ and $b_{i}(\boldsymbol{z}) \in K\left(z_{1}, \ldots, z_{n}\right)(1 \leq i \leq l)$. Assume that $g_{h}(\boldsymbol{z})(1 \leq h \leq m)$ satisfy the functional equations

$$
\begin{equation*}
g_{h}(\boldsymbol{z})=e_{h}(\boldsymbol{z}) g_{h}(\Omega \boldsymbol{z}) \quad(1 \leq h \leq m) \tag{3.2.8}
\end{equation*}
$$

where $e_{h}(\boldsymbol{z}) \in K\left(z_{1}, \ldots, z_{n}\right)(1 \leq h \leq m)$. Let $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be a point in $U$ whose components are nonzero algebraic numbers. Suppose that $\Omega$ and $\boldsymbol{\alpha}$ satisfy the four conditions (I)-(IV) ${ }_{v}$. Assume further that $b_{i}\left(\Omega^{k} \boldsymbol{\alpha}\right)(1 \leq i \leq l)$ and $e_{h}\left(\Omega^{k} \boldsymbol{\alpha}\right)$ $(1 \leq h \leq m)$ are defined and $e_{h}\left(\Omega^{k} \boldsymbol{\alpha}\right) \neq 0(1 \leq h \leq m)$ for all $k \geq 0$. Then, if the functions $f_{i}(\boldsymbol{z})(1 \leq i \leq l)$ and $g_{h}(\boldsymbol{z})(1 \leq h \leq m)$ are algebraically independent over $K\left(z_{1}, \ldots, z_{n}\right)$, then the numbers $f_{i}(\boldsymbol{\alpha})(1 \leq i \leq l)$ and $g_{h}(\boldsymbol{\alpha})(1 \leq h \leq m)$ of $\overline{\mathbb{Q}}_{v}$ are algebraically independent.

We prove Theorems 3.2.3 and 3.2.4 in Sections 3.3 and 3.4, respectively.

### 3.3 Algebraic independence of Mahler functions themselves

In this section we prove Theorem 3.2.3. First we introduce the following:
Lemma 3.3.1. Let $F$ be a field and $u_{1}, \ldots, u_{n}$ elements of an extension field of $F$. Suppose that the transcendence degree of $F(\boldsymbol{u})$ over $F$ equals $n-1$. Let $P$ be an irreducible polynomial of $F\left[X_{1}, \ldots, X_{n}\right]$ such that $P(\boldsymbol{u})=0$. Then, if $A \in$ $F\left[X_{1}, \ldots, X_{n}\right]$ satisfies $A(\boldsymbol{u})=0$, then $P$ divides $A$ in $F\left[X_{1}, \ldots, X_{n}\right]$.

Proof. We may assume that $u_{1}, \ldots, u_{n-1}$ are algebraically independent over $F$. Then we have the ring isomorphism $F\left[X_{1}, \ldots, X_{n-1}\right] \simeq F\left[u_{1}, \ldots, u_{n-1}\right]=: \mathcal{R}$, which induces $F\left[X_{1}, \ldots, X_{n}\right] \simeq \mathcal{R}\left[X_{n}\right]$. Let $\bar{P}$ and $\bar{A}$ be the polynomials of $\mathcal{R}\left[X_{n}\right]$ corresponding to $P$ and $A$, respectively. Since $P(\boldsymbol{u})=A(\boldsymbol{u})=0$, we have $\bar{P}\left(u_{n}\right)=$ $\bar{A}\left(u_{n}\right)=0$. Since $P$ is irreducible in $F\left[X_{1}, \ldots, X_{n}\right]$, so is $\bar{P}$ in $\mathcal{R}\left[X_{n}\right]$. Letting $\mathcal{K}$ be the quotient field of $\mathcal{R}$, we see by Gauss's lemma that $\bar{P}$ is also irreducible in $\mathcal{K}\left[X_{n}\right]$. Then $\bar{P}$ is the minimal polynomial of $u_{n}$ over the field $\mathcal{K}$ and hence, $\bar{P}$ divides $\bar{A}$ in $\mathcal{K}\left[X_{n}\right]$. Noting that $\bar{P}$ is primitive in $\mathcal{R}\left[X_{n}\right]$ since it is irreducible in $\mathcal{R}\left[X_{n}\right]$, we see by Gauss's lemma that $\bar{P}$ divides $\bar{A}$ in $\mathcal{R}\left[X_{n}\right]$. Therefore the isomorphism $F\left[X_{1}, \ldots, X_{n}\right] \simeq \mathcal{R}\left[X_{n}\right]$ implies the lemma.

Let $C$ be a field of characteristic $0, L$ the rational function field $C\left(z_{1}, \ldots, z_{n}\right)$, and $M$ the quotient field of $C\left[\left[z_{1}, \ldots, z_{n}\right]\right]$. Let $\Omega$ be an $n \times n$ matrix with nonnegative integer entries satisfying the condition (I). Then we can define an endomorphism $\tau: M \rightarrow M$ by

$$
f^{\tau}(\boldsymbol{z}):=f(\Omega \boldsymbol{z})
$$

for any $f \in M$. Suppose that $f_{i j} \in M(1 \leq i \leq l, 1 \leq j \leq n(i))$ satisfy (3.2.5). Let $X_{i j}(1 \leq i \leq l, 1 \leq j \leq n(i))$ be variables and let $\boldsymbol{X}:=\left\{X_{i j}\right\}_{1 \leq i \leq l, 1 \leq j \leq n(i)}$. We define an endomorphism $T$ of $L[\boldsymbol{X}]$ by

$$
T a:=a^{\tau} \quad(a \in L)
$$

and

$$
\left(\begin{array}{c}
T X_{i 1} \\
\vdots \\
\vdots \\
T X_{i n(i)}
\end{array}\right):=\left(\begin{array}{cccc}
a_{i} & & & 0 \\
a_{21}^{(i)} & a_{i} & & 0 \\
\vdots & \ddots & \ddots & \\
a_{n(i) 1}^{(i)} & \cdots & a_{n(i) n(i)-1} & a_{i}
\end{array}\right)\left(\begin{array}{c}
X_{i 1} \\
\vdots \\
\vdots \\
X_{i n(i)}
\end{array}\right)+\left(\begin{array}{c}
b_{i 1} \\
\vdots \\
\vdots \\
b_{i n(i)}
\end{array}\right)
$$

for each $i(1 \leq i \leq l)$. From the proof of Theorem 3 of Nishioka [22, pp. 56-58], we obtain the following:

Claim 3.3.2. If there exists $F \in L[\boldsymbol{X}] \backslash L$ such that $F$ divides $T F$ in $L[\boldsymbol{X}]$, then the condition (i) of Theorem 3.2.3 holds.

Proof of Theorem 3.2.3. If the functions $f_{i j}(1 \leq i \leq l, 1 \leq j \leq n(i))$ are algebraically dependent over $L$, then the condition (i) holds by Theorem 3 of Nishioka [22]. Thus we may assume that $f_{i j}(1 \leq i \leq l, 1 \leq j \leq n(i))$ are algebraically independent over $L$. Let $L^{*}$ be the subfield of $M$ generated by $f_{i j}(1 \leq i \leq l, 1 \leq j \leq n(i))$ over $L$. In what follows, we prove inductively on $m \geq 0$ that, if the functions $g_{1}, \ldots, g_{m}$ are algebraically dependent over $L^{*}$, then the condition (ii) holds. If $m=0$, then the assertion is trivial. Hence we may suppose that $m \geq 1$ and that $g_{1}, \ldots, g_{m-1}$ are algebraically independent over $L^{*}$. Since $g_{1}, \ldots, g_{m}$ are algebraically dependent over $L^{*}$, there exists an irreducible $G \in L^{*}[\boldsymbol{Y}]$ such that $G(\boldsymbol{g})=0$, where $\boldsymbol{Y}:=\left(Y_{1}, \ldots, Y_{n}\right)$ is a vector of variables and $\boldsymbol{g}:=\left(g_{1}, \ldots, g_{m}\right)$. Put

$$
G(\boldsymbol{Y})=: \sum_{\boldsymbol{I}} b_{\boldsymbol{I}} \boldsymbol{Y}^{\boldsymbol{I}}, \quad b_{\boldsymbol{I}} \in L^{*} .
$$

We may assume that $b_{\boldsymbol{J}}=1$ for some $\boldsymbol{J}=\left(j_{1}, \ldots, j_{m}\right)$. Noting the functional equation (3.2.5), we define an endomorphism $T^{*}$ of $L^{*}[\boldsymbol{Y}]$ by

$$
T^{*} a:=a^{\tau} \in L^{*} \quad\left(a \in L^{*}\right), \quad T^{*} Y_{h}:=e_{h} Y_{h} \quad(1 \leq h \leq m) .
$$

By (3.2.6), we have $\left(T^{*} G\right)(\boldsymbol{g})=G(\boldsymbol{g})^{\tau}=0^{\tau}=0$. Therefore, by Lemma 3.3.1, we see that $G$ divides $T^{*} G$ in $L^{*}[\boldsymbol{Y}]$. Since $\tau$ is injective and since $e_{h} \neq 0(1 \leq h \leq m)$, we see that

$$
T^{*} G=\boldsymbol{e}^{J} G,
$$

where $\boldsymbol{e}^{\boldsymbol{J}}:=e_{1}^{j_{1}} \cdots e_{m}^{j_{m}}$. Comparing the coefficients of both sides above, we get

$$
\begin{equation*}
b_{I}^{\tau} e^{I}=e^{J} b_{I} \tag{3.3.1}
\end{equation*}
$$

for any $\boldsymbol{I}$. Since $g_{h} \neq 0(1 \leq h \leq m)$, there exists $\boldsymbol{I}$ distinct from $\boldsymbol{J}$ such that $b_{I} \neq 0$. Then we have a representation

$$
b_{\boldsymbol{I}}=\frac{A(\boldsymbol{f})}{B(\boldsymbol{f})},
$$

where $A, B \in L[\boldsymbol{X}] \backslash\{0\}$ are coprime and $\boldsymbol{f}:=\left\{f_{i j}\right\}_{1 \leq i \leq l, 1 \leq j \leq n(i)}$. By the functional equation (3.2.5) and the definition of $T$ we get $A(\boldsymbol{f})^{\tau}=(T A)(\boldsymbol{f})$ and $B(\boldsymbol{f})^{\tau}=$ $(T B)(\boldsymbol{f})$. Hence, by (3.3.1), we obtain

$$
B(\boldsymbol{f}) \cdot(T A)(\boldsymbol{f})=\boldsymbol{e}^{\boldsymbol{J}-\boldsymbol{I}} A(\boldsymbol{f}) \cdot(T B)(\boldsymbol{f})
$$

Since $f_{i j}(1 \leq i \leq l, 1 \leq j \leq n(i))$ are algebraically independent over $L$, we have

$$
\begin{equation*}
B \cdot(T A)=\boldsymbol{e}^{\boldsymbol{J}-\boldsymbol{I}} A \cdot(T B) \tag{3.3.2}
\end{equation*}
$$

and therefore, $A$ and $B$ divide $T A$ and $T B$ in $L[\boldsymbol{X}]$, respectively. If either $A$ or $B$ do not belong to $L$, then by the Claim 3.3.2 the condition (i) holds, which contradicts the algebraic independency of $f_{i j}(1 \leq i \leq l, 1 \leq j \leq n(i))$. Hence we conclude that $A, B \in L^{\times}$and we see by (3.3.2) that

$$
\left(\frac{A}{B}\right)^{\tau}=e^{J-I} \frac{A}{B}
$$

which implies that the condition (ii) holds since $\boldsymbol{J}-\boldsymbol{I} \in \mathbb{Z}^{m} \backslash\{\mathbf{0}\}$.

### 3.4 Algebraic independence of the values of Mahler functions

In this section we prove Theorem 3.2.4. Let us first introduce some notation which will be used in the proof. For any algebraic number $\alpha$, we denote by ${ }_{\alpha}$ the maximum of the absolute values on $\mathbb{C}$ of the conjugates of $\alpha$ and by $\operatorname{den}(\alpha)$ the least positive integer $d$ such that $d \alpha$ is an algebraic integer. We define

$$
\|\alpha\|:=\max \{\mid \bar{\alpha}, \operatorname{den}(\alpha)\} .
$$

It is easily seen that

$$
\left\|\sum_{i=1}^{n} \alpha_{i}\right\| \leq n \prod_{i=1}^{n}\left\|\alpha_{i}\right\|
$$

and

$$
\left\|\prod_{i=1}^{n} \alpha_{i}\right\| \leq \prod_{i=1}^{n}\left\|\alpha_{i}\right\|
$$

for any algebraic numbers $\alpha_{1}, \ldots, \alpha_{n}$. Moreover, by Lemma 2.10.2 of Nishioka [23], we have

$$
\left\|\alpha^{-1}\right\| \leq\|\alpha\|^{2[\mathbb{Q}(\alpha): \mathbb{Q}]}
$$

for any nonzero algebraic number $\alpha$. The following proposition plays a fundamental role in proving the transcendency or the algebraic independency of given numbers.

Proposition 3.4.1 (Fundamental inequality). Let $v$ be $\infty$ or a prime number. For any nonzero algebraic number $\alpha$, we have

$$
|\alpha|_{v} \geq\|\alpha\|^{-2[\mathbb{Q}(\alpha): \mathbb{Q}]} .
$$

Proof. Put $n:=[\mathbb{Q}(\alpha): \mathbb{Q}]$ and $N(\alpha):=N_{\mathbb{Q}(\alpha) / \mathbb{Q}}(\alpha)$. First we consider the case where $\alpha$ is a nonzero algebraic integer. Then $N(\alpha)$ is a nonzero rational integer. If $v$ is $\infty$, then we see that

$$
1 \leq|N(\alpha)|_{\infty} \leq|\alpha|_{\infty} \widehat{\alpha}^{n-1}
$$

which implies

$$
\begin{equation*}
|\alpha|_{\infty} \geq|\alpha|^{-n+1} \tag{3.4.1}
\end{equation*}
$$

Suppose that $v$ is a prime number $p$. Since the conjugates of $\alpha$ are algebraic integers, their $p$-adic absolute values are less than or equal to 1 , which implies $|N(\alpha)|_{p} \leq|\alpha|_{p}$ (cf. Waldschmidt [35, Corollary 3.2]). Since $N(\alpha)$ is a rational integer, we have $|N(\alpha)|_{p^{\prime}} \leq 1$ for any prime number $p^{\prime}$. Hence by the product formula we get

$$
1=|N(\alpha)|_{\infty}|N(\alpha)|_{p} \prod_{\substack{p^{\prime}: \text { prime number, } \\ p^{\prime} \neq p}}|N(\alpha)|_{p^{\prime}} \leq|N(\alpha)|_{\infty}|\alpha|_{p} \leq\left.\sqrt{\alpha}\right|^{n}|\alpha|_{p},
$$

and thus

$$
\begin{equation*}
|\alpha|_{p} \geq \widehat{\alpha}^{-n} \tag{3.4.2}
\end{equation*}
$$

Next we prove the proposition for a general $\alpha$. Let $D:=\operatorname{den} \alpha$. Then $D \alpha$ is a nonzero algebraic integer. If $v$ is $\infty$, then we see by (3.4.1) that

$$
D|\alpha|_{\infty}=|D \alpha|_{\infty} \geq|\overline{D \alpha}|^{-n+1}=D^{-n+1}|\alpha|^{-n+1}
$$

and hence

$$
|\alpha|_{\infty} \geq D^{-n}|\alpha|^{-n+1} \geq\|\alpha\|^{-2 n+1} \geq\|\alpha\|^{-2 n}
$$

If $v$ is a prime number $p$, then $|D|_{p} \leq 1$ and therefore, by (3.4.2),

$$
|\alpha|_{p} \geq|D \alpha|_{p} \geq|D \alpha|^{-n}=D^{-n}|\alpha|^{-n} \geq\|\alpha\|^{-2 n}
$$

The following lemma is proved in a way similar to Nishioka [23, p. 6, Remark]. We give the proof for the sake of readers.

Lemma 3.4.2. Let $C$ be a field and $F$ a subfield of $C$. Let $f_{1}(\boldsymbol{z}), \ldots, f_{m}(\boldsymbol{z}) \in$ $F\left[\left[z_{1}, \ldots, z_{n}\right]\right]$. Then they are algebraically dependent over $C\left(z_{1}, \ldots, z_{n}\right)$ if and only if they are algebraically dependent over $F\left(z_{1}, \ldots, z_{n}\right)$.

Proof. Assume that $f_{1}(\boldsymbol{z}), \ldots, f_{m}(\boldsymbol{z})$ are algebraically dependent over $C\left(z_{1}, \ldots, z_{n}\right)$. Then there exist a non-empty finite subset $\Lambda$ of $\mathbb{Z}_{\geq 0}^{m}$ and nonzero polynomials $a_{\boldsymbol{I}}(\boldsymbol{z}) \in$ $C\left[z_{1}, \ldots, z_{n}\right] \backslash\{0\}(\boldsymbol{I} \in \Lambda)$ such that

$$
\sum_{\boldsymbol{I} \in \Lambda} a_{\boldsymbol{I}}(\boldsymbol{z}) \boldsymbol{f}(\boldsymbol{z})^{I}=0
$$

where $\boldsymbol{f}(\boldsymbol{z})^{\boldsymbol{I}}:=f_{1}(\boldsymbol{z})^{i_{1}} \cdots f_{m}(\boldsymbol{z})^{i_{m}}$ for $\boldsymbol{I}=\left(i_{1}, \ldots, i_{m}\right)$. Let $\left\{b_{1}, \ldots, b_{N}\right\}$ be a maximal subset of the set of all the coefficients of $a_{\boldsymbol{I}}(\boldsymbol{z})(\boldsymbol{I} \in \Lambda)$ which is linearly independent over $F$. For each $\boldsymbol{I} \in \Lambda$, we can write

$$
a_{\boldsymbol{I}}(\boldsymbol{z})=\sum_{j=1}^{N} a_{\boldsymbol{I} j}(\boldsymbol{z}) b_{j},
$$

where $a_{\boldsymbol{I} j}(\boldsymbol{z}) \in F\left[z_{1}, \ldots, z_{n}\right](1 \leq j \leq N)$. Then we have

$$
\sum_{j=1}^{N}\left(\sum_{\boldsymbol{I} \in \Lambda} a_{\boldsymbol{I} j}(\boldsymbol{z}) \boldsymbol{f}(\boldsymbol{z})^{\boldsymbol{I}}\right) b_{j}=0
$$

Since $\sum_{\boldsymbol{I} \in \Lambda} a_{\boldsymbol{I} j(z)} \boldsymbol{f}(\boldsymbol{z})^{\boldsymbol{I}} \in F\left[\left[z_{1}, \ldots, z_{n}\right]\right](1 \leq j \leq N)$, by the linear independency of $b_{1}, \ldots, b_{N}$ we obtain

$$
\sum_{\boldsymbol{I} \in \Lambda} a_{\boldsymbol{I} j}(\boldsymbol{z}) \boldsymbol{f}(\boldsymbol{z})^{\boldsymbol{I}}=0 \quad(1 \leq j \leq N)
$$

Let $\boldsymbol{I}_{0}$ be an element of $\Lambda$. Since $a_{\boldsymbol{I}_{0}}(\boldsymbol{z}) \neq 0$, there exists $j_{0}$ with $1 \leq j_{0} \leq N$ such that $a_{\boldsymbol{I}_{0} j_{0}}(\boldsymbol{z}) \neq 0$. Hence the equation

$$
\sum_{\boldsymbol{I} \in \Lambda} a_{\boldsymbol{I}_{0}}(\boldsymbol{z}) \boldsymbol{f}(\boldsymbol{z})^{\boldsymbol{I}}=a_{\boldsymbol{I}_{0} j_{0}}(\boldsymbol{z}) \boldsymbol{f}(\boldsymbol{z})^{\boldsymbol{I}_{0}}+\cdots=0
$$

implies that $f_{1}(\boldsymbol{z}), \ldots, f_{m}(\boldsymbol{z})$ are algebraically dependent over $F\left(z_{1}, \ldots, z_{n}\right)$. The converse is trivial.

The following lemma plays a crucial role in the proof of Theorem 3.2.4.
Lemma 3.4.3. Let $v$ be $\infty$ or a prime number. Let $\Omega$ be an $n \times n$ matrix with nonnegative integer entries and $\boldsymbol{\alpha}$ an n-dimensional vector whose components are nonzero algebraic numbers. Suppose that $\Omega$ and $\boldsymbol{\alpha}$ satisfy the four conditions (I)$(\mathrm{IV})_{v}$. Define the function

$$
\psi(\boldsymbol{z} ; x):=\sum_{i=1}^{q} \sum_{j=1}^{d_{i}} x^{j-1} \gamma_{i}^{x} h_{i j}(\boldsymbol{z})
$$

where $\gamma_{1}, \ldots, \gamma_{q}$ are nonzero distinct elements of $\mathbb{C}_{v}$ and $h_{i j}(\boldsymbol{z}) \in \mathbb{C}_{v}\left[\left[z_{1}, \ldots, z_{n}\right]\right]$ $\left(1 \leq i \leq q, 1 \leq j \leq d_{i}\right)$ converge in an $n$-polydisc $U$ around the origin of $\mathbb{C}_{v}^{n}$. Then, if $\psi\left(\Omega^{k} \boldsymbol{\alpha} ; k\right)=0$ for all sufficiently large $k$, then $h_{i j}(\boldsymbol{z})=0$ for every $i, j$.

This lemma was proved by Loxton and van der Poorten [13, Lemma 2] in the case where $v$ is $\infty$. For the proof, see Nishioka [22, Lemma 3]. The proof is valid also in the case where $v$ is a prime number $p$ since the condition (IV) ${ }_{p}$ is stronger than the condition (IV) $)_{\infty}$. For the reader's convenience, we prove the lemma in these two cases simultaneously. In the proof we use the following:

Lemma 3.4.4 (Nishioka [22, Lemma 1]). Let $C$ be a field and $\Omega$ an $n \times n$ matrix with nonnegative integer entries satisfying the condition (I). Then, if an element $f(\boldsymbol{z})$ of the quotient field of $C\left[\left[z_{1}, \ldots, z_{n}\right]\right]$ satisfies the constant coefficient equation

$$
f(\Omega \boldsymbol{z})=a f(\boldsymbol{z})+b \quad(a, b \in C)
$$

then $f(\boldsymbol{z}) \in C$.
Proof of Lemma 3.4.3. We prove the lemma by induction on $\sum_{i=1}^{q_{i}} d_{i}$. If $\sum_{i=1}^{q_{i}} d_{i}=$ 1 , then the lemma is true by the condition (IV) ${ }_{v}$. Let $\sum_{i=1}^{q} d_{i}>1$. By the induction hypothesis, it suffices to prove that $h_{q d_{q}}(\boldsymbol{z})=0$. Suppose on the contrary that $h(\boldsymbol{z}):=h_{q d_{q}}(\boldsymbol{z}) \neq 0$. Replacing $\gamma_{i}$ by $\gamma_{i} / \gamma_{q}$ for each $i(1 \leq i \leq q)$, we may assume $\gamma_{q}=1$. Consider

$$
\begin{aligned}
\xi(\boldsymbol{z} ; x) & :=h(\Omega \boldsymbol{z}) \psi(\boldsymbol{z} ; x)-h(\boldsymbol{z}) \psi(\Omega \boldsymbol{z} ; x+1) \\
& =\sum_{i=1}^{q-1} \sum_{j=1}^{d_{i}} x^{j-1} \gamma_{i}^{x} h_{i j}^{*}(\boldsymbol{z})+\sum_{j=1}^{d_{q}-1} x^{j-1} h_{j}^{*}(\boldsymbol{z})
\end{aligned}
$$

where

$$
h_{j}^{*}(\boldsymbol{z}):=h(\Omega \boldsymbol{z}) h_{q j}(\boldsymbol{z})-h(\boldsymbol{z}) \sum_{s=j}^{d_{q}}\binom{s-1}{j-1} h_{q s}(\Omega \boldsymbol{z}) \quad\left(1 \leq j \leq d_{q}-1\right)
$$

and
$h_{i j}^{*}(\boldsymbol{z}):=h(\Omega \boldsymbol{z}) h_{i j}(\boldsymbol{z})-\gamma_{i} h(\boldsymbol{z}) \sum_{s=j}^{d_{i}}\binom{s-1}{j-1} h_{i s}(\Omega \boldsymbol{z}) \quad\left(1 \leq i \leq q-1,1 \leq j \leq d_{i}\right)$.
Then $\xi\left(\Omega^{k} \boldsymbol{\alpha} ; k\right)=h\left(\Omega^{k+1} \boldsymbol{\alpha}\right) \psi\left(\Omega^{k} \boldsymbol{\alpha} ; k\right)-h\left(\Omega^{k} \boldsymbol{\alpha}\right) \psi\left(\Omega^{k+1} \boldsymbol{\alpha} ; k+1\right)=0$ for all sufficiently large $k$. Applying the induction hypothesis to the function $\xi(\boldsymbol{z} ; x)$, we know that $h_{j}^{*}(\boldsymbol{z})$ and $h_{i j}^{*}(\boldsymbol{z})$ are all identically zero. In particular,

$$
h_{d_{q}-1}^{*}(\boldsymbol{z})=h(\Omega \boldsymbol{z}) h_{q d_{q}-1}(\boldsymbol{z})-h(\boldsymbol{z})\left(h_{q d_{q}-1}(\Omega \boldsymbol{z})+\left(d_{q}-1\right) h(\Omega \boldsymbol{z})\right)=0 .
$$

Since $h(\boldsymbol{z}) h(\Omega \boldsymbol{z}) \neq 0$, we have

$$
\frac{h_{q d_{q}-1}(\boldsymbol{z})}{h(\boldsymbol{z})}=\frac{h_{q d_{q}-1}(\Omega \boldsymbol{z})}{h(\Omega \boldsymbol{z})}+d_{q}-1 .
$$

By Lemma 3.4.4, $h_{q d_{q}-1}(\boldsymbol{z}) / h(\boldsymbol{z}) \in \mathbb{C}_{v}$ and so $d_{q}-1=0$. By the assumption $\sum_{i=1}^{q} d_{i}>1$, we get $q \geq 2$ and hence, we know in particular that

$$
h_{1 d_{1}}^{*}(\boldsymbol{z})=h(\Omega \boldsymbol{z}) h_{1 d_{1}}(\boldsymbol{z})-\gamma_{1} h(\boldsymbol{z}) h_{1, d_{1}}(\Omega \boldsymbol{z})=0 .
$$

Thus $h_{1 d_{1}}(\boldsymbol{z}) / h(\boldsymbol{z}) \in \mathbb{C}_{v}$ by Lemma 3.4.4. Since $\gamma_{1} \neq 1$, we have $h_{1 d_{1}}(\boldsymbol{z})=0$. Applying the induction hypothesis to the function $\psi(\boldsymbol{z} ; x)$, we see that $h_{i j}(\boldsymbol{z})$ are all identically zero. In particular $h_{q d_{q}}(\boldsymbol{z})=0$, which is a contradiction.

Proof of Theorem 3.2.4. We may assume that $\alpha_{1}, \ldots, \alpha_{n}$ and the eigenvalues of $A$ are all contained in $K$. Since $f_{1}(\boldsymbol{z}), \ldots, f_{l}(\boldsymbol{z})$ are algebraically independent over $K\left(z_{1}, \ldots, z_{n}\right)$, we see that $\operatorname{det} A \neq 0$. Let $\boldsymbol{f}(\boldsymbol{z}):={ }^{t}\left(f_{1}(\boldsymbol{z}), \ldots, f_{l}(\boldsymbol{z})\right), \boldsymbol{b}(\boldsymbol{z}):=$ ${ }^{t}\left(b_{1}(\boldsymbol{z}), \ldots, b_{l}(\boldsymbol{z})\right)$, and $\boldsymbol{g}(\boldsymbol{z}):={ }^{t}\left(g_{1}(\boldsymbol{z}), \ldots, g_{m}(\boldsymbol{z})\right)$. Iterating the functional equations (3.2.7) and (3.2.8), we have

$$
\begin{equation*}
\boldsymbol{f}(\boldsymbol{z})=A^{k} \boldsymbol{f}\left(\Omega^{k} \boldsymbol{z}\right)+\boldsymbol{b}^{(k)}(\boldsymbol{z}) \quad(k \geq 0) \tag{3.4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{h}(\boldsymbol{z})=e_{h}^{(k)}(\boldsymbol{z}) g_{h}\left(\Omega^{k} \boldsymbol{z}\right) \quad(1 \leq h \leq m, k \geq 0) \tag{3.4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{b}^{(k)}(\boldsymbol{z})=^{t}\left(b_{1}^{(k)}(\boldsymbol{z}), \ldots, b_{l}^{(k)}(\boldsymbol{z})\right):=\sum_{j=0}^{k-1} A^{j} \boldsymbol{b}\left(\Omega^{j} \boldsymbol{z}\right) \in K\left(z_{1}, \ldots, z_{n}\right)^{l} \tag{3.4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{h}^{(k)}(\boldsymbol{z}):=\prod_{j=0}^{k-1} e_{h}\left(\Omega^{j} \boldsymbol{z}\right) \in K\left(z_{1}, \ldots, z_{n}\right) \tag{3.4.6}
\end{equation*}
$$

We note here that, any power of $\Omega$ and the point $\boldsymbol{\alpha}$ also satisfy the four conditions (I)-(IV) $)_{v}$. Indeed, it is clear that they satisfy the conditions (I)-(III) ${ }_{v}$. If $v$ is $\infty$, then we see by Lemma 3.1.3 that they satisfy the condition (IV) $)_{\infty}$, and if $v$ is a prime number $p$, then it is obvious that they satisfy the condition (IV) $)_{p}$. Therefore, taking a sufficiently large integer $k_{0}$ and replacing $\Omega, A, b_{i}(\boldsymbol{z})$, and $e_{h}(\boldsymbol{z})$ with $\Omega^{k_{0}}$, $A^{k_{0}}, b_{i}^{\left(k_{0}\right)}(\boldsymbol{z})$, and $e_{h}^{\left(k_{0}\right)}(\boldsymbol{z})$, respectively, we may assume that $\Omega^{k} \boldsymbol{\alpha} \in U$ for all $k \geq 0$ and that the multiplicative subgroup $G$ of $K^{\times}$generated by the eigenvalues of $A$ is torsion free.

Remark 3.4.5. We need the stronger condition (IV) ${ }_{p}$ for this argument to be valid in the case where $v$ is a prime number $p$.

Since $e_{h}\left(\Omega^{k} \boldsymbol{\alpha}\right) \neq 0(1 \leq h \leq m)$ for all $k \geq 0$, by the functional equation (3.2.8), the condition (III) $)_{v}$, and the assumption that $g_{h}(\mathbf{0}) \neq 0(1 \leq h \leq m)$, we see that $g_{h}\left(\Omega^{k} \boldsymbol{\alpha}\right) \neq 0(1 \leq h \leq m)$ for all $k \geq 0$.

To prove the theorem, we assume on the contrary that $f_{i}(\boldsymbol{\alpha})(1 \leq i \leq l)$ and $g_{h}(\boldsymbol{\alpha})(1 \leq h \leq m)$ are algebraically dependent. Then there exist a positive integer $L$ and integers $\tau_{\lambda \mu}(\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M})$, not all zero, such that

$$
\sum_{\lambda \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} \tau_{\lambda \mu} \boldsymbol{f}(\boldsymbol{\alpha})^{\lambda} \boldsymbol{g}(\boldsymbol{\alpha})^{\mu}=0
$$

where $\mathcal{L}:=\left\{\boldsymbol{\lambda} \in \mathbb{Z}_{\geq 0}^{l}| | \boldsymbol{\lambda} \mid \leq L\right\}$ and $\mathcal{M}:=\{0,1, \ldots, L\}^{m}$. Let $x_{i j}(1 \leq i, j \leq l)$, $w_{i}(1 \leq i \leq l), y_{i}(1 \leq i \leq l), x_{h}^{\prime}(1 \leq h \leq m), w_{h}^{\prime}(1 \leq h \leq m)$, and $t_{\boldsymbol{\lambda} \mu}$ $(\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M})$ be variables and let

$$
\begin{gathered}
X:=\left(\begin{array}{ccc}
x_{11} & \cdots & x_{1 l} \\
\vdots & & \vdots \\
x_{l 1} & \cdots & x_{l l}
\end{array}\right), \quad \boldsymbol{w}:=\left(\begin{array}{c}
w_{1} \\
\vdots \\
w_{l}
\end{array}\right), \quad \boldsymbol{y}:=\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{l}
\end{array}\right), \\
\boldsymbol{x}^{\prime}:=\left(\begin{array}{c}
x_{1}^{\prime} \\
\vdots \\
x_{m}^{\prime}
\end{array}\right), \quad \boldsymbol{w}^{\prime}:=\left(\begin{array}{c}
w_{1}^{\prime} \\
\vdots \\
w_{m}^{\prime}
\end{array}\right), \quad \boldsymbol{x}^{\prime} \boldsymbol{w}^{\prime}:=\left(\begin{array}{c}
x_{1}^{\prime} w_{1}^{\prime} \\
\vdots \\
x_{m}^{\prime} w_{m}^{\prime}
\end{array}\right),
\end{gathered}
$$

and

$$
F(\boldsymbol{z} ; \boldsymbol{t}):=\sum_{\boldsymbol{\lambda} \in \mathcal{L},, \boldsymbol{\mu} \in \mathcal{M}} t_{\boldsymbol{\lambda} \mu} \boldsymbol{f}(\boldsymbol{z})^{\lambda} \boldsymbol{g}(\boldsymbol{z})^{\mu} .
$$

We define $T_{\lambda \mu}\left(\boldsymbol{t} ; X ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right)(\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M})$ by the equality

$$
\begin{equation*}
\sum_{\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} t_{\lambda \mu}(X \boldsymbol{w}+\boldsymbol{y})^{\lambda}\left(\boldsymbol{x}^{\prime} \boldsymbol{w}^{\prime}\right)^{\mu}=: \sum_{\lambda \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} T_{\lambda \mu}\left(\boldsymbol{t} ; X ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right) \boldsymbol{w}^{\lambda} \boldsymbol{w}^{\prime \mu}, \tag{3.4.7}
\end{equation*}
$$

namely,

$$
:=\boldsymbol{x}^{\prime \boldsymbol{\mu}} \sum_{\substack{\boldsymbol{\nu}=\left(\nu_{1}, \ldots, \nu_{l}\right) \in \mathbb{Z}_{\geq 0}^{l},|\lambda| \leq|\boldsymbol{\nu}| \leq L}} t_{\boldsymbol{\nu} \boldsymbol{\mu}} \sum_{\substack{\nu_{1}, \ldots, \boldsymbol{\nu}_{l} \in \mathbb{Z}_{\geq 0}^{l+1}, \nu_{i}=\left(\nu_{i j}, \nu_{i 1}, \ldots, \nu_{i l}\right),\left|\boldsymbol{\nu}^{\prime}\right| \nu_{i}(1 \leq i \leq 1), \sum_{i=1}^{l} \nu_{i j}=\lambda_{j}(1 \leq j \leq l)}} \prod_{i=1}^{l}\binom{\nu_{i}}{\left.\nu_{i 0} \nu_{i 1} \cdots \nu_{i l}\right)} y_{i}^{\nu_{i 0}} x_{i 1}^{\nu_{i 1}} \cdots x_{i l}^{\nu_{i l}}
$$

for any $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{l}\right) \in \mathcal{L}$ and $\boldsymbol{\mu} \in \mathcal{M}$. Letting

$$
\boldsymbol{e}^{(k)}(\boldsymbol{z}):={ }^{t}\left(e_{1}^{(k)}(\boldsymbol{z}), \ldots, e_{m}^{(k)}(\boldsymbol{z})\right)
$$

and

$$
\boldsymbol{e}^{(k)}(\boldsymbol{z}) \boldsymbol{g}\left(\Omega^{k} \boldsymbol{z}\right):=^{t}\left(e_{1}^{(k)}(\boldsymbol{z}) g_{1}\left(\Omega^{k} \boldsymbol{z}\right), \ldots, e_{m}^{(k)}(\boldsymbol{z}) g_{m}\left(\Omega^{k} \boldsymbol{z}\right)\right)
$$

by the functional equations (3.4.3) and (3.4.4), we have

$$
\begin{aligned}
F(\boldsymbol{z} ; \boldsymbol{t}) & =\sum_{\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} t_{\boldsymbol{\lambda} \mu} \boldsymbol{f}(\boldsymbol{z})^{\boldsymbol{\lambda}} \boldsymbol{g}(\boldsymbol{z})^{\boldsymbol{\mu}} \\
& =\sum_{\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} t_{\boldsymbol{\lambda} \boldsymbol{\mu}}\left(A^{k} \boldsymbol{f}\left(\Omega^{k} \boldsymbol{z}\right)+\boldsymbol{b}^{(k)}(\boldsymbol{z})\right)^{\boldsymbol{\lambda}}\left(\boldsymbol{e}^{(k)}(\boldsymbol{z}) \boldsymbol{g}\left(\Omega^{k} \boldsymbol{z}\right)\right)^{\boldsymbol{\mu}} \\
& =\sum_{\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} T_{\boldsymbol{\lambda} \mu}\left(\boldsymbol{t} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{z}) ; \boldsymbol{e}^{(k)}(\boldsymbol{z})\right) \boldsymbol{f}\left(\Omega^{k} \boldsymbol{z}\right)^{\lambda} \boldsymbol{g}\left(\Omega^{k} \boldsymbol{z}\right)^{\mu} \\
& =F\left(\Omega^{k} \boldsymbol{z} ; \boldsymbol{T}\left(\boldsymbol{t} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{z}) ; \boldsymbol{e}^{(k)}(\boldsymbol{z})\right)\right)
\end{aligned}
$$

for all $k \geq 0$. Hence

$$
\begin{equation*}
F\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)=F(\boldsymbol{\alpha} ; \boldsymbol{\tau})=0 \quad(k \geq 0) . \tag{3.4.8}
\end{equation*}
$$

We define an ideal $V(\boldsymbol{\tau})$ of $K[\boldsymbol{t}]$ by

$$
V(\boldsymbol{\tau}):=\left\{Q(\boldsymbol{t}) \in K[\boldsymbol{t}] \mid Q\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right)\right)=0 \text { for all } k \geq 0\right\} .
$$

Lemma 3.4.6. $V(\boldsymbol{\tau})$ is a prime ideal of $K[\boldsymbol{t}]$.
For the proof we use the following:
Lemma 3.4.7 (Skolem-Lech-Mahler, cf. Cassels [3, Theorem 1.1], see also Nishioka [23, Theorem 2.5.3]). Let $C$ be a field of characteristic 0. Let $\gamma_{1}, \ldots, \gamma_{s}$ be nonzero distinct elements of $C$ and $P_{1}(X), \ldots, P_{s}(X) \in C[X]$ nonzero polynomials. Then, if $\left\{k \in \mathbb{Z}_{\geq 0} \mid \sum_{i=1}^{s} P_{i}(k) \gamma_{i}^{k}=0\right\}$ is an infinite set, then $\gamma_{i} / \gamma_{j}$ is a root of unity for some distinct $i, j$.

Proof of Lemma 3.4.6. Recall that $G$ is a torsion free subgroup of $K^{\times}$generated by the eigenvalues of $A$. Let $\mathcal{R}_{1}$ be the subset of $\left(K\left[\boldsymbol{y} ; \boldsymbol{x}^{\prime}\right]\right)^{\mathbb{Z}} \geq 0$ consisting of the
sequences of the form $\left\{\sum_{\gamma \in \Gamma} p_{\gamma}(k) \gamma^{k}\right\}_{k \geq 0}$, where $\Gamma$ is a finite subset of $G$, independent of $k$, and $p_{\gamma}(Y)(\gamma \in \Gamma)$ are polynomials with coefficients in $K\left[\boldsymbol{y} ; \boldsymbol{x}^{\prime}\right]$. Then $\mathcal{R}_{1}$ forms a commutative ring including $K\left[\boldsymbol{y} ; \boldsymbol{x}^{\prime}\right]$ under termwise addition and multiplication. If we put $A^{k}=:\left(a_{i j}^{(k)}\right)$, then $\left\{a_{i j}^{(k)}\right\}_{k \geq 0} \in \mathcal{R}_{1}$ for any $1 \leq i, j \leq l$. Since $T_{\lambda \mu}\left(\boldsymbol{\tau} ; X ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right) \in\left(\mathbb{Z}\left[\boldsymbol{y} ; \boldsymbol{x}^{\prime}\right]\right)\left[\left\{x_{i j}\right\}\right]$, we have $\left\{T_{\lambda \mu}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right)\right\}_{k \geq 0} \in \mathcal{R}_{1}$ for any $\boldsymbol{\lambda} \in \mathcal{L}$ and $\boldsymbol{\mu} \in \mathcal{M}$. Therefore, if $P(\boldsymbol{t}) \in K[\boldsymbol{t}]$, then $\left\{P\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right)\right)\right\}_{k \geq 0} \in \mathcal{R}_{1}$, so that there exist a finite subset $\Gamma=\Gamma(P)$ of $G$ and nonzero polynomials $p_{\gamma}(Y) \in$ $\left(K\left[\boldsymbol{y} ; \boldsymbol{x}^{\prime}\right]\right)[Y](\gamma \in \Gamma)$ such that

$$
P\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right)\right)=\sum_{\gamma \in \Gamma} p_{\gamma}(k) \gamma^{k}
$$

for all $k \geq 0$.
To prove the lemma, let $P_{1}(\boldsymbol{t}), P_{2}(\boldsymbol{t}) \in K[\boldsymbol{t}]$ and suppose that $P_{1}(\boldsymbol{t}) P_{2}(\boldsymbol{t}) \in V(\boldsymbol{\tau})$. Since $P_{1}\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right)\right) P_{2}\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right)\right)=0$ for all $k \geq 0$, we may assume that $P_{1}\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right)\right)=0$ for infinitely many $k$. Hence, if $\Gamma\left(P_{1}\right) \neq \emptyset$, then Lemma 3.4.7 implies that there exist distinct $\gamma, \gamma^{\prime} \in \Gamma\left(P_{1}\right)$ such that $\gamma / \gamma^{\prime}$ is a root of unity, which contradicts the fact that $G$ is torsion free. Thus $\Gamma\left(P_{1}\right)=\emptyset$ and $P_{1}(\boldsymbol{t}) \in V(\boldsymbol{\tau})$.

Proposition 3.4.8. The following two conditions are equivalent for any $P(\boldsymbol{z} ; \boldsymbol{t})$ $\in K[\boldsymbol{z} ; \boldsymbol{t}]$.
(i) $P\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)=0$ for all sufficiently large $k$.
(ii) If we put $P(\boldsymbol{z} ; \boldsymbol{t})=: \sum_{\boldsymbol{\eta} \in \mathcal{H}} Q_{\boldsymbol{\eta}}(\boldsymbol{t}) \boldsymbol{z}^{\boldsymbol{\eta}}$, where $Q_{\boldsymbol{\eta}}(\boldsymbol{t}) \in K[\boldsymbol{t}](\eta \in \mathcal{H})$ and $\mathcal{H}$ is a finite subset of $\mathbb{Z}_{\geq 0}^{n}$, then $Q_{\boldsymbol{\eta}}(\boldsymbol{t}) \in V(\boldsymbol{\tau})$ for any $\boldsymbol{\eta} \in \mathcal{H}$.

Proof. We only prove that the condition (i) implies (ii) since the converse is trivial. Let $\mathcal{R}_{2}$ be the subset of $\left(\overline{\mathbb{Q}}_{v}\left[w_{1}, \ldots, w_{l}, \frac{1}{w_{1}^{\prime}}, \ldots, \frac{1}{w_{m}^{\prime}}\right]\right)^{\mathbb{Z}} \geq 0$ consisting of the sequences of the form $\left\{\sum_{\gamma \in \Gamma} q_{\gamma}(k) \gamma^{k}\right\}_{k \geq 0}$, where $\Gamma$ is a finite subset of $G$, independent of $k$, and $q_{\gamma}(Y)(\gamma \in \Gamma)$ are polynomials with coefficients in $\overline{\mathbb{Q}}_{v}\left[w_{1}, \ldots, w_{l}, \frac{1}{w_{1}^{\prime}}, \ldots, \frac{1}{w_{m}^{\prime}}\right]$. Then $\mathcal{R}_{2}$ forms a commutative ring including $\overline{\mathbb{Q}}_{v}\left[w_{1}, \ldots, w_{l}, \frac{1}{w_{1}^{\prime}}, \ldots, \frac{1}{w_{m}^{\prime}}\right]$ under termwise addition and multiplication. In the same way as in the proof of Lemma 3.4.6, we see that $\left\{Q_{\boldsymbol{\eta}}\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{f}(\boldsymbol{\alpha})-A^{k} \boldsymbol{w} ; \boldsymbol{g}(\boldsymbol{\alpha}) / \boldsymbol{w}^{\prime}\right)\right)\right\}_{k \geq 0} \in \mathcal{R}_{2}$ for any $\boldsymbol{\eta} \in \mathcal{H}$, where
$\boldsymbol{g}(\boldsymbol{\alpha}) / \boldsymbol{w}^{\prime}:={ }^{t}\left(g_{1}(\boldsymbol{\alpha}) / w_{1}^{\prime}, \ldots, g_{m}(\boldsymbol{\alpha}) / w_{m}^{\prime}\right)$. Hence there exist finite sets $\mathcal{N} \subset \mathbb{Z}_{\geq 0}^{l}$ and $\mathcal{X} \subset \mathbb{Z}_{\geq 0}^{m}$, distinct elements $\gamma_{1}, \ldots, \gamma_{q}$ of $G$, and positive integers $d_{1}, \ldots, d_{q}$ such that

$$
Q_{\boldsymbol{\eta}}\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{f}(\boldsymbol{\alpha})-A^{k} \boldsymbol{w} ; \boldsymbol{g}(\boldsymbol{\alpha}) / \boldsymbol{w}^{\prime}\right)\right)=\sum_{\boldsymbol{\nu} \in \mathcal{N}, \boldsymbol{\xi} \in \mathcal{X}} R_{\eta \nu \boldsymbol{\xi}}(k) \boldsymbol{w}^{\nu} \boldsymbol{w}^{\prime-\xi}
$$

for all $k \geq 0$ and $\boldsymbol{\eta} \in \mathcal{H}$, where

$$
R_{\eta \nu \xi}(k)=\sum_{i=1}^{q} \sum_{j=1}^{d_{i}} r_{\eta \nu \xi i j} k^{j-1} \gamma_{i}^{k}, \quad r_{\eta \nu \xi i j} \in \overline{\mathbb{Q}}_{v} .
$$

We claim that every $\left\{R_{\eta \nu \xi}(k)\right\}_{k \geq 0}$ is the null sequence. Since $g_{h}(\mathbf{0}) \neq 0(1 \leq$ $h \leq m$ ),

$$
h_{i j}(\boldsymbol{z}):=\sum_{\eta \in \mathcal{H}} \sum_{\boldsymbol{\nu} \in \mathcal{N}, \boldsymbol{\xi} \in \mathcal{X}} r_{\eta \nu \xi i j} \boldsymbol{f}(\boldsymbol{z})^{\nu} \boldsymbol{g}(\boldsymbol{z})^{-\boldsymbol{\xi}} \boldsymbol{z}^{\eta} \quad\left(1 \leq i \leq q, 1 \leq j \leq d_{i}\right)
$$

are formal power series in the variables $z_{1}, \ldots, z_{n}$ with coefficients in $\overline{\mathbb{Q}}_{v}$ which converge in an $n$-polydisc around the origin of $\mathbb{C}_{v}^{n}$. Define

$$
\psi(\boldsymbol{z} ; x):=\sum_{i=1}^{q} \sum_{j=1}^{d_{i}} x^{j-1} \gamma_{i}^{x} h_{i j}(\boldsymbol{z}) .
$$

By the condition (i) of the proposition and the functional equations (3.4.3) and (3.4.4), we see that

$$
\begin{aligned}
0 & =P\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right) \\
& =\sum_{\eta \in \mathcal{H}} Q_{\boldsymbol{\eta}}\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\eta} \\
& =\sum_{\eta \in \mathcal{H}}\left(\sum_{\boldsymbol{\nu} \in \mathcal{N}, \boldsymbol{\xi} \in \mathcal{X}} R_{\eta \nu \boldsymbol{\xi}}(k) \boldsymbol{f}\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\nu} \boldsymbol{g}\left(\Omega^{k} \boldsymbol{\alpha}\right)^{-\boldsymbol{\xi}}\right)\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\eta} \\
& =\psi\left(\Omega^{k} \boldsymbol{\alpha} ; k\right)
\end{aligned}
$$

for all sufficiently large $k$. Then Lemma 3.4.3 implies that $h_{i j}(\boldsymbol{z})=0$ for any $1 \leq i \leq q$ and $1 \leq j \leq d_{i}$. Therefore, since $f_{1}(\boldsymbol{z}), \ldots, f_{l}(\boldsymbol{z}), g_{1}(\boldsymbol{z}), \ldots, g_{m}(\boldsymbol{z})$ are algebraically independent over $\overline{\mathbb{Q}}_{v}\left(z_{1}, \ldots, z_{n}\right)$ by Lemma 3.4.2, we have $r_{\eta \nu \xi i j}=0$ for any $\boldsymbol{\eta}, \boldsymbol{\nu}, \boldsymbol{\xi}, i$, and $j$. This proves our claim.

By the claim we have

$$
Q_{\boldsymbol{\eta}}\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{f}(\boldsymbol{\alpha})-A^{k} \boldsymbol{w} ; \boldsymbol{g}(\boldsymbol{\alpha}) / \boldsymbol{w}^{\prime}\right)\right)=0
$$

for all $k \geq 0$ and $\boldsymbol{\eta} \in \mathcal{H}$. Noting that $\operatorname{det} A \neq 0$ and that $g_{h}(\boldsymbol{\alpha}) \neq 0(1 \leq h \leq m)$, we obtain

$$
Q_{\boldsymbol{\eta}}\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{y} ; \boldsymbol{x}^{\prime}\right)\right)=0
$$

for all $k \geq 0$ and $\boldsymbol{\eta} \in \mathcal{H}$, which implies the condition (ii) of the proposition.
Definition 3.4.9. For $P(\boldsymbol{z} ; \boldsymbol{t})=\sum_{\boldsymbol{\eta} \in \mathbb{Z}_{\geq 0}^{n}} p_{\boldsymbol{\eta}}(\boldsymbol{t}) \boldsymbol{z}^{\boldsymbol{\eta}} \in(K[\boldsymbol{t}])\left[\left[z_{1}, \ldots, z_{n}\right]\right]$ we define

$$
\operatorname{ind} P(\boldsymbol{z} ; \boldsymbol{t}):=\min \left\{|\boldsymbol{\eta}| \mid p_{\boldsymbol{\eta}}(\boldsymbol{t}) \notin V(\boldsymbol{\tau})\right\},
$$

where $\min \emptyset:=\infty$.
By Lemma 3.4.6, we have

$$
\begin{equation*}
\operatorname{ind}\left(P_{1}(\boldsymbol{z} ; \boldsymbol{t}) P_{2}(\boldsymbol{z} ; \boldsymbol{t})\right)=\operatorname{ind} P_{1}(\boldsymbol{z} ; \boldsymbol{t})+\operatorname{ind} P_{2}(\boldsymbol{z} ; \boldsymbol{t}) . \tag{3.4.9}
\end{equation*}
$$

Lemma 3.4.10. ind $F(\boldsymbol{z} ; \boldsymbol{t})<\infty$.
Proof. Since $f_{1}(\boldsymbol{z}), \ldots, f_{l}(\boldsymbol{z}), g_{1}(\boldsymbol{z}), \ldots, g_{m}(\boldsymbol{z})$ are algebraically independent, we see that $F(\boldsymbol{z} ; \boldsymbol{\tau}) \neq 0$. By the condition (IV) $)_{v}$, there exists $k_{0}$ such that $F\left(\Omega^{k_{0}} \boldsymbol{\alpha} ; \boldsymbol{\tau}\right) \neq 0$. Let

$$
F(\boldsymbol{z} ; \boldsymbol{t})=: \sum_{\eta \in \mathbb{Z}_{\geq 0}^{n}} p_{\boldsymbol{\eta}}(\boldsymbol{t}) \boldsymbol{z}^{\eta}
$$

where $p_{\boldsymbol{\eta}}(\boldsymbol{t}) \in K[\boldsymbol{t}]$. Suppose on the contrary that ind $F(\boldsymbol{z} ; \boldsymbol{t})=\infty$. Then $p_{\boldsymbol{\eta}}(\boldsymbol{t}) \in$ $V(\boldsymbol{\tau})$ for every $\boldsymbol{\eta} \in \mathbb{Z}_{\geq 0}^{n}$. Noting that $\boldsymbol{\tau}=\boldsymbol{T}\left(\boldsymbol{\tau} ; I_{l} ; \mathbf{0} ; \mathbf{1}\right)=\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{0} ; \mathbf{0} ; \mathbf{1}\right)$ by (3.4.7), we have

$$
F\left(\Omega^{k_{0}} \boldsymbol{\alpha} ; \boldsymbol{\tau}\right)=\sum_{\eta \in \mathbb{Z}_{\geq 0}^{n}} p_{\boldsymbol{\eta}}\left(\boldsymbol{T}\left(\boldsymbol{\tau} ; A^{0} ; \mathbf{0} ; \mathbf{1}\right)\right)\left(\Omega^{k_{0}} \boldsymbol{\alpha}\right)^{\eta}=0,
$$

which is a contradiction.
Let $N$ be a nonnegative integer, $R(N)$ the $K$-vector space of polynomials in $K[\boldsymbol{t}]$ of degree at most $N$ in each $t_{\lambda \mu}$, and $d(N)$ the dimension over $K$ of the quotient space $\bar{R}(N):=R(N) /(R(N) \cap V(\boldsymbol{\tau}))$. The coset containing a polynomial $P(\boldsymbol{t})$ of $R(N)$ in $\bar{R}(N)$ is denoted by $\overline{P(\boldsymbol{t})}$.

Lemma 3.4.11. $d(2 N) \leq 2^{(L+1)^{l+m}} d(N)$.
Proof. Let $\left\{\overline{Q_{1}(\boldsymbol{t})}, \ldots, \overline{Q_{d(N)}(\boldsymbol{t})}\right\}$ be a basis of $\bar{R}(N)$ over $K$, where $Q_{1}(\boldsymbol{t}), \ldots, Q_{d(N)}(\boldsymbol{t})$ $\in R(N)$. Let $Q(\boldsymbol{t}) \in R(2 N)$. Then $Q(\boldsymbol{t})$ is written in the form

$$
Q(\boldsymbol{t})=\sum_{\varepsilon \in\{0,1\} \subset \times \mathcal{M}}\left(\prod_{\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} t_{\lambda \mu}^{\varepsilon(\lambda, \mu) N}\right) Q_{\varepsilon}(\boldsymbol{t}),
$$

where $Q_{\varepsilon}(\boldsymbol{t}) \in R(N)$. For each $\varepsilon \in\{0,1\}^{\mathcal{L} \times \mathcal{M}}$, there exist $q_{\varepsilon 1}, \ldots, q_{\varepsilon d(N)} \in K$ such that

$$
\overline{Q_{\varepsilon}(\boldsymbol{t})}=\sum_{i=1}^{d(N)} q_{\varepsilon i} \overline{Q_{i}(\boldsymbol{t})}
$$

in $\bar{R}(N)$. Then we can check that

$$
\begin{aligned}
\overline{\left(\prod_{\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} t_{\lambda \mu}^{\varepsilon(\lambda, \mu) N}\right) Q_{\varepsilon}(\boldsymbol{t})} & =\overline{\left(\prod_{\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} t_{\lambda \mu}^{\varepsilon(\boldsymbol{\lambda}, \boldsymbol{\mu}) N}\right) \sum_{i=1}^{d(N)} q_{\varepsilon i} Q_{i}(\boldsymbol{t})} \\
& =\sum_{i=1}^{d(N)} q_{\varepsilon i} \overline{\left(\prod_{\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} t_{\lambda \mu}^{\varepsilon(\boldsymbol{\lambda}, \boldsymbol{\mu}) N}\right) Q_{i}(\boldsymbol{t})}
\end{aligned}
$$

in $\bar{R}(2 N)$. Hence

$$
\overline{Q(\boldsymbol{t})}=\sum_{\varepsilon \in\{0,1\} \mathcal{L} \times \mathcal{M}} \sum_{i=1}^{d(N)} q_{\varepsilon i} \overline{\left(\prod_{\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} t_{\boldsymbol{\lambda} \mu}^{\varepsilon(\boldsymbol{\lambda}, \boldsymbol{\mu}) N}\right) Q_{i}(\boldsymbol{t})}
$$

in $\bar{R}(2 N)$, which implies that

$$
\left\{\overline{\left(\prod_{\lambda \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M}} t_{\lambda \mu}^{\varepsilon(\lambda, \mu) N}\right) Q_{i}(\boldsymbol{t})} \mid \varepsilon \in\{0,1\}^{\mathcal{L} \times \mathcal{M}}, 1 \leq i \leq d(N)\right\}
$$

generates $\bar{R}(2 N)$ over $K$. Therefore we have

$$
d(2 N) \leq 2^{\#(\mathcal{L} \times \mathcal{M})} d(N) \leq 2^{\#\{0,1, \ldots, L\}^{l+m}} d(N)=2^{(L+1)^{l+m}} d(N)
$$

In what follows, $c_{1}, c_{2}, \ldots$ denote positive constants independent of $N$ and $k$. If they depend on $N$, then we denote them by $c_{1}(N), c_{2}(N), \ldots$.

Proposition 3.4.12. Let $N$ be a sufficiently large positive integer. Then there exist $N+1$ polynomials $P_{0}(\boldsymbol{z} ; \boldsymbol{t}), \ldots, P_{N}(\boldsymbol{z} ; \boldsymbol{t}) \in \mathcal{O}_{K}[\boldsymbol{z} ; \boldsymbol{t}]$ with degree at most $N$ in each of the variables $z_{i}(1 \leq i \leq n)$ and $t_{\boldsymbol{\lambda} \mu}(\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M})$ such that the following two conditions are satisfied.
(i) ind $P_{0}(\boldsymbol{z} ; \boldsymbol{t})<\infty$.
(ii) $\operatorname{ind}\left(\sum_{h=0}^{N} P_{h}(\boldsymbol{z} ; \boldsymbol{t}) F(\boldsymbol{z} ; \boldsymbol{t})^{h}\right) \geq c_{1}(N+1)^{1+1 / n}$.

Proof. Let $\left\{\overline{Q_{1}^{(N)}(\boldsymbol{t})}, \ldots, \overline{Q_{d(N)}^{(N)}(\boldsymbol{t})}\right\}$ and $\left\{\overline{Q_{1}^{(2 N)}(\boldsymbol{t})}, \ldots, \overline{Q_{d(2 N)}^{(2 N)}(\boldsymbol{t})}\right\}$ be a basis over $K$ of $\bar{R}(N)$ and that of $\bar{R}(2 N)$, respectively. We may assume that $Q_{1}^{(N)}(\boldsymbol{t}), \ldots, Q_{d(N)}^{(N)}(\boldsymbol{t})$ $\in R(N) \cap \mathcal{O}_{K}[\boldsymbol{t}]$ and that $Q_{1}^{(2 N)}(\boldsymbol{t}), \ldots, Q_{d(2 N)}^{(2 N)}(\boldsymbol{t}) \in R(2 N) \cap \mathcal{O}_{K}[\boldsymbol{t}]$. For each $i$ and $j$ with $1 \leq i, j \leq d(N)$, there exist $g_{i j k} \in K(1 \leq k \leq d(2 N))$ such that

$$
\begin{equation*}
\overline{Q_{i}^{(N)}(\boldsymbol{t}) Q_{j}^{(N)}(\boldsymbol{t})}=\sum_{k=1}^{d(2 N)} g_{i j k} \overline{Q_{k}^{(2 N)}(\boldsymbol{t})} \tag{3.4.10}
\end{equation*}
$$

in $\bar{R}(2 N)$. For each $h(0 \leq h \leq N)$, put

$$
F(\boldsymbol{z} ; \boldsymbol{t})^{h}=: \sum_{\boldsymbol{\nu} \in \mathbb{Z}_{\geq 0}^{n}} F_{h \nu}(\boldsymbol{t}) \boldsymbol{z}^{\nu}
$$

Then $F_{h \nu}(\boldsymbol{t}) \in R(h) \subset R(N)$ for any $\boldsymbol{\nu} \in \mathbb{Z}_{\geq 0}^{n}$ and hence, there exist $f_{h \nu j} \in K$ $(1 \leq j \leq d(N))$ such that

$$
\begin{equation*}
\overline{F_{h \nu}(\boldsymbol{t})}=\sum_{j=1}^{d(N)} f_{h \nu j} \overline{Q_{j}^{(N)}(\boldsymbol{t})} \tag{3.4.11}
\end{equation*}
$$

in $\bar{R}(N)$.
Let $p_{h \boldsymbol{\xi} i}\left(0 \leq h \leq N, \boldsymbol{\xi} \in\{0,1, \ldots, N\}^{n}, 1 \leq i \leq d(N)\right)$ be unknowns in $\mathcal{O}_{K}$. Put

$$
\begin{aligned}
& P_{h \xi}(\boldsymbol{t}):=\sum_{i=1}^{d(N)} p_{h \xi} Q_{i}^{(N)}(\boldsymbol{t}) \in R(N) \cap \mathcal{O}_{K}[\boldsymbol{t}], \\
& P_{h}(\boldsymbol{z} ; \boldsymbol{t}):=\sum_{\boldsymbol{\xi} \in\{0,1, \ldots, N\}^{n}} P_{h \boldsymbol{\xi}}(\boldsymbol{t}) \boldsymbol{z}^{\xi} \in \mathcal{O}_{K}[\boldsymbol{z} ; \boldsymbol{t}],
\end{aligned}
$$

and

$$
E(\boldsymbol{z} ; \boldsymbol{t}):=\sum_{h=0}^{N} P_{h}(\boldsymbol{z} ; \boldsymbol{t}) F(\boldsymbol{z} ; \boldsymbol{t})^{h}=: \sum_{\boldsymbol{\eta} \in \mathbb{Z}_{\geq 0}^{n}} E_{\boldsymbol{\eta}}(\boldsymbol{t}) \boldsymbol{z}^{\eta} .
$$

Then

$$
E_{\boldsymbol{\eta}}(\boldsymbol{t})=\sum_{h=0}^{N} \sum_{\boldsymbol{\xi} \in \mathcal{X}_{\boldsymbol{\eta}}} P_{h \boldsymbol{\xi}}(\boldsymbol{t}) F_{h \boldsymbol{\eta}-\boldsymbol{\xi}}(\boldsymbol{t}) \in R(2 N)
$$

for each $\boldsymbol{\eta} \in \mathbb{Z}_{\geq 0}^{n}$, where $\mathcal{X}_{\boldsymbol{\eta}}$ denotes the set of $\boldsymbol{\xi} \in\{0,1, \ldots, N\}^{n}$ whose components do not exceed the corresponding component of $\boldsymbol{\eta}$. Using (3.4.10) and (3.4.11), we can check that

$$
\begin{aligned}
\overline{E_{\eta}(\boldsymbol{t})} & =\sum_{h=0}^{N} \sum_{\xi \in \mathcal{X}_{\eta}} \overline{P_{h \xi}(t) F_{h \boldsymbol{\eta}-\boldsymbol{\xi}}(\boldsymbol{t})} \\
& =\sum_{k=1}^{d(2 N)}\left\{\sum_{h=0}^{N} \sum_{\xi \in \mathcal{X}_{n}} \sum_{i=1}^{d(N)}\left(\sum_{j=1}^{d(N)} f_{h \eta-\xi j} g_{i j k}\right) p_{h \xi i}\right\} \overline{Q_{k}^{(2 N)}(\boldsymbol{t})}
\end{aligned}
$$

in $\bar{R}(2 N)$ for any $\boldsymbol{\eta} \in \mathbb{Z}_{\geq 0}^{n}$. Choose $N$ so large that $J:=\left[2^{-(L+1)^{l+m} / n}(N+1)^{1+1 / n}\right]-1$ is a positive integer. Then ind $E(\boldsymbol{z} ; \boldsymbol{t}) \geq J$ holds if and only if

$$
\begin{equation*}
\sum_{h=0}^{N} \sum_{\xi \in \mathcal{X}_{\boldsymbol{\eta}}} \sum_{i=1}^{d(N)}\left(\sum_{j=1}^{d(N)} f_{h \boldsymbol{\eta}-\boldsymbol{\xi} j} g_{i j k}\right) p_{h \xi_{i}}=0 \tag{3.4.12}
\end{equation*}
$$

for any $k \in\{1, \ldots, d(2 N)\}$ and $\boldsymbol{\eta} \in \mathbb{Z}_{\geq 0}^{n}$ with $|\boldsymbol{\eta}| \leq J-1$. Here, the number of the unknowns $p_{h \xi i}$ is equal to $(N+1)^{n+1} d(N)$ and that of the equations is equal to $\binom{J+n-1}{n} d(2 N)$, which do not exceed $J^{n} d(2 N)$. Since $J^{n}<2^{-(L+1)^{l+m}}(N+1)^{n+1}$, we see by Lemma 3.4.11 that

$$
J^{n} d(2 N) \leq J^{n} 2^{(L+1)^{l+m}} d(N)<(N+1)^{n+1} d(N)
$$

Hence the system (3.4.12) has nontrivial solutions $p_{h \xi i}$ in $\mathcal{O}_{K}$. Using these $p_{h \xi i}$, we construct the polynomials $P_{h}(\boldsymbol{z} ; \boldsymbol{t})$ above. Since $\overline{Q_{1}^{(N)}(\boldsymbol{t})}, \ldots, \overline{Q_{d(N)}^{(N)}(\boldsymbol{t})}$ are linearly independent over $K$, we see that ind $P_{h}(\boldsymbol{z} ; \boldsymbol{t})<\infty$ for some $h$ with $0 \leq h \leq N$. Let $r$ be the least one among such $h$ and put

$$
E_{0}(\boldsymbol{z} ; \boldsymbol{t}):=\sum_{h=r}^{N} P_{h}(\boldsymbol{z} ; \boldsymbol{t}) F(\boldsymbol{z} ; \boldsymbol{t})^{h-r} .
$$

By (3.4.9) and the fact that ind $P_{h}(\boldsymbol{z} ; \boldsymbol{t})=\infty$ for any $h$ with $0 \leq h \leq r-1$, we see that

$$
\begin{aligned}
\operatorname{ind} E(\boldsymbol{z} ; \boldsymbol{t}) & =\operatorname{ind}\left(\sum_{h=r}^{N} P_{h}(\boldsymbol{z} ; \boldsymbol{t}) F(\boldsymbol{z} ; \boldsymbol{t})^{h}\right)=\operatorname{ind}\left(F(\boldsymbol{z} ; \boldsymbol{t})^{r} E_{0}(\boldsymbol{z} ; \boldsymbol{t})\right) \\
& =r \operatorname{ind} F(\boldsymbol{z} ; \boldsymbol{t})+\operatorname{ind} E_{0}(\boldsymbol{z} ; \boldsymbol{t})
\end{aligned}
$$

Using Lemma 3.4.10, we have

$$
\text { ind } \begin{aligned}
E_{0}(\boldsymbol{z} ; \boldsymbol{t}) & =\operatorname{ind} E(\boldsymbol{z} ; \boldsymbol{t})-r \text { ind } F(\boldsymbol{z} ; \boldsymbol{t}) \\
& \geq J-N \operatorname{ind} F(\boldsymbol{z} ; \boldsymbol{t}) \\
& >2^{-(L+1)^{l+m} / n}(N+1)^{1+1 / n}-2-N \text { ind } F(\boldsymbol{z} ; \boldsymbol{t}) .
\end{aligned}
$$

Hence, letting $c_{1}$ be a positive constant less than $2^{-(L+1)^{l+m} / n}$, we obtain ind $E_{0}(\boldsymbol{z} ; \boldsymbol{t})$ $\geq c_{1}(N+1)^{1+1 / n}$ for any sufficiently large $N$. The proposition is proved.

Let $E(\boldsymbol{z} ; \boldsymbol{t})$ be the $\sum_{h=0}^{N} P_{h}(\boldsymbol{z} ; \boldsymbol{t}) F(\boldsymbol{z} ; \boldsymbol{t})^{h}$ in Proposition 3.4.12 and $\rho$ the maximum of the absolute values of the eigenvalues of $\Omega$.

Proposition 3.4.13. If $k>c_{2}(N)$, then

$$
\log \left|E\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)\right|_{v} \leq-c_{3}(N+1)^{1+1 / n} \rho^{k} .
$$

Proof. Since $f_{j}\left(\Omega^{k} \boldsymbol{\alpha}\right) \rightarrow f_{j}(\mathbf{0})(k \rightarrow \infty)$ for $1 \leq j \leq l$, by the functional equation (3.4.3) we have $\left|b_{i}^{(k)}(\boldsymbol{\alpha})\right|_{v} \leq c_{4}^{k}$ for $1 \leq i \leq l$. Similarly, since $g_{h}\left(\Omega^{k} \boldsymbol{\alpha}\right) \rightarrow g_{h}(\mathbf{0}) \neq 0$ $(k \rightarrow \infty)$ for $1 \leq h \leq m$, by the functional equation (3.4.4) we have $\left|e_{h}^{(k)}(\boldsymbol{\alpha})\right|_{v} \leq c_{5}$ for $1 \leq h \leq m$. Hence $\left|T_{\boldsymbol{\lambda} \boldsymbol{\mu}}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right|_{v} \leq c_{6}^{k}$ for $\boldsymbol{\lambda} \in \mathcal{L}$ and $\boldsymbol{\mu} \in \mathcal{M}$. We note that $E(\boldsymbol{z} ; \boldsymbol{t})$ is a polynomial in the variables $t_{\boldsymbol{\lambda} \mu}(\boldsymbol{\lambda} \in \mathcal{L}, \boldsymbol{\mu} \in \mathcal{M})$ with degree at most $2 N$ in each variable whose coefficients are power series convergent in $U$. Let

$$
E(\boldsymbol{z} ; \boldsymbol{t})=: \sum_{\boldsymbol{\nu} \in\{0,1, \ldots, 2 N\}^{s}} h_{\boldsymbol{\nu}}(\boldsymbol{z}) \boldsymbol{t}^{\nu}, \quad h_{\boldsymbol{\nu}}(\boldsymbol{z})=: \sum_{\boldsymbol{\xi} \in \mathbb{Z}_{\geq 0}^{n}} h_{\nu \boldsymbol{\xi}} \boldsymbol{z}^{\xi} \in K[[\boldsymbol{z}]],
$$

where $s:=\# \mathcal{L} \times \# \mathcal{M}=\binom{L+l}{l}(L+1)^{m}$. Then we have

$$
\left|h_{\nu \boldsymbol{\xi}}\right|_{v} \leq c_{7}(N) c_{8}^{|\boldsymbol{\xi}|} \quad\left(\boldsymbol{\nu} \in\{0,1, \ldots, 2 N\}^{s}, \boldsymbol{\xi} \in \mathbb{Z}_{\geq 0}^{n}\right)
$$

and

$$
E(\boldsymbol{z} ; \boldsymbol{t})=\sum_{\boldsymbol{\xi} \in \mathbb{Z}_{\geq 0}^{n}}\left(\sum_{\boldsymbol{\nu} \in\{0,1, \ldots, 2 N\}^{s}} h_{\nu \boldsymbol{\xi}} \boldsymbol{t}^{\nu}\right) \boldsymbol{z}^{\boldsymbol{\xi}} .
$$

Therefore

$$
\left|E\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)\right|_{v} \leq c_{9}(N) c_{10}^{N k} \sum_{\substack{\xi \in \mathbb{Z}_{n}^{n} \\|\boldsymbol{\xi}| \geq 1}} c_{8}^{|\boldsymbol{\xi}|}\left|\left(\Omega^{k} \boldsymbol{\alpha}\right)^{\xi}\right|_{v},
$$

where $I:=\operatorname{ind} E(\boldsymbol{z} ; \boldsymbol{t})$. By the condition (III), there exists a positive constant $\theta<1$ such that $\left|\alpha_{i}^{(k)}\right|_{v} \leq \theta^{\rho^{k}}$ for $1 \leq i \leq n$ and for all sufficiently large $k$. Hence

$$
\begin{aligned}
\left|E\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)\right|_{v} & \leq c_{9}(N) c_{10}^{N k} \sum_{i=1}^{n} \sum_{\substack{\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{Z}_{\geq 0}^{n}, \xi_{i} \geq I / n}}\left(c_{8} \theta^{\rho^{k}}\right)^{|\boldsymbol{\xi}|} \\
& \leq n c_{9}(N) c_{10}^{N k}\left(c_{8} \theta^{\rho^{k}}\right)^{I / n} /\left(1-c_{8} \theta^{\theta^{k}}\right)^{n} .
\end{aligned}
$$

Since $I \geq c_{1}(N+1)^{1+1 / n}$ by the condition (ii) of Proposition 3.4.12, we see that, if $k \geq c_{2}(N)$, then

$$
\log \left|E\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)\right|_{v} \leq-c_{3}(N+1)^{1+1 / n} \rho^{k} .
$$

Proposition 3.4.14. If $k>c_{11}(N)$, then

$$
\log \left\|E\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)\right\| \leq c_{12} N \rho^{k}
$$

Proof. From (3.4.8) we have

$$
E\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)=P_{0}\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right) \in K
$$

Letting $A^{k}=:\left(a_{i j}^{(k)}\right)$, we have $\left\|a_{i j}^{(k)}\right\| \leq c_{13}^{k}$ for $1 \leq i, j \leq l$. By the condition (II) we see that $\left\|b_{i}\left(\Omega^{k} \boldsymbol{\alpha}\right)\right\| \leq c_{14}^{\rho^{k}}$ for $1 \leq i \leq l$ and that $\left\|e_{h}\left(\Omega^{k} \boldsymbol{\alpha}\right)\right\| \leq c_{15}^{\rho^{k}}$ for $1 \leq h \leq m$. Hence we have

$$
\left\|b_{i}^{(k)}(\boldsymbol{\alpha})\right\| \leq k l \prod_{j=0}^{k-1}\left(c_{13}^{j} c_{14}^{\rho^{j}}\right)^{l} \leq c_{16}^{\rho^{k}} \quad(1 \leq i \leq l)
$$

and

$$
\left\|e_{h}^{(k)}(\boldsymbol{\alpha})\right\| \leq \prod_{j=0}^{k-1} c_{15}^{\rho_{j}^{j}} \leq c_{17}^{\rho^{k}} \quad(1 \leq h \leq m)
$$

by (3.4.5) and (3.4.6), respectively. Therefore

$$
\left\|T_{\boldsymbol{\lambda} \mu}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right\| \leq c_{18}^{\rho^{k}}
$$

for $\boldsymbol{\lambda} \in \mathcal{L}$ and $\boldsymbol{\mu} \in \mathcal{M}$. Since the degree of each variable of $P_{0}(\boldsymbol{z} ; \boldsymbol{t}) \in \mathcal{O}_{K}[\boldsymbol{z} ; \boldsymbol{t}]$ is at most $N$, we obtain

$$
\left\|P_{0}\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)\right\| \leq c_{19}(N) c_{20}^{N \rho^{k}}
$$

This implies the proposition.
Completion of the proof of Theorem 3.2.4. By the condition (i) of Proposition 3.4.12 together with Proposition 3.4.8, there exists a positive integer $k$ greater than both $c_{2}(N)$ and $c_{11}(N)$ such that

$$
E\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right)=P_{0}\left(\Omega^{k} \boldsymbol{\alpha} ; \boldsymbol{T}\left(\boldsymbol{\tau} ; A^{k} ; \boldsymbol{b}^{(k)}(\boldsymbol{\alpha}) ; \boldsymbol{e}^{(k)}(\boldsymbol{\alpha})\right)\right) \neq 0
$$

Therefore, by Propositions 3.4.1, 3.4.13, and 3.4.14, we have

$$
-c_{3}(N+1)^{1+1 / n} \rho^{k} \geq-2[K: \mathbb{Q}] c_{12} N \rho^{k} .
$$

Hence

$$
c_{3}(N+1)^{1+1 / n} \leq 2[K: \mathbb{Q}] c_{12} N,
$$

which is a contradiction if $N$ is large.

## Chapter 4

## Proofs of Theorems 1.3.5, 1.3.7, and 1.3.12

### 4.1 Lemmas

In this section we prepare several lemmas necessary for proving Theorems 1.3.5, 1.3.7, and 1.3.12. In the proofs of these theorems, we represent the numbers in question as the values at a single algebraic point of Mahler functions satisfying a system of functional equations as in Theorem 3.2.1. In the proofs of the latter two theorems, we use Lemmas 4.1.1 and 4.1.3 below to construct such Mahler functions.

Lemma 4.1.1 (Loxton and van der Poorten [12, Lemma 3]). Let $a_{1}, \ldots, a_{r}$ be algebraic numbers with $0<\left|a_{i}\right|<1(1 \leq i \leq r)$. Then there exist multiplicatively independent algebraic numbers $\gamma_{1}, \ldots, \gamma_{s}$ with $0<\left|\gamma_{j}\right|<1(1 \leq j \leq s)$ such that

$$
\begin{equation*}
a_{i}=\zeta_{i} \prod_{j=1}^{s} \gamma_{j}^{d_{i j}} \quad(1 \leq i \leq r) \tag{4.1.1}
\end{equation*}
$$

where $\zeta_{i}(1 \leq i \leq r)$ are roots of unity and $d_{i j}(1 \leq i \leq r, 1 \leq j \leq s)$ are nonnegative integers.

Remark 4.1.2. The most important assertion of Lemma 4.1.1 is that $d_{i j}(1 \leq i \leq$ $r, 1 \leq j \leq s)$ are nonnegative. In particular, at least one of $d_{i 1}, \ldots, d_{i s}$ is positive for any $i$.

Lemma 4.1.3. Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying (1.2.2) and $N$ a positive integer. Then there exist a positive integer $p$ and a nonnegative integer $q$ such that

$$
\begin{equation*}
R_{k+p} \equiv R_{k} \quad(\bmod N) \tag{4.1.2}
\end{equation*}
$$

for any $k \geq q$.
Proof. By the pigeonhole principle, we can choose distinct integers $k_{1}$ and $k_{2}$ with $0 \leq k_{1}<k_{2} \leq N^{n}$ such that $R_{k_{1}+k} \equiv R_{k_{2}+k}(\bmod N)$ for any $k$ with $0 \leq k \leq n-1$. Letting $p:=k_{2}-k_{1}$ and $q:=k_{1}$, we obtain (4.1.2) from the recurrence formula (1.2.2).

In the rest of this thesis, let

$$
\Omega_{1}:=\left(\begin{array}{ccccc}
c_{1} & 1 & 0 & \cdots & 0  \tag{4.1.3}\\
c_{2} & 0 & 1 & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
\vdots & \vdots & & \ddots & 1 \\
c_{n} & 0 & \cdots & \cdots & 0
\end{array}\right)
$$

where $c_{1}, \ldots, c_{n}$ are the coefficients of the polynomial $\Phi(X)$ defined by (1.2.3). In order to apply Theorem 3.2.1, we need to ensure the four conditions stated in Section 3.1. In the case where $v$ is a prime number $p$, the $p$-adic analogue of Mahler's vanishing theorem (Lemma 3.1.2) implies that, if the polynomial $\Phi(X)$ satisfies the stronger Condition 1.2.1, then the matrix $\Omega_{1}$ and the point

$$
\gamma_{1}:=(\underbrace{1, \ldots, 1}_{n-1}, a),
$$

where $a$ is an algebraic number with $0<|a|_{p}<1$, satisfy the four conditions (I)$(\mathrm{IV})_{p}$. In the case where $v$ is $\infty$, Masser's vanishing theorem (Lemma 3.1.3) induces the following lemma, which ensures the four conditions (I)-(IV) $)_{\infty}$ for more general matrices and algebraic points under the weaker Condition 1.2.5 on $\Phi(X)$.

Lemma 4.1.4 (Tanaka [29, Lemma 4, Proof of Theorem 2]). Suppose that $\Phi(X)$ satisfies Condition 1.2.5. Let $\gamma_{1}, \ldots, \gamma_{s}$ be multiplicatively independent algebraic numbers with $0<\left|\gamma_{j}\right|<1(1 \leq j \leq s)$. Let $p$ be a positive integer and put

$$
\Omega_{2}:=\operatorname{diag}(\underbrace{\Omega_{1}^{p}, \ldots, \Omega_{1}^{p}}_{s}) .
$$

Then the matrix $\Omega_{2}$ and the point

$$
\gamma_{2}:=(\underbrace{1, \ldots, 1}_{n-1}, \gamma_{1}, \ldots, \underbrace{1, \ldots, 1}_{n-1}, \gamma_{s})
$$

satisfy the four conditions (I)-(IV) $)_{\infty}$ stated in Section 3.1.
Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying (1.2.2). We define a monomial

$$
\begin{equation*}
P(\boldsymbol{z}):=z_{1}^{R_{n-1}} \cdots z_{n}^{R_{0}} \tag{4.1.4}
\end{equation*}
$$

which is denoted similarly to (3.1.1) by

$$
\begin{equation*}
P(\boldsymbol{z})=\left(R_{n-1}, \ldots, R_{0}\right) \boldsymbol{z} \tag{4.1.5}
\end{equation*}
$$

It follows from (1.2.2), (3.1.1), (4.1.3), and (4.1.5) that

$$
\begin{equation*}
P\left(\Omega_{1}^{k} \boldsymbol{z}\right)=z_{1}^{R_{k+n-1}} \cdots z_{n}^{R_{k}} \quad(k \geq 0) \tag{4.1.6}
\end{equation*}
$$

In what follows, let $\bar{C}$ be an algebraically closed field of characteristic 0 . The following two lemmas are central to the proofs of the three theorems.

Lemma 4.1.5 (Tanaka [30, Theorem 1]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be a linear recurrence of nonnegative integers satisfying (1.2.2). Suppose that $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.5. Assume that $\left\{R_{k}\right\}_{k \geq 0}$ is not a geometric progression. Assume further that $f(\boldsymbol{z}) \in$ $\bar{C}\left[\left[z_{1}, \ldots, z_{n}\right]\right]$ satisfies the functional equation of the form

$$
f(\boldsymbol{z})=\alpha f\left(\Omega_{1}^{p} \boldsymbol{z}\right)+\sum_{k=q}^{p+q-1} Q_{k}\left(P\left(\Omega_{1}^{k} \boldsymbol{z}\right)\right)
$$

where $\alpha \neq 0$ is an element of $\bar{C}, p>0, q \geq 0$ are integers, and $Q_{k}(X) \in \bar{C}(X)$ $(q \leq k \leq p+q-1)$ are defined at $X=0$. Then, if $f(\boldsymbol{z}) \in \bar{C}\left(z_{1}, \ldots, z_{n}\right)$, then $f(\boldsymbol{z}) \in \bar{C}$ and $Q_{k}(X)=Q_{k}(0)(q \leq k \leq p+q-1)$.

Lemma 4.1.6 (Tanaka [30, Theorem 2]). Let $\left\{R_{k}\right\}_{k \geq 0}$ be as in Lemma 4.1.5. Suppose that $g(\boldsymbol{z})$ is a nonzero element of the quotient field of $\bar{C}\left[\left[z_{1}, \ldots, z_{n}\right]\right]$ satisfying the functional equation of the form

$$
g(\boldsymbol{z})=\left(\prod_{k=q}^{p+q-1} Q_{k}\left(P\left(\Omega_{1}^{k} \boldsymbol{z}\right)\right)\right) g\left(\Omega_{1}^{p} \boldsymbol{z}\right),
$$

where $p, q$, and $Q_{k}(X)$ are as in Lemma 4.1.5. Assume in addition that $Q_{k}(0) \neq 0$. Then, if $g(\boldsymbol{z}) \in \bar{C}\left(z_{1}, \ldots, z_{n}\right)^{\times}$, then $g(\boldsymbol{z}) \in \bar{C}^{\times}$and $Q_{k}(X)=Q_{k}(0)(q \leq k \leq$ $p+q-1)$.

In the proofs of Theorems 1.3.7 and 1.3.12, we apply Kronecker type specialization to rational functions with more variables than those treated in Lemmas 4.1.5 and 4.1.6. The following lemma ensures the non-vanishing of the denominators of those rational functions.

Lemma 4.1.7 (Nishioka [22, Lemma 4]). Let $L$ be a subfield of $\mathbb{C}$ and let

$$
f(\boldsymbol{z}) \in \mathbb{C}\left[\left[z_{1}, \ldots, z_{n}\right]\right] \cap L\left(z_{1}, \ldots, z_{n}\right)
$$

Then there exist polynomials $A(\boldsymbol{z}), B(\boldsymbol{z}) \in L\left[z_{1}, \ldots, z_{n}\right]$ such that

$$
f(\boldsymbol{z})=A(\boldsymbol{z}) / B(\boldsymbol{z}), \quad B(\mathbf{0}) \neq 0 .
$$

### 4.2 Proof of Theorem 1.3.5

Theorem 1.3.7 includes Theorem 1.3.5 in the case of complex numbers. In this section we give the proof of Theorem 1.3.5, which also provides an outline of the proof of Theorem 1.3.7.

Proof of Theorem 1.3.5. Let $L$ be any positive integer, $\alpha_{1}, \ldots, \alpha_{L}$ any nonzero distinct $L$ algebraic numbers, and $\beta_{1}, \ldots, \beta_{L}$ any distinct $L$ elements of $\mathcal{B}$. It suffices to show that the finite set

$$
\begin{align*}
& \left\{F_{m+1}^{(l)}\left(\alpha_{\lambda}\right) \mid 0 \leq l, m \leq L, 1 \leq \lambda \leq L\right\} \\
\bigcup & \left\{G\left(\beta_{\mu}\right) \mid 1 \leq \mu \leq L\right\} \\
\cup & \left\{\left.\frac{\partial^{l+m} H}{\partial x^{l} \partial y^{m}}\left(\alpha_{\lambda}, \beta_{\mu}\right) \right\rvert\, 0 \leq l, m \leq L, 1 \leq \lambda, \mu \leq L\right\} \tag{4.2.1}
\end{align*}
$$

is algebraically independent. Let $z_{1}, \ldots, z_{n}$ be variables and let $\boldsymbol{z}:=\left(z_{1}, \ldots, z_{n}\right)$. Put $\beta_{0}:=0$. We define

$$
f_{m \mu}(x ; \boldsymbol{z}):=\sum_{k=0}^{\infty} x^{k}\left(\frac{P\left(\Omega_{1}^{k} \boldsymbol{z}\right)}{1-\beta_{\mu} P\left(\Omega_{1}^{k} \boldsymbol{z}\right)}\right)^{m+1} \quad(0 \leq m \leq L, 0 \leq \mu \leq L)
$$

and

$$
g_{\mu}(\boldsymbol{z}):=\prod_{k=0}^{\infty}\left(1-\beta_{\mu} P\left(\Omega_{1}^{k} \boldsymbol{z}\right)\right) \quad(1 \leq \mu \leq L)
$$

where $\Omega_{1}$ and $P(\boldsymbol{z})$ are given by (4.1.3) and (4.1.4), respectively. Moreover, define

$$
f_{l m \lambda \mu}(\boldsymbol{z}):=\frac{\partial^{l} f_{m \mu}}{\partial x^{l}}\left(\alpha_{\lambda} ; \boldsymbol{z}\right) \quad(0 \leq l, m \leq L, 1 \leq \lambda \leq L, 0 \leq \mu \leq L)
$$

Letting

$$
\gamma_{1}:=(\underbrace{1, \ldots, 1}_{n-1}, a),
$$

we see by (4.1.6) that

$$
\begin{aligned}
& F_{m+1}^{(l)}\left(\alpha_{\lambda}\right)=f_{l m \lambda 0}\left(\gamma_{1}\right)(0 \leq l, m \leq L, 1 \leq \lambda \leq L) \\
& \frac{\partial^{l+m} H}{\partial x^{l} \partial y^{m}}\left(\alpha_{\lambda}, \beta_{\mu}\right)=m!f_{l m \lambda \mu}\left(\gamma_{1}\right) \quad(0 \leq l, m \leq L, 1 \leq \lambda, \mu \leq L)
\end{aligned}
$$

and

$$
G\left(\beta_{\mu}\right)=g_{\mu}\left(\gamma_{1}\right) \quad(1 \leq \mu \leq L)
$$

Hence the algebraic independency of the set (4.2.1) is equivalent to that of

$$
\begin{align*}
& \left\{f_{l m \lambda \mu}\left(\gamma_{1}\right) \mid 0 \leq l, m \leq L, 1 \leq \lambda \leq L, 0 \leq \mu \leq L\right\} \\
\cup & \left\{g_{\mu}\left(\gamma_{1}\right) \mid 1 \leq \mu \leq L\right\} \tag{4.2.2}
\end{align*}
$$

Here we see that

$$
f_{m \mu}(x ; \boldsymbol{z})=x f_{m \mu}\left(x ; \Omega_{1} \boldsymbol{z}\right)+\left(\frac{P(\boldsymbol{z})}{1-\beta_{\mu} P(\boldsymbol{z})}\right)^{m+1} \quad(0 \leq m \leq L, 0 \leq \mu \leq L)
$$

and thus

$$
\begin{aligned}
\frac{\partial^{l} f_{m \mu}}{\partial x^{l}}(x ; \boldsymbol{z})= & x \frac{\partial^{l} f_{m \mu}}{\partial x^{l}}\left(x ; \Omega_{1} \boldsymbol{z}\right)+l \frac{\partial^{l-1} f_{m \mu}}{\partial x^{l-1}}\left(x ; \Omega_{1} \boldsymbol{z}\right) \\
& (1 \leq l \leq L, 0 \leq m \leq L, 0 \leq \mu \leq L)
\end{aligned}
$$

Hence, for each $m, \lambda, \mu(0 \leq m \leq L, 1 \leq \lambda \leq L, 0 \leq \mu \leq L)$, the functions $f_{l m \lambda \mu}(\boldsymbol{z})$ ( $0 \leq l \leq L$ ) satisfy the functional equation

$$
\begin{equation*}
\boldsymbol{f}_{m \lambda \mu}(\boldsymbol{z})=A_{\lambda} \boldsymbol{f}_{m \lambda \mu}\left(\Omega_{1} \boldsymbol{z}\right)+\boldsymbol{b}_{m \mu}(\boldsymbol{z}), \tag{4.2.3}
\end{equation*}
$$

where

$$
\begin{aligned}
\boldsymbol{f}_{m \lambda \mu}(\boldsymbol{z}) & :={ }^{t}\left(f_{0 m \lambda \mu}(\boldsymbol{z}), f_{1 m \lambda \mu}(\boldsymbol{z}), \ldots, f_{L m \lambda \mu}(\boldsymbol{z})\right), \\
\boldsymbol{b}_{m \mu}(\boldsymbol{z}) & :={ }^{t}\left(\left(P(\boldsymbol{z}) /\left(1-\beta_{\mu} P(\boldsymbol{z})\right)\right)^{m+1}, 0, \ldots, 0\right),
\end{aligned}
$$

and

$$
A_{\lambda}:=\left(\begin{array}{ccccc}
\alpha_{\lambda} & & & & 0 \\
1 & \alpha_{\lambda} & & & \\
& 2 & \ddots & & \\
& & \ddots & \ddots & \\
0 & & & L & \alpha_{\lambda}
\end{array}\right)
$$

Moreover, for each $\mu(1 \leq \mu \leq L)$, the function $g_{\mu}(\boldsymbol{z})$ satisfies the functional equation

$$
\begin{equation*}
g_{\mu}(\boldsymbol{z})=\left(1-\beta_{\mu} P(\boldsymbol{z})\right) g_{\mu}\left(\Omega_{1} \boldsymbol{z}\right) . \tag{4.2.4}
\end{equation*}
$$

Furthermore, applying Lemmas 3.1.2 or 4.1.4, we can verify that the matrix $\Omega_{1}$ and the point $\gamma_{1}$ satisfy the four conditions (I)-(IV) $)_{v}$ stated in Section 3.1. Now we assume on the contrary that the set (4.2.2) is algebraically dependent. Noting that $\alpha_{1}, \ldots, \alpha_{\lambda}$ are distinct, we see by Theorem 3.2.1, by Remark 3.2.2, and by the functional equations (4.2.3) and (4.2.4) that at least one of the following two cases arises:
(i) There exist $\lambda \in\{1, \ldots, L\}$, algebraic numbers $c_{m \mu}(0 \leq m \leq L, 0 \leq \mu \leq L)$, not all zero, and $f(\boldsymbol{z}) \in \overline{\mathbb{Q}}[[\boldsymbol{z}]] \cap \overline{\mathbb{Q}}(\boldsymbol{z})$ such that

$$
\begin{equation*}
f(\boldsymbol{z})=\alpha_{\lambda} f\left(\Omega_{1} \boldsymbol{z}\right)+\sum_{m=0}^{L} \sum_{\mu=0}^{L} c_{m \mu}\left(\frac{P(\boldsymbol{z})}{1-\beta_{\mu} P(\boldsymbol{z})}\right)^{m+1} \tag{4.2.5}
\end{equation*}
$$

(ii) There exist integers $e_{\mu}(1 \leq \mu \leq L)$, not all zero, and $g(\boldsymbol{z}) \in \overline{\mathbb{Q}}(\boldsymbol{z})^{\times}$such that

$$
\begin{equation*}
g(\boldsymbol{z})=\left(\prod_{\mu=1}^{L}\left(1-\beta_{\mu} P(\boldsymbol{z})\right)^{e_{\mu}}\right) g\left(\Omega_{1} \boldsymbol{z}\right) . \tag{4.2.6}
\end{equation*}
$$

If the functional equation (4.2.5) is satisfied, then by Lemma 4.1.5

$$
\begin{equation*}
\sum_{m=0}^{L} \sum_{\mu=0}^{L} c_{m \mu}\left(\frac{X}{1-\beta_{\mu} X}\right)^{m+1}=0 \tag{4.2.7}
\end{equation*}
$$

holds, where $X$ is a variable. If the functional equation (4.2.6) is satisfied, then by Lemma 4.1.6

$$
\prod_{\mu=1}^{L}\left(1-\beta_{\mu} X\right)^{e_{\mu}}=1
$$

holds. Taking the logarithmic derivative of this equation and then multiplying both sides by $-X$, we get

$$
\sum_{\mu=1}^{L} \beta_{\mu} e_{\mu} \frac{X}{1-\beta_{\mu} X}=0
$$

which is a special case of (4.2.7) since $\beta_{\mu} e_{\mu}(1 \leq \mu \leq L)$ are not all zero. It is easily seen that (4.2.7) does not hold since $\beta_{\mu}(0 \leq \mu \leq L)$ are distinct and $c_{m \mu}$ ( $0 \leq j \leq t, 0 \leq m \leq M$ ) are not all zero. Therefore neither the case (i) nor (ii) arises, which is a contradiction.

### 4.3 Proof of Theorem 1.3.7

Generalizing the proof of Theorem 1.3.5, we prove Theorem 1.3.7.
Proof of Theorem 1.3.7. Let $L$ be any positive integer and $\alpha_{1}, \ldots, \alpha_{L}$ any nonzero distinct $L$ algebraic numbers. For each $i(1 \leq i \leq r)$, let $\beta_{1}^{(i)}, \ldots, \beta_{L}^{(i)}$ be any distinct $L$ elements of $\mathcal{B}_{i}$. It suffices to show that the finite set

$$
\begin{align*}
& \left\{F_{i, m+1}^{(l)}\left(\alpha_{\lambda}\right) \mid 1 \leq i \leq r, 0 \leq l, m \leq L, 1 \leq \lambda \leq L\right\} \\
\bigcup & \left\{G_{i}\left(\beta_{\mu}^{(i)}\right) \mid 1 \leq i \leq r, 1 \leq \mu \leq L\right\} \\
\bigcup & \left\{\left.\frac{\partial^{l+m} H_{i}}{\partial x^{l} \partial y^{m}}\left(\alpha_{\lambda}, \beta_{\mu}^{(i)}\right) \right\rvert\, 1 \leq i \leq r, 0 \leq l, m \leq L, 1 \leq \lambda, \mu \leq L\right\} \tag{4.3.1}
\end{align*}
$$

is algebraically independent. Let $\zeta_{i}, \gamma_{j}$, and $d_{i j}(1 \leq i \leq r, 1 \leq j \leq s)$ be as in Lemma 4.1.1. Since $a_{1}, \ldots, a_{r}$ are pairwise multiplicatively independent, we see by (4.1.1) that the $s$-tuples $\left(d_{i 1}, \ldots, d_{i s}\right)(1 \leq i \leq r)$ are pairwise non-proportional,
namely $\left(d_{i 1}: \cdots: d_{i s}\right) \neq\left(d_{j 1}: \cdots: d_{j s}\right)$ in $P^{s-1}(\mathbb{Q})$ if $1 \leq i<j \leq r$. Take a positive integer $N$ such that $\zeta_{i}^{N}=1$ for any $i(1 \leq i \leq r)$. We choose a positive integer $p$ and a nonnegative integer $q$ by Lemma 4.1.3. Let $y_{j 1}, \ldots, y_{j n}(1 \leq j \leq s)$ be variables and let $\boldsymbol{y}_{j}:=\left(y_{j 1}, \ldots, y_{j n}\right)(1 \leq j \leq s), \boldsymbol{y}:=\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{s}\right)$. Put $\beta_{0}^{(i)}:=0(1 \leq i \leq r)$. We define

$$
\begin{array}{r}
f_{i m \mu}(x ; \boldsymbol{y}):=\sum_{k=q}^{\infty} x^{k}\left(\frac{\zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}}{1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}}\right)^{m+1} \\
(1 \leq i \leq r, 0 \leq m \leq L, 0 \leq \mu \leq L)
\end{array}
$$

and

$$
g_{i \mu}(\boldsymbol{y}):=\prod_{k=q}^{\infty}\left(1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}\right) \quad(1 \leq i \leq r, 1 \leq \mu \leq L)
$$

where $\Omega_{1}$ and $P(\boldsymbol{z})$ are given by (4.1.3) and (4.1.4), respectively. Moreover, define

$$
f_{i l m \lambda \mu}(\boldsymbol{y}):=\frac{\partial^{l} f_{i m \mu}}{\partial x^{l}}\left(\alpha_{\lambda} ; \boldsymbol{y}\right) \quad(1 \leq i \leq r, 0 \leq l, m \leq L, 1 \leq \lambda \leq L, 0 \leq \mu \leq L) .
$$

Letting

$$
\gamma_{2}:=(\underbrace{1, \ldots, 1}_{n-1}, \gamma_{1}, \ldots, \underbrace{1, \ldots, 1}_{n-1}, \gamma_{s})
$$

we see by (4.1.1) and (4.1.6) that

$$
\begin{aligned}
F_{i, m+1}^{(l)}\left(\alpha_{\lambda}\right)-f_{i l m \lambda 0}\left(\gamma_{2}\right) & \in \overline{\mathbb{Q}} \quad(1 \leq i \leq r, 0 \leq l, m \leq L, 1 \leq \lambda \leq L) \\
\frac{\partial^{l+m} H_{i}}{\partial x^{l} \partial y^{m}}\left(\alpha_{\lambda}, \beta_{\mu}^{(i)}\right)-m!f_{i l m \lambda \mu}\left(\gamma_{2}\right) & \in \overline{\mathbb{Q}} \quad(1 \leq i \leq r, 0 \leq l, m \leq L, 1 \leq \lambda, \mu \leq L)
\end{aligned}
$$

and

$$
G_{i}\left(\beta_{\mu}^{(i)}\right) / g_{i \mu}\left(\gamma_{2}\right) \in \overline{\mathbb{Q}}^{\times} \quad(1 \leq i \leq r, 1 \leq \mu \leq L) .
$$

Hence the algebraic independency of the set (4.3.1) is equivalent to that of

$$
\begin{align*}
& \left\{f_{i l m \lambda \mu}\left(\gamma_{2}\right) \mid 1 \leq i \leq r, 0 \leq l, m \leq L, 1 \leq \lambda \leq L, 0 \leq \mu \leq L\right\} \\
\cup & \left\{g_{i \mu}\left(\gamma_{2}\right) \mid 1 \leq i \leq r, 1 \leq \mu \leq L\right\} . \tag{4.3.2}
\end{align*}
$$

Let

$$
\Omega_{2}:=\operatorname{diag}(\underbrace{\Omega_{1}^{p}, \ldots, \Omega_{1}^{p}}_{s}) .
$$

Noting that $\Omega_{2} \boldsymbol{y}=\left(\Omega_{1}^{p} \boldsymbol{y}_{1}, \ldots, \Omega_{1}^{p} \boldsymbol{y}_{s}\right)$, we have

$$
f_{i m \mu}(x ; \boldsymbol{y})=x^{p} f_{i m \mu}\left(x ; \Omega_{2} \boldsymbol{y}\right)+b_{i m \mu}(x ; \boldsymbol{y}) \quad(1 \leq i \leq r, 0 \leq m \leq L, 0 \leq \mu \leq L)
$$

by (4.1.2), where

$$
\begin{aligned}
b_{i m \mu}(x ; \boldsymbol{y}):= & \sum_{k=q}^{p+q-1} x^{k}\left(\frac{\zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}}{1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}}\right)^{m+1} \\
& (1 \leq i \leq r, 0 \leq m \leq L, 0 \leq \mu \leq L) .
\end{aligned}
$$

Hence, for each $i, m, \lambda, \mu(1 \leq i \leq r, 0 \leq m \leq L, 1 \leq \lambda \leq L, 0 \leq \mu \leq L)$, the functions $f_{i l m \lambda \mu}(\boldsymbol{y})(0 \leq l \leq L)$ satisfy the functional equation

$$
\begin{equation*}
\boldsymbol{f}_{i m \lambda \mu}(\boldsymbol{y})=A_{\lambda} \boldsymbol{f}_{i m \lambda \mu}\left(\Omega_{2} \boldsymbol{y}\right)+\boldsymbol{b}_{i m \lambda \mu}(\boldsymbol{y}), \tag{4.3.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& \boldsymbol{f}_{i m \lambda \mu}(\boldsymbol{y}):={ }^{t}\left(f_{i 0 m \lambda \mu}(\boldsymbol{y}), f_{i 1 m \lambda \mu}(\boldsymbol{y}), \ldots, f_{i L m \lambda \mu}(\boldsymbol{y})\right), \\
& \boldsymbol{b}_{i m \lambda \mu}(\boldsymbol{y}):={ }^{t}\left(b_{i m \mu}\left(\alpha_{\lambda} ; \boldsymbol{y}\right), \frac{\partial b_{i m \mu}}{\partial x}\left(\alpha_{\lambda} ; \boldsymbol{y}\right), \ldots, \frac{\partial^{L} b_{i m \mu}}{\partial x^{L}}\left(\alpha_{\lambda} ; \boldsymbol{y}\right)\right),
\end{aligned}
$$

and

$$
A_{\lambda}:=\left(\begin{array}{ccccc}
\alpha_{\lambda}^{p} & & & & 0 \\
p \alpha_{\lambda}^{p-1} & \alpha_{\lambda}^{p} & & & \\
& 2 p \alpha_{\lambda}^{p-1} & \ddots & & \\
& & \ddots & \ddots & \\
* & & & L p \alpha_{\lambda}^{p-1} & \alpha_{\lambda}^{p}
\end{array}\right) .
$$

Moreover, for each $i, \mu(1 \leq i \leq r, 1 \leq \mu \leq L)$, the function $g_{i \mu}(\boldsymbol{y})$ satisfies the functional equation

$$
\begin{equation*}
g_{i \mu}(\boldsymbol{y})=\left(\prod_{k=q}^{p+q-1}\left(1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}\right)\right) g_{i \mu}\left(\Omega_{2} \boldsymbol{y}\right) \tag{4.3.4}
\end{equation*}
$$

by (4.1.2). Now we assume on the contrary that the set (4.3.2) is algebraically dependent. Then by Theorem 3.2.1, Remark 3.2.2, Lemma 4.1.4, and the functional equations (4.3.3) and (4.3.4), at least one of the following two cases arises:
(i) There exist a non-empty subset $\left\{\lambda_{1}, \ldots, \lambda_{\nu}\right\}$ of $\{1, \ldots, L\}$, algebraic numbers $c_{i m \mu \sigma}(1 \leq i \leq r, 0 \leq m \leq L, 0 \leq \mu \leq L, 1 \leq \sigma \leq \nu)$, not all zero, and $f(\boldsymbol{y}) \in \overline{\mathbb{Q}}[[\boldsymbol{y}]] \cap \overline{\mathbb{Q}}(\boldsymbol{y})$ such that

$$
\begin{equation*}
\alpha_{\lambda_{1}}^{p}=\cdots=\alpha_{\lambda_{\nu}}^{p} \tag{4.3.5}
\end{equation*}
$$

and

$$
f(\boldsymbol{y})=\alpha_{\lambda_{1}}^{p} f\left(\Omega_{2} \boldsymbol{y}\right)+\sum_{i, m, \mu, \sigma} c_{i m \mu \sigma} b_{i m \mu}\left(\alpha_{\lambda_{\sigma}} ; \boldsymbol{y}\right) .
$$

(ii) There exist integers $e_{i \mu}(1 \leq i \leq r, 1 \leq \mu \leq L)$, not all zero, and $g(\boldsymbol{y}) \in \overline{\mathbb{Q}}(\boldsymbol{y})^{\times}$ such that

$$
\begin{equation*}
g(\boldsymbol{y})=\left(\prod_{k=q}^{p+q-1} \prod_{i, \mu}\left(1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}\right)^{e_{i \mu}}\right) g\left(\Omega_{2} \boldsymbol{y}\right) . \tag{4.3.6}
\end{equation*}
$$

Suppose first that the case (i) arises. By (4.3.5) we have $\nu \leq p$ since $\alpha_{1}, \ldots, \alpha_{L}$ are distinct. Changing the indices $\lambda(1 \leq \lambda \leq L)$ if necessary, we may assume that $\lambda_{\sigma}=\sigma(1 \leq \sigma \leq \nu)$. Then $f(\boldsymbol{y})$ satisfies the functional equation

$$
\begin{equation*}
f(\boldsymbol{y})=\alpha_{1}^{p} f\left(\Omega_{2} \boldsymbol{y}\right)+\sum_{k=q}^{p+q-1} \sum_{i, m, \mu, \sigma} c_{i m \mu \sigma} \alpha_{\sigma}^{k}\left(\frac{\zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}}{1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}}\right)^{m+1} \tag{4.3.7}
\end{equation*}
$$

Let $M$ be any positive integer and let

$$
\boldsymbol{y}_{j}=\left(y_{j 1}, \ldots, y_{j n}\right)=\left(z_{1}^{M^{j}}, \ldots, z_{n}^{M^{j}}\right) \quad(1 \leq j \leq s)
$$

Note that, by Lemma 4.1.7, the denominator of

$$
f^{*}(\boldsymbol{z}):=f\left(z_{1}^{M}, \ldots, z_{n}^{M}, \ldots, z_{1}^{M^{s}}, \ldots, z_{n}^{M^{s}}\right)
$$

does not vanish and so $f^{*}(\boldsymbol{z}) \in \overline{\mathbb{Q}}[[\boldsymbol{z}]] \cap \overline{\mathbb{Q}}(\boldsymbol{z})$. Then the functional equation (4.3.7) is specialized to

$$
f^{*}(\boldsymbol{z})=\alpha_{1}^{p} f^{*}\left(\Omega_{1}^{p} \boldsymbol{z}\right)+\sum_{k=q}^{p+q-1} \sum_{i, m, \mu, \sigma} c_{i m \mu \sigma} \alpha_{\sigma}^{k}\left(\frac{\zeta_{i}^{R_{k}} P\left(\Omega_{1}^{k} \boldsymbol{z}\right)^{D_{i}}}{1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{k}} P\left(\Omega_{1}^{k} \boldsymbol{z}\right)^{D_{i}}}\right)^{m+1}
$$

where $D_{i}:=\sum_{j=1}^{s} d_{i j} M^{j}>0(1 \leq i \leq r)$. Hence, by Lemma 4.1.5, we see that

$$
\begin{equation*}
\sum_{i, m, \mu, \sigma} c_{i m \mu \sigma} \alpha_{\sigma}^{k}\left(\frac{\zeta_{i}^{R_{k}} X^{D_{i}}}{1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{k}} X^{D_{i}}}\right)^{m+1}=0 \tag{4.3.8}
\end{equation*}
$$

for any $k(q \leq k \leq p+q-1)$. For each $k(q \leq k \leq p+q-1)$, we define

$$
Q_{k}(\boldsymbol{X}):=\sum_{i, m, \mu, \sigma} c_{i m \mu \sigma} \alpha_{\sigma}^{k}\left(\frac{\zeta_{i}^{R_{k}} \boldsymbol{X}^{\boldsymbol{d}_{i}}}{1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{k}} \boldsymbol{X}^{\boldsymbol{d}_{i}}}\right)^{m+1} \in \overline{\mathbb{Q}}\left(X_{1}, \ldots, X_{s}\right)
$$

where $\boldsymbol{X}^{\boldsymbol{d}_{i}}:=X_{1}^{d_{i 1}} \cdots X_{s}^{d_{i s}}(1 \leq i \leq r)$. Then the left-hand side of (4.3.8) is equal to $Q_{k}\left(X^{M}, \ldots, X^{M^{s}}\right)$. We assert that $Q_{k}(\boldsymbol{X})=0$ for any $k(q \leq k \leq p+$ $q-1)$. Indeed, if $Q_{k^{\prime}}(\boldsymbol{X}) \neq 0$ for some $k^{\prime}$, then there exist nonzero polynomials $A(\boldsymbol{X}), B(\boldsymbol{X}) \in \overline{\mathbb{Q}}\left[X_{1}, \ldots, X_{s}\right]$ with $B(\mathbf{0})=1$ such that $Q_{k^{\prime}}(\boldsymbol{X})=A(\boldsymbol{X}) / B(\boldsymbol{X})$. We take $M$ so large that $M>\max _{1 \leq j \leq s} \operatorname{deg}_{X_{j}} A(\boldsymbol{X})$. Then, by the uniqueness of the $M$-ary expression for nonnegative integers, we see that $A\left(X^{M}, \ldots, X^{M^{s}}\right) \neq 0$. Hence $Q_{k^{\prime}}\left(X^{M}, \ldots, X^{M^{s}}\right) \neq 0$, which contradicts (4.3.8), and so the assertion is proved. For each $i(1 \leq i \leq r)$ and $k(q \leq k \leq p+q-1)$, define

$$
Q_{i k}(Y):=\sum_{m, \mu, \sigma} c_{i m \mu \sigma} \alpha_{\sigma}^{k}\left(\frac{Y}{1-\beta_{\mu}^{(i)} Y}\right)^{m+1}
$$

Then $Q_{i k}(Y) \in Y \overline{\mathbb{Q}}[[Y]](1 \leq i \leq r, q \leq k \leq p+q-1)$ and

$$
Q_{k}(\boldsymbol{X})=\sum_{i=1}^{r} Q_{i k}\left(\zeta_{i}^{R_{k}} \boldsymbol{X}^{\boldsymbol{d}_{i}}\right)=0 \quad(q \leq k \leq p+q-1)
$$

Since $\boldsymbol{d}_{i}=\left(d_{i 1}, \ldots, d_{i s}\right)(1 \leq i \leq r)$ are pairwise non-proportional, we see that $Q_{i k}\left(\zeta_{i}^{R_{k}} \boldsymbol{X}^{\boldsymbol{d}_{i}}\right)=0$ and hence

$$
Q_{i k}(Y)=\sum_{m=0}^{L} \sum_{\mu=0}^{L}\left(\sum_{\sigma=1}^{\nu} c_{i m \mu \sigma} \alpha_{\sigma}^{k}\right)\left(\frac{Y}{1-\beta_{\mu}^{(i)} Y}\right)^{m+1}=0
$$

for any $i, k(1 \leq i \leq r, q \leq k \leq p+q-1)$. Noting that $\beta_{\mu}^{(i)}(0 \leq \mu \leq L)$ are distinct for each $i(1 \leq i \leq r)$, we obtain

$$
\sum_{\sigma=1}^{\nu} c_{i m \mu \sigma} \alpha_{\sigma}^{k}=0 \quad(q \leq k \leq p+q-1)
$$

for any $i, m, \mu(1 \leq i \leq r, 0 \leq m \leq L, 0 \leq \mu \leq L)$. Since $\nu \leq p$ and since $\alpha_{\sigma}(1 \leq \sigma \leq \nu)$ are distinct and nonzero, by the non-vanishing of Vandermonde determinant, we see that $c_{i m \mu \sigma}=0$ for any $i, m, \mu, \sigma(1 \leq i \leq r, 0 \leq m \leq L, 0 \leq$ $\mu \leq L, 1 \leq \sigma \leq \nu)$, which is a contradiction.

Suppose next that the case (ii) arises. By Lemma 3.4.4 and by the functional equations (4.3.4) and (4.3.6), we see that $g(\boldsymbol{y}) / \prod_{i, \mu} g_{i \mu}(\boldsymbol{y})^{e_{i \mu}} \in \overline{\mathbb{Q}}^{\times}$. Then $g(\boldsymbol{y}), g(\boldsymbol{y})^{-1} \in \overline{\mathbb{Q}}[[\boldsymbol{y}]]$ and hence, by Lemma 4.1.7,

$$
g^{*}(\boldsymbol{z}):=g\left(z_{1}^{M}, \ldots, z_{n}^{M}, \ldots, z_{1}^{M^{s}}, \ldots, z_{n}^{M^{s}}\right) \in \overline{\mathbb{Q}}(\boldsymbol{z})^{\times}
$$

for any positive integer $M$. Letting $\boldsymbol{y}_{j}=\left(y_{j 1}, \ldots, y_{j n}\right)=\left(z_{1}^{M^{j}}, \ldots, z_{n}^{M^{j}}\right)(1 \leq j \leq s)$ in (4.3.6), we have

$$
g^{*}(\boldsymbol{z})=\left(\prod_{k=q}^{p+q-1} \prod_{i, \mu}\left(1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{k}} P\left(\Omega_{1}^{k} \boldsymbol{z}\right)^{D_{i}}\right)^{e_{i \mu}}\right) g^{*}\left(\Omega_{1}^{p} \boldsymbol{z}\right)
$$

where $D_{i}(1 \leq i \leq r)$ are the positive integers as in the case (i) above. Hence, by Lemma 4.1.6, we see in particular that

$$
\prod_{i, \mu}\left(1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{q}} X^{D_{i}}\right)^{e_{i \mu}}=1
$$

Taking the logarithmic derivative of this equation and then multiplying both sides by $-X$, we get

$$
\sum_{i, \mu} e_{i \mu} \frac{D_{i} \beta_{\mu}^{(i)} \zeta_{i}^{R_{q}} X^{D_{i}}}{1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{q}} X^{D_{i}}}=0
$$

Let

$$
R(\boldsymbol{X}):=\sum_{i, \mu} e_{i \mu} \frac{D_{i} \beta_{\mu}^{(i)} \zeta_{i}^{R_{q}} \boldsymbol{X}^{\boldsymbol{d}_{i}}}{1-\beta_{\mu}^{(i)} \zeta_{i}^{R_{q}} \boldsymbol{X}^{\boldsymbol{d}_{i}}} \in \overline{\mathbb{Q}}\left(X_{1}, \ldots, X_{s}\right)
$$

Although $D_{i}(1 \leq i \leq r)$ depend on $M$, the maximum of the partial degrees of the numerator of $R(\boldsymbol{X})$ is bounded by a constant independent of $M$. Hence, similarly to the case (i), we see that $R(\boldsymbol{X})=0$ for any sufficiently large $M$. Using the fact that $\boldsymbol{d}_{i}(1 \leq i \leq r)$ are pairwise non-proportional for any $i, j$ with $1 \leq i<j \leq r$, we obtain

$$
\sum_{\mu=1}^{L} e_{i \mu} \frac{D_{i} \beta_{\mu}^{(i)} Y}{1-\beta_{\mu}^{(i)} Y}=0
$$

for any $i(1 \leq i \leq r)$. Since $\beta_{\mu}^{(i)}(1 \leq \mu \leq L)$ are distinct and nonzero for each $i$ $(1 \leq i \leq r)$, we see that $e_{i \mu}=0$ for any $i, \mu(1 \leq i \leq r, 1 \leq \mu \leq L)$, which is a contradiction. This completes the proof of Theorem 1.3.7.

### 4.4 Proof of Theorem 1.3.12

Proof of Theorem 1.3.12. Let $L$ be any positive integer and $\alpha_{1}, \ldots, \alpha_{L}$ any nonzero distinct $L$ algebraic numbers. It suffices to show that the finite set

$$
\begin{align*}
& \left\{F_{i, m_{0}}^{(l)}\left(\alpha_{\lambda}\right) \mid 1 \leq i \leq r, 0 \leq l \leq L, 1 \leq \lambda \leq L\right\} \\
\bigcup & \left\{G_{i}\left(\beta_{i}\right) \mid 1 \leq i \leq r\right\} \\
\cup & \left\{\left.\frac{\partial^{l+m} H_{i}}{\partial x^{l} \partial y^{m}}\left(\alpha_{\lambda}, \beta_{i}^{\prime}\right) \right\rvert\, 1 \leq i \leq r, 0 \leq l, m \leq L, 1 \leq \lambda \leq L\right\} \tag{4.4.1}
\end{align*}
$$

is algebraically independent. Let $\zeta_{i}, \gamma_{j}$, and $d_{i j}(1 \leq i \leq r, 1 \leq j \leq s)$ be as in Lemma 4.1.1. Then the $s$-tuples $\left(d_{i 1}, \ldots, d_{i s}\right)(1 \leq i \leq r)$ are distinct since none of $a_{i} / a_{j}(1 \leq i<j \leq r)$ is a root of unity. In what follows, let $N, p, q, P(\boldsymbol{z}), \Omega_{1}, \Omega_{2}$, and $\gamma_{2}$ be as in the proof of Theorem 1.3.7. Define

$$
\begin{aligned}
f_{i}(x ; \boldsymbol{y}) & :=\sum_{k=q}^{\infty} x^{k}\left(\zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}\right)^{m_{0}}(1 \leq i \leq r), \\
h_{i m}(x ; \boldsymbol{y}) & :=\sum_{k=q}^{\infty} x^{k}\left(\frac{\zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}}{1-\beta_{i}^{\prime} \zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}}\right)^{m+1} \quad(1 \leq i \leq r, 0 \leq m \leq L),
\end{aligned}
$$

and

$$
g_{i}(\boldsymbol{y}):=\prod_{k=q}^{\infty}\left(1-\beta_{i} \zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}\right) \quad(1 \leq i \leq r)
$$

Then the algebraic independency of the set (4.4.1) is equivalent to that of

$$
\begin{aligned}
& \quad\left\{\left.\frac{\partial^{l} f_{i}}{\partial x^{l}}\left(\alpha_{\lambda} ; \gamma_{2}\right) \right\rvert\, 1 \leq i \leq r, 0 \leq l \leq L, 1 \leq \lambda \leq L\right\} \\
& \cup\left\{\left.\frac{\partial^{l} h_{i m}}{\partial x^{l}}\left(\alpha_{\lambda} ; \gamma_{2}\right) \right\rvert\, 1 \leq i \leq r, 0 \leq l, m \leq L, 1 \leq \lambda \leq L\right\} \\
& \cup\left\{g_{i}\left(\gamma_{2}\right) \mid 1 \leq i \leq r\right\}
\end{aligned}
$$

Assume on the contrary that this set is algebraically dependent. Similarly to the proof of Theorem 1.3.7, changing the indices $\lambda(1 \leq \lambda \leq L)$ if necessary, we see by Theorem 3.2.1, by Remark 3.2.2, and by Lemma 4.1.4 that at least one of the following two cases arises:
(i) There exist a positive integer $\nu$ with $\nu \leq L$, algebraic numbers $b_{i \sigma}(1 \leq i \leq$ $r, 1 \leq \sigma \leq \nu), c_{i m \sigma}(1 \leq i \leq r, 0 \leq m \leq L, 1 \leq \sigma \leq \nu)$, not all zero, and $f(\boldsymbol{y}) \in \overline{\mathbb{Q}}[[\boldsymbol{y}]] \cap \overline{\mathbb{Q}}(\boldsymbol{y})$ such that

$$
\alpha_{1}^{p}=\cdots=\alpha_{\nu}^{p}
$$

and

$$
\begin{align*}
f(\boldsymbol{y})= & \alpha_{1}^{p} f\left(\Omega_{2} \boldsymbol{y}\right)+\sum_{k=q}^{p+q-1} \sum_{i, \sigma} b_{i \sigma} \alpha_{\sigma}^{k}\left(\zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}\right)^{m_{0}} \\
& +\sum_{k=q}^{p+q-1} \sum_{i, m, \sigma} c_{i m \sigma} \alpha_{\sigma}^{k}\left(\frac{\zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}}{1-\beta_{i}^{\prime} \zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}}\right)^{m+1} . \tag{4.4.2}
\end{align*}
$$

(ii) There exist integers $e_{i}(1 \leq i \leq r)$, not all zero, and $g(\boldsymbol{y}) \in \overline{\mathbb{Q}}(\boldsymbol{y})^{\times}$such that

$$
\begin{equation*}
g(\boldsymbol{y})=\left(\prod_{k=q}^{p+q-1} \prod_{i=1}^{r}\left(1-\beta_{i} \zeta_{i}^{R_{k}} \prod_{j=1}^{s} P\left(\Omega_{1}^{k} \boldsymbol{y}_{j}\right)^{d_{i j}}\right)^{e_{i}}\right) g\left(\Omega_{2} \boldsymbol{y}\right) . \tag{4.4.3}
\end{equation*}
$$

Let $M$ be a positive integer and let

$$
\boldsymbol{y}_{j}=\left(y_{j 1}, \ldots, y_{j n}\right)=\left(z_{1}^{M^{j}}, \ldots, z_{n}^{M^{j}}\right) \quad(1 \leq j \leq s) .
$$

Since $\left(d_{i 1}, \ldots, d_{i s}\right)(1 \leq i \leq r)$ are distinct, we can take $M$ so large that the following two properties are both satisfied:
(A) $D_{i}:=\sum_{j=1}^{s} d_{i j} M^{j}(1 \leq i \leq r)$ are distinct positive integers.
(B) $D_{i} \geq m_{0}(1 \leq i \leq r)$ and $D_{1} \cdots D_{r} \geq L$.

Then by (4.4.2), (4.4.3), Lemmas 3.4.4 and 4.1.7, at least one of the following two conditions holds:
(i) $f^{*}(\boldsymbol{z}):=f\left(z_{1}^{M}, \ldots, z_{n}^{M}, \ldots, z_{1}^{M^{s}}, \ldots, z_{n}^{M^{s}}\right) \in \overline{\mathbb{Q}}[[\boldsymbol{z}]] \cap \overline{\mathbb{Q}}(\boldsymbol{z})$ satisfies

$$
\begin{aligned}
f^{*}(\boldsymbol{z})= & \alpha_{1}^{p} f^{*}\left(\Omega_{1}^{p} \boldsymbol{z}\right)+\sum_{k=q}^{p+q-1} \sum_{i, \sigma} b_{i \sigma} \alpha_{\sigma}^{k}\left(\zeta_{i}^{R_{k}} P\left(\Omega_{1}^{k} \boldsymbol{z}\right)^{D_{i}}\right)^{m_{0}} \\
& +\sum_{k=q}^{p+q-1} \sum_{i, m, \sigma} c_{i m \sigma} \alpha_{\sigma}^{k}\left(\frac{\zeta_{i}^{R_{k}} P\left(\Omega_{1}^{k} \boldsymbol{z}\right)^{D_{i}}}{1-\beta_{i}^{\prime} \zeta_{i}^{R_{k}} P\left(\Omega_{1}^{k} \boldsymbol{z}\right)^{D_{i}}}\right)^{m+1} .
\end{aligned}
$$

(ii) $g^{*}(\boldsymbol{z}):=g\left(z_{1}^{M}, \ldots, z_{n}^{M}, \ldots, z_{1}^{M^{s}}, \ldots, z_{n}^{M^{s}}\right) \in \overline{\mathbb{Q}}(\boldsymbol{z})^{\times}$satisfies

$$
g^{*}(\boldsymbol{z})=\left(\prod_{k=q}^{p+q-1} \prod_{i=1}^{r}\left(1-\beta_{i} \zeta_{i}^{R_{k}} P\left(\Omega_{1}^{k} \boldsymbol{z}\right)^{D_{i}}\right)^{e_{i}}\right) g^{*}\left(\Omega_{1}^{p} \boldsymbol{z}\right) .
$$

Hence by Lemmas 4.1.5 and 4.1.6, at least one of the following two properties is satisfied:
(i) For any $k(q \leq k \leq p+q-1)$,

$$
\begin{align*}
& \sum_{i=1}^{r}\left(B_{i}(k)\left(\zeta_{i}^{R_{k}} X^{D_{i}}\right)^{m_{0}}+\sum_{m=0}^{L} C_{i m}(k)\left(\frac{\zeta_{i}^{R_{k}} X^{D_{i}}}{1-\beta_{i}^{\prime} \zeta_{i}^{R_{k}} X^{D_{i}}}\right)^{m+1}\right) \\
= & \sum_{i=1}^{r}\left(B_{i}(k)\left(\zeta_{i}^{R_{k}} X^{D_{i}}\right)^{m_{0}}+\sum_{m=0}^{L} C_{i m}(k) \sum_{h=0}^{\infty}\binom{h+m}{m} \beta_{i}^{\prime h}\left(\zeta_{i}^{R_{k}} X^{D_{i}}\right)^{h+m+1}\right) \\
= & \sum_{i=1}^{r}\left(B_{i}(k)\left(\zeta_{i}^{R_{k}} X^{D_{i}}\right)^{m_{0}}+\sum_{h^{\prime}=0}^{\infty}\left(\sum_{m=0}^{\min \left\{L, h^{\prime}\right\}} C_{i m}(k)\binom{h^{\prime}}{m} \beta_{i}^{\prime h^{\prime}-m}\right)\left(\zeta_{i}^{R_{k}} X^{D_{i}}\right)^{h^{\prime}+1}\right) \\
= & 0 \tag{4.4.4}
\end{align*}
$$

where $B_{i}(k):=\sum_{\sigma=1}^{\nu} b_{i \sigma} \alpha_{\sigma}^{k}(1 \leq i \leq r)$ and $C_{i m}(k):=\sum_{\sigma=1}^{\nu} c_{i m \sigma} \alpha_{\sigma}^{k}(1 \leq i \leq$ $r, 0 \leq m \leq L$ ).
(ii) For any $k(q \leq k \leq p+q-1)$,

$$
\begin{equation*}
\prod_{i=1}^{r}\left(1-\beta_{i} \zeta_{i}^{R_{k}} X^{D_{i}}\right)^{e_{i}}=1 \tag{4.4.5}
\end{equation*}
$$

Suppose first that (i) is satisfied. We show that $C_{i m}(k)=0$ for any $i(1 \leq i \leq r)$, $m(0 \leq m \leq L)$, and $k(q \leq k \leq p+q-1)$. Assume on the contrary that $C_{i m}\left(k^{\prime}\right)$
$(1 \leq i \leq r, 0 \leq m \leq L)$ are not all zero for some $k^{\prime}$. Let

$$
S:=\left\{i \in\{1, \ldots, r\} \mid C_{i m}\left(k^{\prime}\right)(0 \leq m \leq L) \text { are not all zero }\right\}
$$

and let $i^{\prime} \in S$ be the index such that $D_{i^{\prime}}<D_{i}$ for any $i \in S \backslash\left\{i^{\prime}\right\}$. Note that $C_{i^{\prime} m}\left(k^{\prime}\right)(0 \leq m \leq L)$ are determined independently of $M$. Hence, replacing $M$ if necessary, we may assume that the following property (C) is satisfied in addition to the properties (A) and (B) above.
(C) $\sum_{m=0}^{L} C_{i^{\prime} m}\left(k^{\prime}\right)\binom{D_{1} \cdots D_{r}}{m} \beta_{i^{\prime}}^{\prime D_{1} \cdots D_{r}-m} \neq 0$.

Indeed, let $m^{\prime}$ be the maximum of $m \in\{0, \ldots, L\}$ such that $C_{i^{\prime} m}\left(k^{\prime}\right) \neq 0$. Since

$$
\binom{x}{m}=\frac{x^{m}}{m!}+o\left(x^{m}\right) \quad(\mathbb{Z} \ni x \rightarrow \infty)
$$

for each $m \in\left\{0, \ldots, m^{\prime}\right\}$, we see that

$$
\begin{aligned}
\sum_{m=0}^{L} C_{i^{\prime} m}\left(k^{\prime}\right)\binom{x}{m} \beta_{i^{\prime}}^{\prime x-m} & =C_{i^{\prime} m^{\prime}}\left(k^{\prime}\right)\binom{x}{m^{\prime}} \beta_{i^{\prime}}^{\prime x-m^{\prime}}+\sum_{m=0}^{m^{\prime}-1} C_{i^{\prime} m}\left(k^{\prime}\right)\binom{x}{m} \beta_{i^{\prime}}^{\prime x-m} \\
& =\frac{C_{i^{\prime} m^{\prime}}\left(k^{\prime}\right)}{m^{\prime}!\beta_{i^{\prime}}^{\prime m^{\prime}}} x^{m^{\prime}} \beta_{i^{\prime}}^{\prime x}+o\left(x^{m^{\prime}} \beta_{i^{\prime}}^{\prime x}\right) \quad(\mathbb{Z} \ni x \rightarrow \infty)
\end{aligned}
$$

Thus the property (C) is satisfied if $M$ is sufficiently large. Noting the fact that $\left(D_{1} \cdots D_{r}+1\right) D_{i^{\prime}}$ is not divided by any $D_{i}$ with $i \in S \backslash\left\{i^{\prime}\right\}$, we see by the properties (B) and (C) that the term

$$
\left(\sum_{m=0}^{L} C_{i^{\prime} m}\left(k^{\prime}\right)\binom{D_{1} \cdots D_{r}}{m} \beta_{i^{\prime}}^{\prime D_{1} \cdots D_{r}-m}\right)\left(\zeta_{i^{\prime}}^{R_{k^{\prime}}} X^{D_{i^{\prime}}}\right)^{D_{1} \cdots D_{r}+1}
$$

does not cancel in (4.4.4), which is a contradiction. Hence $C_{i m}(k)=0(1 \leq i \leq$ $r, 0 \leq m \leq L, q \leq k \leq p+q-1)$. Then, since $D_{1}, \ldots, D_{r}$ are distinct by the property (A), we have $B_{i}(k)=0(1 \leq i \leq r, q \leq k \leq p+q-1)$ by (4.4.4). Therefore, noting that $\nu \leq p$, we see that $b_{i \sigma}=0(1 \leq i \leq r, 1 \leq \sigma \leq \nu)$ and $c_{i m \sigma}=0(1 \leq i \leq r, 0 \leq m \leq L, 1 \leq \sigma \leq \nu)$, which is also a contradiction.

Next suppose that (ii) is satisfied. Taking the logarithmic derivative of (4.4.5) and then multiplying both sides by $-X$, we see in particular that

$$
\sum_{i=1}^{r} e_{i} \frac{D_{i} \beta_{i} \zeta_{i}^{R_{q}} X^{D_{i}}}{1-\beta_{i} \zeta_{i}^{R_{q}} X^{D_{i}}}=0
$$

This is a contradiction since $\operatorname{ord}_{X=0} D_{i} \beta_{i} \zeta_{i}^{R_{q}} X^{D_{i}} /\left(1-\beta_{i} \zeta_{i}^{R_{q}} X^{D_{i}}\right)=D_{i}(1 \leq i \leq r)$, and the theorem is proved.

## Appendix A

## Further examples of linear recurrences satisfying Conditions 1.2.1 and 1.2.5

In order to obtain a wealth of examples of the results stated in Section 1.3, it is important to explicitly construct linear recurrences which satisfy Conditions 1.2.1 or 1.2.5. In this section we show the existence of linear recurrences satisfying Condition 1.2.1, and thus Condition 1.2.5 (cf. Tanaka [29, Remark 1]), for any large length $n$ of the recurrence formula (1.2.2). For this purpose, the following result of Tamura gives an answer.

Proposition A. 1 (Tamura [27, Lemma 10]). Let $n \geq 2$ and $a_{1} \geq \cdots \geq a_{n-1}$ be positive integers. Then the polynomial $f(X):=X^{n}-a_{1} X^{n-1}-\cdots-a_{n-1} X-1$ is the minimal polynomial of a Pisot number $\alpha$ with $a_{1}<\alpha<a_{1}+1$, i.e.,
(i) $f(X)$ is irreducible over $\mathbb{Q}$,
(ii) there exists only one real root $\alpha$ of $f(X)$ with $\alpha>1$,
(iii) $|\beta|<1$ for every algebraic conjugate $\beta(\neq \alpha)$ of $\alpha$.

Example A.2. For any integer $n \geq 2$, we consider the linear recurrence $\left\{R_{k}\right\}_{k \geq 0}$ of nonnegative integers satisfying

$$
R_{k+n}=a_{1} R_{k+n-1}+\cdots+a_{n-1} R_{k+1}+R_{k} \quad(k \geq 0)
$$

where $a_{1}, \ldots, a_{n-1}$ are as in Proposition A.1. The associated polynomial defined by (1.2.3) is $\Phi(X)=X^{n}-a_{1} X^{n-1}-\cdots-a_{n-1} X-1$. Then $\Phi(X)$ is irreducible over $\mathbb{Q}$ and there exists an ordering of the roots $\rho_{1}, \ldots, \rho_{n}$ of $\Phi(X)$ such that $\rho_{1}>$ $1>\max \left\{\left|\rho_{2}\right|, \ldots,\left|\rho_{n}\right|\right\}$ by Proposition A.1. Hence the linear recurrence $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.1.

The roots $\rho_{1}, \ldots, \rho_{n}$ of the polynomial $\Phi(X)=X^{n}-a_{1} X^{n-1}-\cdots-a_{n-1} X-1$ in Example A. 2 are multiplicatively dependent, since $\rho_{1} \cdots \rho_{n}=(-1)^{n} \Phi(0)=(-1)^{n+1}$ and so $\rho_{1}^{2} \cdots \rho_{n}^{2}=1$. On the other hand, if the roots of a given polynomial $\Phi(X)$ of the form (1.2.3) are multiplicatively independent, then the ratio of any pair of distinct roots of $\Phi(X)$ is clearly not a root of unity. In that case, if in addition $\Phi(X)$ is irreducible over $\mathbb{Q}$, then any linear recurrence $\left\{R_{k}\right\}_{k \geq 0}$ associated with the $\Phi(X)$ satisfies not only Condition 1.2.5 but also Condition 1.2.1 (cf. Tanaka [29, Proof of Lemma 4]). Therefore, in order to show further examples of linear recurrences satisfying Condition 1.2.1, it suffices to give conditions for the roots of an irreducible polynomial to be multiplicatively independent. One of such conditions was obtained by Becker and Töpfer.

Proposition A. 3 (Becker and Töpfer [1, Lemma 5, Proof of Theorem 2]). Let $f(X)=X^{n}-a_{1} X^{n-1}-\cdots-a_{n}$ be a polynomial of degree $n \geq 2$ with integral coefficients. Suppose that $f(X)$ is irreducible over $\mathbb{Q}$. Then, if $a_{n} \neq \pm 1$ and $\left(a_{n-1}, a_{n}\right)=1$, then the roots of $f(X)$ are multiplicatively independent.

In Proposition A.3, the coefficient $a_{n-1}$ of the first degree term of $f(X)$ is assumed to be nonzero, which excludes the case where $f(X)$ is represented as $f(X)=g\left(X^{m}\right)$ for some polynomial $g(X)$ and integer $m \geq 2$. We note that, if the polynomial $\Phi(X)$ associated with a linear recurrence $\left\{R_{k}\right\}_{k \geq 0}$ is represented as $\Phi(X)=\Psi\left(X^{m}\right)$ for some polynomial $\Psi(X)$ and integer $m \geq 2$, then $\left\{R_{k}\right\}_{k \geq 0}$ does not satisfy Condition 1.2.5. Thus we need to exclude such cases, as in Proposition A.3. The following result proved by Drmota and Skałba leads to our desired conclusion under a weaker assumption than Proposition A. 3 in the case where the degree of a polynomial is restricted to an odd prime number.

Proposition A. 4 (Drmota and Skałba [5, Theorem 3]). Let $p$ be an odd prime number and let $f(X)=X^{p}-a_{1} X^{p-1}-\cdots-a_{p}$ be a polynomial with rational coefficients. Suppose that $f(X)$ is irreducible over $\mathbb{Q}$. Then, if $a_{p} \neq \pm 1$ and if $a_{i} \neq 0$ for at least one $i \in\{1, \ldots, p-1\}$, then the roots of $f(X)$ are multiplicatively independent.

Example A.5. Let $p$ be any odd prime number, $q$ a prime number, and $\left\{R_{k}\right\}_{k \geq 0}$ a linear recurrence of nonnegative integers satisfying

$$
R_{k+p}=q R_{k+1}+q R_{k} \quad(k \geq 0)
$$

The associated polynomial $\Phi(X)=X^{p}-q X-q$ is irreducible over $\mathbb{Q}$ by Eisenstein's criterion. Then by Proposition A. 4 the roots of $\Phi(X)$ are multiplicatively independent and hence $\left\{R_{k}\right\}_{k \geq 0}$ satisfies Condition 1.2.1. In this example, the dominant root $\rho_{1}$ appearing in Condition 1.2 .1 and in the asymptotic formula (1.2.4) can be arbitrary close to 1 by taking a sufficiently large prime number $p$, as shown below. We fix a prime number $q$ and define $\Phi_{p}(X):=X^{p}-q X-q$ for any odd prime number $p$. Since $\Phi_{p}^{\prime}(X)=p X^{p-1}-q$ has the only positive real root $\sqrt[p-1]{q / p}$ and since $\Phi_{p}(0)=-q<0$, the polynomial $\Phi_{p}(X)$ has the only positive real root $\rho(p)$, which appears as $\rho_{1}$ in Condition 1.2.1 and so $\rho(p)>1$ for any odd prime number $p$. We show that $\rho(p) \rightarrow 1$ as $p \rightarrow \infty$. Let $p_{1}$ and $p_{2}$ be odd prime numbers with $p_{1}<p_{2}$. Then $\Phi_{p_{2}}\left(\rho\left(p_{1}\right)\right)-\Phi_{p_{1}}\left(\rho\left(p_{1}\right)\right)=\rho\left(p_{1}\right)^{p_{2}}-\rho\left(p_{1}\right)^{p_{1}}>0$ and so $\Phi_{p_{2}}\left(\rho\left(p_{1}\right)\right)>\Phi_{p_{1}}\left(\rho\left(p_{1}\right)\right)=0$. Since $\rho\left(p_{2}\right)$ is the only positive real root of $\Phi_{p_{2}}(X)$, we have $\rho\left(p_{2}\right)<\rho\left(p_{1}\right)$. Thus the sequence $\{\rho(p)\}_{p}$ is strictly decreasing with respect to $p$ and hence it converges to some real number greater than or equal to 1 . By the fact that $\rho(p)^{p}-q \rho(p)-q=0$ for any odd prime number $p$, we see that $\{\rho(p)\}_{p}$ must converge to 1 .
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[^0]:    ${ }^{1}$ It is known more generally that, if $\lim \sup _{k \rightarrow \infty}\left(e_{k+1}-e_{k}\right)=\infty$, then the power series $\sum_{k=0}^{\infty} z^{e_{k}}$ is transcendental over $\mathbb{C}(z)$ (see Mahler [16, p. 42]). Note that, some literature refers to a power series $\sum_{k=0}^{\infty} z^{e_{k}}$ as a lacunary series in the case where $\lim \sup _{k \rightarrow \infty}\left(e_{k+1}-e_{k}\right)=\infty$ and a strongly lacunary series in the case where $\liminf _{k \rightarrow \infty} e_{k+1} / e_{k}>1$.

