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Chapter 1

Introduction

1.1 Robotic Inspection Technology for Social Infrastructure Facilities

With increasing growth in economy, social infrastructure facilities, such as roads, bridges, sewers, and

harbor walls, have developed rapidly. Investment in social infrastructure facilities is strongly related to

national policies. For example, in the United States, large-scale infrastructure development was promoted

by New Deal programs in the 1920s, ahead of Japan. Consequently, in the United States, the aging

infrastructure problem became apparent in the 1980s, affecting the economy and people’s lives by making

huge inroads in the budget for structural repair and constituting a significant safety hazard. In Japan,

social infrastructure facilities built during the period of rapid economic growth in the 1980s are aging,

and the number of aging infrastructure facilities is expected to increase rapidly, as shown in Fig. 1-11.

Thus, the problem of aging social infrastructure facilities is a global social issue that can occur anywhere

in the world.

The aging of social infrastructure facilities can cause life-threatening accidents in the worst-case sce-

nario. However, the reconstruction of existing social infrastructure facilities is often difficult owing to

time and economic constraints. Therefore, the establishment of preventive maintenance technologies

such as inspection and repair is urgently needed to ensure the continuous and stable operation of these

facilities. Periodic inspections of these facilities are required by law, and until now, inspections and

repairs have mainly been carried out manually. However, the inspection of such social infrastructure

facilities requires dealing with highly restricted locations that are inaccessible and costly for people

1This graph was plotted based on the data described in [1].
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to approach. Additionally, many sensory inspections require inspection skills; the training of skilled

workers is expected to be costly and time-consuming. Therefore, the development and introduction of

an infrastructure inspection robot that can access the inspection target and realize quantitative inspec-

tion instead of manual inspection have been attempted. Infrastructure inspection robots have a wide

range of applications. Researches have been conducted to develop drones to inspect power lines[2–4],

bridges[5], and power plants[6]; submersible robots to inspect nuclear reactors[7], dams[8], and port

structures[9,10]; and ground mobile robots to move through and inspect narrow spaces by installing sen-

sors on wheeled[11–14], crawler[15–17], rail-running[18, 19], and leg-running robots[20–22] according

to the traveling environment and road conditions. The inspection robots can be mainly classified into

those that access the inspection location from outside or inside the structure. Drones and submersible

robots that can move freely in the space are applied to access the inspection location from outside the

structure. On the other hand, for inspection robots that access the inspection location from inside the

structure, mobile robots that can adapt to the shape and condition of inside the structure are suitable. As

mentioned above, mobile robots include wheeled, crawler, rail-traveling, and leg-traveling robots, but es-

pecially in environments where high mobility is required. Tracked vehicles are considered to be suitable

for this purpose. Therefore, it can be said that tracked vehicle can be used for all inspection robots that

access the inspection target from inside the structure.
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Fig. 1-2: Relationship between required function and physical quantity handled by inspection robots.

1.2 Relationship between Robotic Inspection Technology and Force In-
formation

Figure 1-2 shows the relationship between the required function and the corresponding physical quan-

tity to be handled by the inspection robot. The required functions of the inspection robot can be cat-

egorized into the access function to the target position and the function of diagnosing the inspection

target.

The access function to the target position requires adaptability to the environment in which the inspec-

tion robot moves, such as the road surface environment and narrow space as well as the accurate motion

control required for a general mobile robot. To realize the function of moving to the target position, it

is naturally necessary to measure or estimate the position and speed of the inspection robot and control

it. For more accurate movement, the driving force, which is the source of the movement dynamics, must

be considered. Driving force is defined as the reaction force to the force given by the inspection robot to

the road surface, which generates the kinetic energy of the robot. By effectively controlling the driving

force, the motion of the inspection robot can be controlled. As a secondary effect of the driving force

control, for example, slippage can be suppressed in slippery road environments. Additionally, when the

inspection robot moves while changing its posture in a narrow space, for example, in a pipe, it can gen-

erate a pushing force in the narrow space to support its posture. Hence, the use of force information

is effective for advancing the access function of inspection robots. This is because the access function

of the inspection robot should be realized while the robot adapts to the mobile environment. However,
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unlike the position or velocity, which represents motion, force is a physical quantity that represents the

degree of interaction between objects in contact. Therefore, by controlling the interaction force between

the inspection robot and moving environment, access function to the inspection target can be realized

accurately while adapting to the environment.

Generally, inspections of structures are carried out on a periodic schedule, using data from previous

inspections by people with inspection skills as a reference. Therefore, by replacing human inspections

with robots, the data and technical knowledge from past inspections can be utilized. The diagnostic

function of the inspection object has been popularized by the visual inspection of structures using vi-

sion systems such as cameras and lasers[23, 24]. However, it has been considered necessary to detect

internal conditions to accurately determine the deterioration of structures, and diagnostic methods using

sound[25,26], ultrasound[27,28], or acceleration[29] have been studied. In these methods, it is necessary

to prepare sensors that are appropriate for each form of reverberation vibration and mount them on the

inspection robot. Particularly, in inspection robots that move through environments that are inaccessible

to humans, the size and placement of sensors is often affected owing to portability constraints. For ex-

ample, to measure the echo vibration from a struck structure using a microphone or accelerometer, the

sensitivity and directivity of the sensors should be changed according to the target. In addition, while

ultrasonic inspection can detect defects inside structures non-destructive manner, its application is lim-

ited to objects whose failure locations can be predicted. However, these methods for diagnosing internal

conditions have one thing in common: they are based on measuring the reverberating vibration from the

object. As mentioned earlier, force information is physical information that represents an interaction.

For example, when applying a striking force to an object, the reaction force of the object is felt. This

reaction force is considered to be a form of reverberatory vibration. Therefore, the application of force

information is expected to establish an unprecedented method of diagnosing internal conditions. Addi-

tionally, the use of reaction forces may eliminate the need for sensors to measure physical quantities that

have been used in the past. This suggests that it may be possible to develop inspection devices that are

advantageous to the portability constraints of inspection robots.
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1.3 Motivation and Contribution

Force is the common physical information for the realization of each function. The motivation and

contribution of this dissertation is to develop and demonstrate approaches for the advancement of robotic

inspection capabilities based on force information processing. In this dissertation, the approach to extract

and apply force information is studied from the perspective of each required function.

First, the driving force of the mobile part of the inspection robot is estimated and controlled to suppress

slippage and improve the moving performance in road conditions. The posture of the inspection robot

is then maintained by estimating and controlling the normal force in a confined space using a pushing

force control mechanism consisting of a spring and an actuator. Finally, the reaction force when striking

with a force-controlled device is estimated and the internal condition of the structure is diagnosed based

on the reaction force.

1.3.1 Motion Control Based on Driving Force

Inspection robots must have mobile functions, especially positioning performance, to access the in-

spection position. Generally, however, two major disturbances in the motion control of the mobile mech-

anism that runs on a road surface prevent precise movement: 1) complex slippage on the ground and 2)

nonholonomic constraints of vehicle motion. Therefore, the motion control for the mobile mechanism

must consider slippage and nonholonomic constraints to ensure high-performance position control as a

mobile mechanism. Slippage cannot be ignored, especially when the mobile mechanism is of the wire or

crawler type where the contact area between the drive unit and road surface is larger than the wheel type.

Various available simulators have been proposed to describe the motion mechanisms, including the slip-

page, of a tracked vehicle [30–32]. For the real-time detection of slippage in mobile mechanisms such

as tracked vehicles and automobiles, there are several methods, including estimation using models and

a Kalman filter[33], translational slippage detection based on a multi-sensor fusion of location data and

inertial measurements [34], and lateral slippage detection based on image processing[35]. Moreover, sev-

eral methods have been proposed to handle slippage, such as backstepping[36], sliding mode control[37],

model predictive control[38], observer-based robust control[39, 40], and trajectory planning[41]. These

methods are designed to ensure system robustness against slippage; however, they do not suppress slip-

page. Slippage is related to the friction coefficient between the drive unit and ground surface[42], and

friction force corresponds to the crawler driving force. Considering these relations, slippage can be sup-
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pressed by controlling the driving force. For automobiles, considerable research has been conducted on

the friction modeling of tires. It has been found that the Magic formula[43] can represent it well; methods

for estimating and controlling the driving force using this model have been proposed[44–47]. However,

to consider the driving force of mobile mechanisms such as crawlers and wires, which have different

dynamic models on the road surface, it is necessary to construct separate models. Therefore, this dis-

sertation proposes a method for extracting and controlling driving force in a mobile mechanism without

complex models, using the tracked vehicle as a subject. First, a method for estimating the vehicle veloc-

ity including slippage is proposed using disturbances to actuators with complex slippage information and

machine learning. In this study, a disturbance observer (DOB)[48,49] is used to estimate the disturbance

to the actuator. Next, the driving force is estimated from the estimated velocity using inverse kinematics

and the driving force observer (DFOB). The effect of controlling the estimated driving force to suppress

slippage in the translational direction is demonstrated. However, in the control of tracked vehicles using

the driving force feedback to suppress slippage, the driving forces of the right and left crawlers inter-

fere with each other. The driving force distribution that generates the yaw moment for turning must

be considered because turning induces slippage along the turning direction. In a general mobile robot,

when lateral slippage is ignored, a nonholonomic constraint is established to set a zero velocity along

the lateral direction of the vehicle. In other words, nonholonomic constraints nullify commands along

the lateral direction. Previous studies have shown that a position controller improved the path-following

performance of a wheeled mobile robot by including compensation for lateral slippage[50,51]. Even for

a tracked vehicle with crawlers that can slip, an improvement in the position control can be expected by

suppressing the disturbance caused by the nonholonomic constraints while allowing adequate slippage.

Therefore, this dissertation introduces a driving force distribution that induces slippage along the turn-

ing direction by decoupling the right and left driving forces using the instantaneous turning center. The

driving force distribution ensures a tracked vehicle to slip while turning properly. Additionally, this dis-

sertation defines the disturbance along the lateral direction of the tracked vehicle as the equivalent lateral

disturbance. The equivalent lateral disturbance in the acceleration dimension is estimated by a workspace

observer (WOB)[52], a coordinate transformation, and a selection matrix. Moreover, a virtual turning

velocity reference is derived from the equivalent lateral disturbance and vehicle velocity. Hence, this

dissertation proposes a virtual turning velocity control to suppress the lateral disturbance by making the

turning velocity of the tracked vehicle follow the virtual turning velocity reference. A position controller

is then integrated with the virtual turning velocity controller in the acceleration dimension. The resulting
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control system ensures high-performance position tracking by suppressing the lateral disturbance while

allowing the tracked vehicle to slip appropriately. The experiments demonstrate the effectiveness of the

proposed method.

The proposed method of estimating velocity and driving force without using complex models and

motion control based on driving force in this dissertation will contribute to the improvement of inspection

robots’ access performance to the inspection targets while adapting to the environment.

1.3.2 Force Control Mechanism Adaptable to Environment

General social infrastructure facilities have a three-dimensional structure, and inspection robots have

to move in three-dimensional space. For example, when moving through a narrow space for pipeline

inspection, it is necessary for the robot to maintain its posture even when gravity acts in the direction

of fall. For this purpose, mechanisms have been proposed that generate adsorption forces on the road

surface using magnets[53–55] and generate pushing forces that restrain the robots and maintain their

postures[56–58]. In this way, the infrastructure inspection robot can move by adapting to the structure of

the moving environment. For example, when traveling inside a structure mainly composed of magnetic

iron, such as a generator, the magnetic force is an effective mechanism for movement[59–62]. However,

when inspecting a non-magnetic structure, such as a pipeline, pushing force control mechanisms have

been employed to maintain the posture by generating pushing force with an arm or other device mounted

on the mobile mechanism against the inner wall of the moving environment. This pushing type can

flexibly adapt to changes in gravity by controlling the pushing force. Previously, pushing force control

mechanisms were achieved by actuators such as air cylinders[57, 63] or spring mechanisms[56]. Actu-

ators are superior to spring mechanisms because they can actively generate the desired pressing force

by control. However, because such mechanisms require power, they cannot maintain the posture of the

robot in an emergency such as loss of power or air. Spring mechanisms use passive mechanical elements;

hence, the force generated against the posture of the pushing control mechanism can be designed if the

design value of the inspection target (e.g., the inner diameter of the pipe for piping) is determined in

advance.

Therefore, this dissertation proposes pushing force control mechanisms for inspection robots that

move and inspect narrow spaces, combining the aforementioned two control mechanisms. The proposed

mechanism for controlling the pushing force consists of an actuator (motor or air cylinder) and a spring.

At the time of pushing, a pushing force consisting of an actuator and a spring is generated, and the
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environment’s reaction force is model-based controlled. Additionally, in case of loss of power or air,

the actuator stops pushing in; however, the spring maintains the pushing state and protects the sensor

mounted on the actuator. The experiments demonstrated the performance of the proposed pushing force

control method. The pushing force control mechanism proposed in this dissertation will contribute to the

development of inspection robots with safety functions.

1.3.3 Force-based Diagnosis of the Internal Structural State

In many cases, the inspection robot should be a suitable size and shape for moving to the inspection

position. For example, when the robot inspects the inner wall of a pipeline, it must be sufficiently small to

move inside the pipe. In generator inspection, many robots are thin and curved to follow the gap between

the rotor and stator[61]. Accordingly, the inspection devices such as a camera for visual inspection

and the device for vibration inspection mounted on the inspection robot should meet the constraints of

the inspection robot, such as its portable size, payload, and layout. Particularly, when inspecting the

internal state using an inspection robot, a striking function to apply vibration to the object and sensing

functions for reverberating vibration such as accelerometers, microphones, and ultrasonic probes are

required. Generally, these functions are realized by separate devices, such as a hammer and microphone

in percussion inspection[64–66]. In other words, if the striking and sensing functions of the reverberating

vibration can be realized in a single device, the inspection device can be compacted to a size that can be

mounted on the inspection robot, and the sensor placement constraint can be solved.

This dissertation proposes a percussion inspection device that realizes both the striking and sensing

functions of reverberation vibration using a single device, regarding the reaction force given to a strik-

ing device when a structure is struck as a form of reverberation vibration. In the proposed percussion

inspection device, a small motor is force-controlled to ensure a constant striking force. When striking

with a force-controlled motor, the reaction force from the striking object becomes a disturbance to the

motor. Therefore, a robust force control system can be realized by applying the DOB to generate the

desired impact force. To realize the sensing function of reaction force without using additional sensors

such as load cells, a reaction force observer (RFOB)[67] is applied in the proposed percussion inspection

device. Additionally, this dissertation proposes a method to detect the internal state wedge loosening of a

structure by estimating the internal structure model parameters based on the input/output characteristics

of the percussion inspection device and evaluating the fixation of the internal components of the target.

The feasibility of the reaction force estimation function and the inspection method of the proposed per-
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cussion inspection device are evaluated through basic experiments. The inspection system described in

this dissertation is the first of its kind in achieving both controls of the impact force and sense of rever-

beration vibration with a single mechanism, as well as using estimated force information as an index for

inspecting structures. The percussion inspection device and the method of inspecting the internal state

of structures using the device proposed in this dissertation will contribute to the advancement of robot

inspection technology for social infrastructure facilities.
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1.4 Organization of Dissertation

This dissertation is organized into seven chapters, as shown in Fig. 1-3. In Chapter 2, the fundamen-

tal technologies of motion control and force extraction considered in this dissertation are introduced. In

Chapter 3, a development method of velocity estimation using the DOB and neural networks is discussed

as a method to estimate velocity, including nonlinear and complex slippage. In Chapter 4, the design of

a mobile robot motion control system based on driving force control is discussed as an approach to the

control design of infrastructure inspection robots. In Chapter 5, a pushing force control mechanism

using a force-controlled actuator and a passive mechanism is discussed as an approach to designing a

mechanism to maintain posture in a confined space. In Chapter 6, a diagnosis method based on a percus-

sion mechanism and a coupled vibration model that achieves actuator impact force control and reaction

force estimation are discussed as an approach to the internal inspection of structures by infrastructure

inspection robots. This dissertation is concluded in Chapter 7.
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Fig. 1-3: Chapter organization.

– 11 –



CHAPTER 1 INTRODUCTION

Nomenclature

Abbreviations
DOB Disturbance observer
RFOB Reaction force observer
DFOB Driving force observer
WOB Workspace observer
NN Neural network
PID Proportional-integral-derivative
DOF Degree of freedom

Variables
x, y, z Position
f Force
I Current
m Mass
J Inertia
k Stiffness
C Controller
K Gain
g Cutoff frequency
kt Torque constant
t Current time
s Laplace operator

Superscripts
cmd Command value
res Response value
ref Reference value
cmp Compensation value
dis Disturbance value
◦̂ Estimated value

Subscript
a Armature
d Value of DOB
rf Value of RFOB
df Value of DFOB
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w Value of WOB
g Gravitational value
i Value of integral
n Nominal value
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Chapter 2

Fundamental technologies of motion
control and force extraction

2.1 Introduction

In this chapter, the fundamental technologies of motion control and force extraction used in this dis-

sertation are described. Originally, the term “motion control” referred to the control of motion in systems

that integrate electrical and mechanical systems, such as mechatronic devices and robots[68]. In a typical

motion control system, the intended motion is achieved by controlling the position or force. To achieve

a wide variety of motion control, it is necessary to ensure the robustness of the system to the motion[69].

In this dissertation, robust acceleration control[70] is considered a key motion control technology. This

is because acceleration is a physical quantity common to position and force, obtained by the second

derivative of position (first derivative of velocity) or by dividing force by inertia. Particularly, the robust

control of acceleration is equivalent to the robust control of position (velocity) and force. In this study, a

disturbance observer (DOB) is used to suppress the disturbance to the actuator to achieve robust acceler-

ation control. Additionally, a reaction force observer (RFOB), which is designed by applying the DOB,

is employed to extract force information from the actuator during motion.

This chapter is organized as follows: Section 2.2 describes the DOB for robust acceleration control.

Section 2.3 describes the RFOB to estimate the reaction force and torque without using a force sen-

sor. Section 2.4 describes position and force control based on robust acceleration control. Finally, the

conclusion of this chapter is presented in Section 2.5.
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Fig. 2-1: DOB.

2.2 Disturbance Observer (DOB)

The primary role of the DOB[48, 49] is to estimate the disturbance added to the actuator. The feed-

back of the estimated disturbance achieves robust acceleration control of the actuator. When considering

the linear motion of a one-degree-of-freedom (1DOF) motor to simplify the explanation, the motor’s

configuration and DOB are represented in Fig. 2-1. In Fig. 2-1, x, f , I , m, kt, and gd represent the

position, force, current, mass, thrust coefficient, and cutoff frequency of the low-pass filter, respectively.

The superscripts ref , res, and cmp represent the reference value, command value, and feedback amount to

compensate for the disturbance fdis, respectively. The subscripts a and n represent the actuator and nom-

inal values, respectively. It should be noted that the DOB in Fig. 2-1 requires velocity information. When

a position sensor such as a linear position encoder is used to measure motion, pseudo-differentiation us-

ing the cutoff frequency gv of a low-pass filter is used to obtain derivative values such as the velocity

response from the position response, as follows:

ẋres =
gvs

s+ gv
xres. (2.1)

The disturbance force fdis is expressed as follows:

fdis = δmẍres − δktI
ref
a + fcf +Dẋres + fext + fint, (2.2)

where fcf , Dẋres, fext, fint, δm, and δkt denote the Coulomb friction term, viscous friction term, exter-
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Fig. 2-2: Equivalent system with DOB.

nal forces, interaction forces (Coriolis force, centrifugal force, and gravity), and disturbances equivalent

to inertia fluctuations and thrust constant fluctuations, respectively. Here, δm and δkt are expressed as

the difference between the actual and nominal values of mass m and thrust constant kt as follows:

δm = m−mn, (2.3)

δkt = kt − ktn. (2.4)

In the DOB, the disturbance fdis is estimated as f̂dis as follows:

f̂dis =
gd

s+ gd
fdis. (2.5)

By the feedback of the estimated disturbance force f̂dis, the acceleration response is obtained as follows:

ẍres = ẍref − 1

mn
· s

s+ gd
fdis. (2.6)

As indicated by (2.6), the system shown in Fig. 2-1 can be transformed into the equivalent system shown

in Fig. 2-2. Figure 2-2 shows that the system is unaffected by disturbances when the cutoff frequency

ranges from 0 to gd. From Fig. 2-2, the disturbance force has almost no effect on the system when the

cutoff frequency is sufficiently large. Particularly, when gd is sufficiently large, the robust acceleration

control is achieved.

The DOB can also be applied to rotational motion by replacing position x, force f , and mass m with

angle θ, torque τ , and inertia J , respectively. Furthermore, the DOB can be applied in both the joint space

and workspace[71]. In the multi-DOF robots, Jacobian matrices are included in the control systems[67].
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Fig. 2-3: RFOB.

2.3 Reaction Force Observer (RFOB)

External forces are helpful information to consider when interacting with the surrounding environ-

ment. The reaction force/torque observer (RFOB/RTOB)[67] is designed to estimate the external force/torque

to the actuator by applying the DOB. An advantage of the RFOB is that the external force to the actuator

can be estimated without any force sensors. The RFOB solves the problems caused by the force sensors,

such as the narrow force-sensing bandwidth, adverse environmental effects such as temperature, and

the non-co-location of a sensing point and an actuating point. Particularly, the force-sensing bandwidth

and non-co-location of the points are critical issues because they affect the stability of the force control

system[72]. Although the RFOB can estimate a wider bandwidth of the force information compared to

a standard force sensor, it requires the prior identification of the Coulomb friction fcf , viscous friction

Dẋres, and interaction forces fint. In a situation wherein the variables are perfectly identified and com-

pensated while the DOB suppresses the disturbance, the disturbance coinciding with the external force

is represented as follows:

fdis = fext. (2.7)

The configuration of the RFOB is shown in Fig. 2-3. Here, grf represents the cutoff frequency of the
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low-pass filter. The estimated external force is computed by inserting the low-pass filter as follows:

f̂ext =
grf

s+ grf
fext. (2.8)

Using the RFOB, the reaction force can be estimated in the bandwidth up to the RFOB’s cutoff frequency

grf .
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��
��

��� ���

����

Motor
	
�� �


�� 	
�� 	
��

����

−

���

DOB

�� �
−

	���

Fig. 2-5: Position control.

2.4 Motion Control Based on Acceleration Control

Figure 2-4 shows the structure of the motion control system, which is achieved by robustly controlling

the acceleration. The motion control system is a cascade structure of an acceleration reference generator

and acceleration controller. In Fig. 2-4, the outer controller shows an acceleration reference generator

to achieve the intended goal of the control. The inner controller shows a robust motion controller. In

this section, the position and force control systems designed based on the robust acceleration control are

described.

2.4.1 Position Control

Position control is a simple example of the acceleration control system. First, an acceleration reference

is generated to improve position tracking. This corresponds to the function of the outer loop in Fig. 2-4.

Figure 2-5 shows a position control system based on the acceleration control. Here, the superscript cmd

represents the command. Cp(s) represents the position controller. The position controllers that generate

the acceleration references are often designed using the proportional-derivative (PD) control as follows:

Cp(s) = Kpp + sKpd, (2.9)
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Fig. 2-6: Force control.

where Kpp and Kpd denote the P gain and D gain for the position, respectively. In this case, the tar-

get system is treated as a second-order system. In this position control system, the disturbances are

suppressed by the DOB.

2.4.2 Force Control

The force control system based on the acceleration control is shown in Fig 2-6. Here, Cf (s) represents

the force controller. In this force control system, the external force to the actuator is extracted and

controlled by the RFOB. The force controller Cf (s), which generates the acceleration reference, is often

designed as follows:

Cf (s) = Kfp, (2.10)

where Kfp is the P gain for the force. For the stabilization of the force control system, it is more

appropriate to use a D gain. However, because the derivative may amplify the force information noise,

the force controller is designed without the D gain.
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2.5 Summary

This chapter explained the fundamental technologies for motion control and force extraction. The

robust acceleration control is the fundamental issue for motion control. This chapter first introduced the

DOB for the robust acceleration control. Second, it showed that the estimation and compensation of

disturbances by the DOB make the acceleration control system robust. Third, this chapter introduced the

RFOB, which estimates the external force on the actuator without using a force sensor. Additionally, the

chapter described the motion control based on acceleration control with concrete examples of position

and force control systems.

– 21 –



Chapter 3

Velocity Estimation by Disturbance and
Machine Learning

3.1 Introduction

This chapter proposes a method for estimating vehicle velocity, including slippage, using a disturbance

to the actuator containing information on complex slippage, and machine learning.

Tracked vehicles have various applications, ranging from rescue tasks in rough terrains at disaster

sites[73] to exploring extraterrestrial surfaces[74]. Since a tracked vehicle can secure contact between

the crawler and road surfaces, excellent driving performance is expected. However, slippage occurs

during its movement because of changes in the distribution of the shear stress generated between the

road and crawler surfaces[42]. Generally, because slippage is not considered in the control of a mobile

robot with wheels, it is not easy to apply this control method to tracked vehicles. Therefore, it is essential

to develop estimation methods for slip states and to study their application in tracked vehicles.

Research in the terramechanics field has led to developments in soil models to clarify the slippage

mechanism[75]. The constant changes in the soil model parameters depend on the road surface con-

ditions and should be continuously estimated. However, the computational cost of real-time tracked

vehicle control is a concern. Wills demonstrated an easy crawler-road handling method to estimate slip

conditions using a pre-identified crawler-road contact friction model[76]. An experimental model was

reported to demonstrate the relationship between the driving current and the slip velocity of a tracked

vehicle[77]. Geometrical methods have also been proposed for obtaining the slip velocity from the

instantaneous center of tracked vehicles[78, 79]. Two methods for describing the slip velocity can be
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identified from existing literature: (1) The first is slip velocity as a parameter that correlates with the

frictional force between the crawler and road surface from the perspective of dynamics. This method

is based on the fact that the driving force of mobile mechanisms, including that of tracked vehicles,

is related to the road surface friction[80, 81]. (2) Slip velocity is a parameter that expresses the rela-

tionship between the crawler and the vehicle translation velocities from the perspective of kinematics.

Additionally, to control a tracked vehicle with slippage by estimating and controlling the driving force

as described in the next chapter, an observer technique can be applied to estimate the driving force from

the vehicle velocity. However, to improve the reliability of the driving force control under slippage,

it is also necessary to estimate the velocity from slippage. Therefore, this chapter proposes a method

to estimate the vehicle velocity, including slippage. In the proposed method, first, from the viewpoint

of dynamics, the disturbance to the tracked vehicle’s drive motor is assumed to contain the slippage

information, and then the disturbance is estimated using the disturbance observer (DOB). A neural net-

work is constructed to estimate the velocity of the tracked vehicle and is trained by the system using

image processing. Experimental comparison and evaluation of the velocity estimation performance of

the tracked vehicle are demonstrated using the proposed method and general mobile robot velocity es-

timation methods. The performance of the proposed method is also evaluated in environments that are

different from the environment in which the vehicle is trained. The applicability of the proposed velocity

estimation method is discussed based on the experimental results. Additionally, to extend the proposed

method to the three-dimensional running of the tracked vehicle, the proposed velocity estimation method

is extended to include gravity compensation for acceleration.

This chapter is organized as follows: Section 3.2 describes the tracked vehicle model. Section 3.3

proposes a velocity estimation method using the DOB and machine learning. Section 3.4 evaluates

the velocity estimation performance using the trained neural network. In Section 3.5, the neural network

estimation performance is evaluated in environments that are different from the environment in which it is

trained. Section 3.6 discusses the effect of gravity compensation on the velocity estimation performance

improvement when driving on a slope. In Section 3.7, the effect of the estimated disturbance on the

velocity estimation is discussed from the viewpoint of robustness to environmental changes. This chapter

is summarized in Section 3.8.
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Fig. 3-1: Tracked vehicle model.

3.2 Tracked Vehicle Model

3.2.1 Tracked Vehicle Model

Figure 3-1 shows the model of the tracked vehicle. Table 3.1 lists the model parameters, where the

subscript i denotes the motor ID (r: right, l: left). The world and vehicle coordinates are defined as shown

in Fig. 3-1. The center point and traveling directions of the tracked vehicle are the vehicle coordinates’

origin and axes. The position vector representing the position and posture of the tracked vehicle in the

world coordinates is defined as follows:

x = [x, y, ϕ]T . (3.1)

The turning angle is defined as follows:

ϕ = ϕ0 + ϕ′. (3.2)

3.2.2 Kinematics

From Fig. 3-1 (a), the vehicle velocities in the world coordinates are transformed into vehicle coordi-

nates using the following equations:

ẋ cosϕ+ ẏ sinϕ = vx, (3.3)

ẋ sinϕ− ẏ cosϕ = vy. (3.4)
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Table 3.1: Parameters of tracked vehicle model.

Parameter Description
Σw (Xw, Yw) World coordinates
Σv (Xv, Yv) Vehicle coordinates
W Vehicle thread
L Crawler length
R Sprocket radius
ϕ Turning angle with slip angle
ϕ0 Turning angle without slip angle
ϕ′ Slip angle
vx Vehicle translational velocity
vy Lateral slip velocity
fy Lateral force
vi Crawler velocity
θ̇i Crawler motor velocity
Ni Normal force on crawler
fmt
x,i Force on road surface due to the motor torque
fdr
x,i Driving force

From (3.4), the nonholonomic constraint of the tracked vehicle is not satisfied owing to the slip. The slip

angle of the tracked vehicle is obtained using the following equation:

ϕ′ = tan−1 vy
vx

. (3.5)

The kinematic relationship between the vehicle velocity (vx, ϕ̇) and crawler velocity (vi) is as follows:

vx +
W

2
ϕ̇ = vr = (1− λr)Rθ̇r, (3.6)

vx −
W

2
ϕ̇ = vl = (1− λl)Rθ̇l, (3.7)

where λi represents the slip ratio between the crawler and road surface or between the crawler and its

sprocket. The slip ratio is defined as follows:

λi =


Rθ̇i − vx

Rθ̇i
(Rθ̇i ≥ vx)

Rθ̇i − vx
vx

(Rθ̇i < vx).

(3.8)
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3.2.3 Dynamics

From the equation of motion, the dynamic relationship between the vehicle velocity and frictional

force (driving force) between the crawler and road surfaces is expressed as follows:

mv̇x = fdr
x,r + fdr

x,l, (3.9)

mv̇y = fy, (3.10)

Jϕ̈ =
W

2
(fdr

x,r − fdr
x,l), (3.11)

where m and J are the mass and moment of inertia of the vehicle, respectively. When the vertical pres-

sure at the crawler contact surface is constant, the driving force can be quasi-experimentally expressed

as follows[42]:

fdr
x,i = Niµf(λi, k, L), (3.12)

where µ(λi) and f(λi, L) represent the dynamic friction coefficient and a function with the slip ratio

λi, shear displacement coefficient k, and crawler length L as arguments, respectively. From (3.12), the

driving force depends on the slip ratio.

From Fig. 3-1 (b), the equation of motion of the crawler is expressed as follows:

Jm
v̇i
R2

= fmt
x,i − fdr

x,i, (3.13)

where Jm is the motor shaft conversion moment of inertia. Thus, the driving force moves the tracked

vehicle, which simultaneously behaves as a disturbance and acts on the motor.
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3.3 Velocity Estimation Method

As described in Section 3.2.2, the tracked vehicle slips in the translational and turning directions.

However, when measuring the turning velocity with the gyro sensor attached to the tracked vehicle, the

velocity caused by the slippage in the turning direction is included in the measured velocity. Therefore,

methods for estimating the translational velocity of tracked vehicles, including slippage, are considered.

Conventional velocity estimation methods for mobile robots can be classified into the following four

types[82]:

• Estimation based on kinematics, such as velocity conversion from motor angular velocity to trans-

lational velocity.

• Estimation based on dynamics, such as the Kalman filter[83].

• Estimation using a designed observer, such as a velocity estimation observer[84].

• Estimation using artificial neural networks.

All of these methods, except the method using the artificial neural network, require a model that addition-

ally includes slippage. However, in the estimation method using the artificial neural network, nonlinear

information can be expressed by the neural network, even in the absence of complex models. Therefore,

the neural network structure for velocity estimation of the tracked vehicle, including nonlinear slip, is

examined.

From (3.6) and (3.7), the translational velocity vx of the tracked vehicle can be expressed by the

function f1 of the angular velocity of the motor, given by

vx =
R

2

(
(1− λr)θ̇r + (1− λl)θ̇l

)
≡ f1(θ̇r, θ̇l). (3.14)

From (3.9), the translational acceleration v̇x can be expressed by the function f2 of the estimated distur-

bance to the motor, given by

v̇x =
fdr
x,r + fdr

x,l

m
≡ f2(τ

dis
r , τdisl ). (3.15)

Generally, the translational acceleration v̇x is measured by an accelerometer, from which the transla-

tional velocity is obtained by integration over time. However, in this approach, the effects of drift and

noise appear in the calculated velocity. To improve this issue, in the proposed approach, a neural network

was built with the estimated translational velocity (v̂x) as the output, according to the measured motor
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Fig. 3-2: Translational velocity estimation neural network (TVNN).

velocities (θ̇resr , θ̇resl ), estimated motor disturbances (τ̂disr , τ̂disl ), and translational acceleration (v̇resx ) as

the inputs, as shown in Fig. 3-2. This neural network is defined as a translational velocity estimation

neural network (TVNN). The TVNN consists of a feed-forward neural network with three layers: in-

put, hidden, and output layers, which are used in general nonlinear regression problems. A hyperbolic

tangent sigmoid function and a linearized transfer function were used as the weighting functions for the

hidden and output layers, respectively. The training of TVNN can be performed using supervised ma-

chine learning or other methods. The trained TVNN generates a regression function to determine the

translational velocity from the tracked vehicle information.
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Fig. 3-3: Experimental setup.

3.4 Evaluation of Velocity Estimation Performance by TVNN

3.4.1 Experimental Conditions

Figure 3-3 shows the experimental setup. The tracked vehicle used in the experiment was driven by

two direct-current (DC) motors with encoders. Additionally, it was equipped with an inertial measure-

ment unit (IMU) to measure the acceleration and angular velocity. The Kalman filter was applied to the

measured acceleration and angular velocity to estimate the turning angle. An augmented reality (AR)

marker[85] was installed on the surface of the tracked vehicle, and the position of the tracked vehicle

was detected by processing the images captured by a camera. Tables 3.2 and 3.3 show the components

and specifications of the experimental devices.

3.4.2 Evaluation of Velocity Estimation Performance

The angular velocity of the motor was controlled during TVNN training. The angular velocity com-

mand provided for the TVNN training is shown in Fig. 3-4. The parameters of the proportional-integral

(PI) controller and the DOB, shown in Table 3.4, were used to control the motor angular velocity.
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Table 3.2: Components of experimental devices.

Component Type Manufacturer
Tracked vehicle frame 10022 Nexus robot
DC motor 2342012CR Faulhaber
Motor driver ESCON 24/2 Maxon
IMU BNO055 Bosch
Controller STM32 Nucleo-F446RE STMicroelectronics
Camera Brio C1000eR Logicool

Table 3.3: Specifications of experimental devices.

Parameter Value
Mass of tracked vehicle m 5.3 kg
Vehicle thread W 0.24 m
Vehicle length L 0.25 m
Motor shaft conversion moment of inertia Jm 3.1 E-06 kgm2

Sprocket radius R 0.05 m
Torque constant of motor ktn 0.0134 Nm/A
Motor encoder resolution (quadruple) 3072 PPR
Sampling time 3 ms
Camera frame rate 60 fps

The information from the tracked vehicle was used as the input, while the translation velocity in

the vehicle coordinates, calculated from the position detected by image processing, was used as the

supervisory data. The number of neurons in the hidden layer of the TVNN was determined to be 15,

according to prior trials. The TVNN was trained using the Bayesian regularization error backpropagation

method.

Figure 3-5 shows the learning results. Panel (a) shows the relationship between the actual output and

the prediction by the TVNN, indicating that the correlation is enough high (R=0.96588). In addition,

Table 3.4: Control parameters in learning experiment.

Parameter Value
Motor angular velocity control P gain 500
Motor angular velocity control I gain 10
Cutoff freq. of DOB gd 188.4 rad/s
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Fig. 3-5: Experimental results of TVNN learning.

panel (b) shows the histogram of the prediction error, indicating that the TVNN can estimate velocity

with high accuracy.

For the performance evaluation of the proposed TVNN, a sinusoidal input with an amplitude of 6 rad/s

and a period of 4 s was given as a motor angular velocity command. In this experiment, the translational

velocity, measured by image processing (vmeas), was compared with the estimated velocities (vestAV E ,

vestKF , and vestTV NN ), using the three types of sensor configurations and estimation method combinations,

shown in Table 3.5. In applying the discrete Kalman filter[86] in Table 3.5, the required measurement
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Table 3.5: Types of sensor configurations and estimation method combinations.
Velocity Sensors configuration Estimation method
vestAV E Axle motor encoders Average crawler velocity
vestKF Axle motor encoders and accelerometer Discrete Kalman filter
vestTV NN Axle motor encoders and accelerometer TVNN

noise variance and process noise variance matrices were determined according to prior experiments.

Figures 3-6 (a) and (b) show the measured and estimated velocities, along with the errors between

each of their values. Table 3.6 summarizes the errors of each velocity estimation when the measured

velocity is taken as the true value. Figure 3-6 shows that the velocity amplitude obtained from the axle

motor angular velocity was more significant than the measured velocity, especially about the maximum

and minimum measured velocities. This result indicates that the translational velocity was smaller than

the crawler velocity due to slippage. The velocity estimation performance was improved by integrating

the axle velocity and acceleration information with the discrete Kalman filter. However, the errors re-

mained significant in the vicinity of the maximum and minimum velocities. In other words, the effect

of slippage was still observed as an error. However, the translational velocity estimated by the TVNN

almost followed the measured velocity. The results summarized in Table 3.6 indicate that the TVNN ex-

hibited the highest velocity estimation accuracy among the three methods in this study. The table further

shows that the TVNN velocity improved the velocity estimation performance. These results suggest that

the TVNN can include the slippage velocity component in its estimate.
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Fig. 3-6: Experimental results comparing translational velocity estimation methods.

Table 3.6: Performance evaluation results of translational velocity estimation methods.

vestAV E [mm/s] vestKF [mm/s] vestTV NN [mm/s]
Maximum error value 122.6 91.9 52.2
Minimum error value -161.0 -135.0 -65.8
Standard deviation 51.6 48.7 30.2
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(a) Polyurethane rubber. (b) Fabric material. (c) Polytetrafluoroethylene (PTFE).

Fig. 3-7: Road surface environments.

Force gauge

Fig. 3-8: Measurement of friction force.

3.5 Velocity Estimation Performance in Environments that Are Different
from Training Environment

One of the characteristics of neural networks, in general, is the correlation between estimation perfor-

mance and the amount of learning. Particularly, the TVNN treats disturbances, including reaction forces

from the environment, as input. Since the friction coefficient of the driving environment is related to the

disturbance, the velocity estimation is considered to be affected by the difference in the driving environ-

ment from the time of training. Therefore, this section experimentally investigates the effect when the

driving environment differs from the training environment.

3.5.1 Environments for Evaluation

Figure 3-7 shows the road surface environments used in the evaluation. In this study, polyurethane

rubber and polytetrafluoroethylene (PTFE) were adopted as environments with high and low friction

coefficients, respectively. Additionally, an evaluation was conducted on the fabric material of the floor

carpet in the experimental environment. As environmental reference information, the friction force of the

tracked vehicle was measured with a force gauge (ZTA-500N, IMADA), as shown in Fig. 3-8. Figure 3-9

shows the measured friction force on the tracked vehicle. The friction force increases until the tracked
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Fig. 3-9: Measured friction force.

Table 3.7: Dynamic friction coefficient for experimental environments.

Average of friction force [N] Dynamic friction coefficient [-]
Rubber 17.50 0.36
Fabric 13.88 0.28
PTFE 4.89 0.10

vehicle begins to move, and when the friction force exceeds the maximum static friction force, the vehicle

begins to move. Table 3.7 shows the dynamic friction coefficient for each environment obtained from the

saturated friction force (average of friction force measured from 10 s to 15 s in Fig. 3-9) and the mass

of the vehicle (5kg). Table 3.8 shows the combination of learning and evaluation environments for this

evaluation. In Table 3.8, “Rubber&PTFE” is a test course created by laminating sheets made of each

material, as shown in Fig. 3-10. In this experiment, the tracked vehicle was controlled to output torque

PTFE
Rubber

6
0
0
m
m

1800mm

Fig. 3-10: Test course made of rubber and PTFE sheets.
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Table 3.8: Combination of learning and evaluation environments.

Case No. Learning environment Evaluation environment
case 1 Rubber Rubber
case 2 Rubber PTFE
case 3 PTFE PTFE
case 4 PTFE Rubber
case 5 Rubber & PTFE Rubber
case 6 Rubber & PTFE PTFE
case 7 Rubber & PTFE Rubber & PTFE
case 8 Fabric Fabric
case 9 Rubber & PTFE Fabric

by applying a current to the crawler motor. For the torque commands during training, sinusoidal inputs

with amplitude as the rated torque of the crawler motor were applied with frequencies of 0.1, 0.2, 0.25,

0.5, 1, 2, 4, 5, 10, and 20 Hz. During the evaluation, the torque commands were given as sinusoidal

inputs with the amplitude set to the rated torque of the crawler motor, and the frequency changed to 0.2,

0.25, 0.5, 1, and 5 Hz.

3.5.2 Velocity Estimation Performance Evaluation for Different Environments

Figure 3-11 shows the results of velocity estimation for each case in Table 3.8. The solid and dotted

lines in each panel represent the estimated velocity by the TVNN (vestTV NN ) and the measured velocity

from the marker recognition position (vmeas), respectively. The statistics when the velocity measured

from the marker recognition position is taken as the true value are shown in Table 3.9, and the error

distribution is shown in Fig. 3-12. In Fig. 3-12, the “X” mark represents the mean value and the “〇”

mark represents the outlier. Table 3.9 and Fig. 3-12 show significant estimation errors in cases 2, 4, 5, and

6. Figure 3-12 also shows that there are significant outliers in cases 2 and 4. These results suggest that

the estimation performance decreases in an environment that is different from the training environment.

However, by increasing the amount of prior training, it is expected that a variety of environments can

be handled. For example, comparing cases 2 and 6 and cases 4 and 5, it can be confirmed that the

estimation performance can be improved by having the TVNN learn in multiple environments. The

results of cases 8 and 9 suggest that the TVNN can estimate the velocity on the road surface with an

intermediate friction coefficient, which is made of fabric if trained in an environment with high and low
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(a) case 1.

-2000

-1000

0

1000

2000

0 5 10 15 20

V
el

o
ci

ty
 [

m
m

/s
]

Time [s]

�����
��� �

��	�

(b) case 2.
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(c) case 3.
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(d) case 4.
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(e) case 5.
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(f) case 6.
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(g) case 7.
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(h) case 8.
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(i) case 9.

Fig. 3-11: Velocity estimation for each case in Table 3.8.

friction coefficients. These results suggest that by training the TVNN to take a wide range of values

for the estimated disturbance as its input, the velocity estimation performance can be ensured even in

environments that are different from the training environment.
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Table 3.9: Statistics of velocity estimation error.

Case No. Maximum value Minimum value Average Standard deviation
[mm/s] [mm/s] [mm/s] [mm/s]

case 1 483.6 -460.1 31.0 216.2
case 2 726,9 -759.2 -9.7 285.5
case 3 432.5 -505.5 -47.7 204.7
case 4 649.7 -769.3 -33.8 240.3
case 5 610.8 -637.6 6.9 286.9
case 6 585.0 -509.5 28.7 249.2
case 7 414.4 -482.5 -6.8 220.5
case 8 466.5 -435.3 15.4 202.8
case 9 559.9 -492.7 -12.4 231.1

case1 case2 case3 case4 case5 case6 case7 case8 case9
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Fig. 3-12: Velocity estimation error distribution.
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Fig. 3-13: Definition of rotation angle in coordinate transformation from world coordinates to vehicle
coordinates.

3.6 Improvement of Velocity Estimation Performance by Gravity Com-
pensation

The tracked vehicle can be considered to move in three-dimensional space on unstable terrain or slopes

by taking advantage of its high traveling ability. In contrast, the proposed TVNN uses two-dimensional

information measured by external sensors, such as cameras, for training. Therefore, to estimate the ve-

locity of crawlers running in three-dimensional space using the TVNN, it is necessary to estimate the

velocity considering the attitude of the tracked vehicle. The TVNN uses the translational acceleration

measured by the accelerometer as one of its inputs. When the tracked vehicle runs three-dimensionally,

the value measured by the acceleration sensor is mixed with the gravitational acceleration, which changes

according to the vehicle’s posture. Therefore, by compensating the acceleration sensor value with grav-

ity before inputting to the TVNN, the velocity estimation performance during slope running can be im-

proved. In this section, the velocity estimation performance during slope running is evaluated by gravity

compensation.

3.6.1 Gravity Compensation of Acceleration

Acceleration is compensated by using a coordinate transformation between the world and the vehicle

coordinates. The gravitational component is removed by transforming the vehicle coordinates where the

accelerometer is mounted to the world coordinates. As shown in Fig. 3-13, consider the case where the

accelerometer mounted on the vehicle is inclined by α on the Xw axis, β on the Yw axis, and γ on the

Zw axis for the world coordinates. The rotation matrix wRv represents this rotation in the following
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equation:

wRv = wRvx
wRvy

wRvz

=

[
cosβ cos γ − cosβ sin γ sinβ

cosα sin γ + sinα sinβ cos γ cosα cos γ − sinα sinβ sin γ − sinα cosβ
sinα sin γ − cosα sinβ cos γ sinα cos γ + cosα sinβ sin γ cosα cosβ

]
, (3.16)

where wRvx, wRvy, and wRvz are rotation matrices around the Xw, Yw, and Zw axes, respectively,

given by:

wRvx =

1 0 0

0 cosα − sinα

0 sinα cosα

 , (3.17)

wRvy =

 cosβ 0 sinβ

0 1 0

− sinβ 0 cosβ

 (3.18)

wRvz =

cos γ − sin γ 0

sin γ cos γ 0

0 0 1

 . (3.19)

When the acceleration vector in the world coordinates and the acceleration vector in the vehicle coor-

dinates are defined as aw = [awx, awy, awz]
T and av = [avx, avy, avz]

T , respectively, the acceleration

vector in the world coordinates (aw) is obtained as follows:

aw = wR−1
v aw. (3.20)

Here, the acceleration vector in the vehicle coordinates (av) is measured using an accelerometer. When

the gravity vector is defined as ag = [0, 0,−g]T , the acceleration vector after gravity compensation

(acmp
w ) is as follows:

acmp
w = aw − ag (3.21)

The acceleration vector in the vehicle coordinates is obtained as follows:

acmp
v = wRva

cmp
w (3.22)

The Xv component of this acceleration vector after gravity compensation, the component fixed to the

translational direction of the vehicle, is used as the input for the TVNN.
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Fig. 3-14: Evaluation environment for velocity estimation performance of TVNN with gravity compen-
sation.

3.6.2 Environment for Evaluating Velocity Estimation Performance, including Gravity
Compensation

The effect of gravity compensation on improving the velocity estimation performance is verified dur-

ing slope driving shown in Fig. 3-14. For the evaluation, the camera above the vehicle and the AR marker

are adjusted to be parallel using spacers. The camera detects the position of the AR marker. The road

surface was inclined by approximately 4 degrees, and the robot moved on urethane rubber. The TVNN

was trained beforehand on a urethane rubber laid on a flat surface. The training and evaluation of the

TVNN were conducted in the same manner as described in Section 3.5.1. The tracked vehicle equipped

with the trained TVNN was driven on a slope to investigate the effect of gravity compensation.

3.6.3 Evaluation Results of the Effects of Gravity Compensation

Figure 3-15 shows the acceleration in each direction. From Fig. 3-15, it can be seen that the accelera-

tion in the Zv direction, in particular, remains near zero, indicating that compensation has been achieved.

Additionally, the effect of gravity in the Xv and Yv directions is compensated.

Figure 3-16 shows the velocity measured from the AR marker and the estimated velocity by the TVNN

with and without gravity compensation. In the figure, panels (a) and (b) show the velocity and error when

the velocity measured from the AR marker is taken as the true value, respectively. From Fig. 3-16, it

can be seen that gravity compensation reduces the error from the true value and improves performance.

These results suggest that the acceleration after gravity compensation can be used as an input for the
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(b) Yv acceleration.
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(c) Zv acceleration.

Fig. 3-15: Gravity compensation effect of acceleration in vehicle coordinates.
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Fig. 3-16: Gravity compensation effect on velocity estimation by TVNN.

TVNN, which can be applied to slopes.
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Table 3.10: Configurations of the TVNN.

Configuration No. Inputs Number of neurons
configuration 1 Motor velocities 25

Translational acceleration
configuration 2 Motor velocities 15

Translational acceleration
Motor disturbances

3.7 Discussion

In this study, the estimated disturbance of the crawler motor is used as one of the inputs to the TVNN.

Since the estimated disturbance includes the driving force converted into motor torque, it includes the

information of the driving environment such as slippage. This means that the estimated disturbance pro-

vides environmental information to the TVNN. By learning the environmental information, the TVNN

can ensure robustness against environmental changes. Therefore, this section discusses the robustness of

the velocity estimation performance to environmental changes by using estimated disturbances. In this

study, the configuration of TVNN was set up as shown in configurations in Table 3.10. The configura-

tion 1 has fewer inputs than the configuration 2 because it does not use the estimated disturbances as

inputs. To ensure fairness in the evaluation, the configuration 1 has a large number of neurons. Using the

same evaluation environment as shown in Section 3.5.1, the velocity estimation performance against the

environment was experimentally evaluated. The combination of learning and evaluation environments

in the evaluation is shown in Table 3.11. In the evaluation, the experimental data of the cases 1, 2, 6,

8, and 9 in Section 3.5.2 were used as input for the TVNN of each configuration. The TVNNs of the

configurations. 1 and 2 were trained using the information obtained by applying current to the crawler

motor and controlling the output torque as shown in Section 3.5.2.

Figure 3-17 shows the error distribution of the estimated velocity by the TVNN from the measured

velocity by the AR marker. In Fig. 3-17 , the “X” mark represents the mean value and the “〇” mark

represents the outlier. First, comparing cases 1-1 and 1-2, when the training and evaluation environments

are the same, no significant difference in velocity estimation performance was observed because of the

difference in configuration. However, when comparing cases 2-1 and 2-2, configuration 1 (case 2-1)

has a larger range of velocity estimation errors and more outliers than configution 2 (case 2-2). This

suggests that the use of estimated disturbances has some effect on the environmental changes from the
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Table 3.11: Combination of learning and evaluation environments and configurations.

Case No. Configuration No. Learning environment Evaluation environment
case 1-1 1 Rubber Rubber
case 2-1 1 Rubber PTFE
case 6-1 1 Rubber & PTFE PTFE
case 8-1 1 Fabric Fabric
case 9-1 1 Rubber & PTFE Fabric
case 1-2 2 Rubber Rubber
case 2-2 2 Rubber PTFE
case 6-2 2 Rubber & PTFE PTFE
case 8-2 2 Fabric Fabric
case 9-2 2 Rubber & PTFE Fabric

Case No.

case1-1 case1-2 case2-1 case2-2 case6-1 case6-2 case8-1 case8-2 case9-1 case9-2
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Fig. 3-17: Velocity estimation error distribution.

training. It was also confirmed from cases 6-1 and 6-2 that the velocity estimation performances of

both configurations were improved by increasing the number of training environments. As mentioned

in Section 3.5.2, the results of cases 8-2 and 9-2 suggest that the TVNN can estimate the velocity even

in environments with intermediate friction coefficients when trained in environments with high and low

friction coefficients. However, comparing cases 8-1 and 9-1, it was found that the lack of use of esti-

mated disturbances did not ensure estimation performance for environments with intermediate friction

coefficients. These results confirm that the use of estimated disturbances as input to the neural network

contributes to improved robustness against environmental changes from the training.
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3.8 Summary

This chapter proposed a method for estimating the velocity of a tracked vehicle, including slippage. In

the proposed method, a neural network was constructed to estimate the translational velocity. The input

to this neural network (TVNN) includes a disturbance of the motor. A comparison with general mobile

robot velocity estimation methods demonstrated the effectiveness of the proposed method. Additionally,

the performance of the velocity estimation was compared and verified when running in an environment

that was different from the training environment. As a result, the applicability of the proposed method

to various environments was confirmed by increasing the amount of prior learning. Additionally, using

gravity-compensated acceleration as an input to the TVNN when driving on a slope, a method to improve

the velocity estimation performance was proposed, and experiments demonstrated its effectiveness.

In this chapter, the discussion was based on a tracked vehicle, which is prone to slippage, unlike gen-

eral mobile robots; however, the proposed method is also applicable to general mobile robots. Although

the proposed velocity estimation method requires prior learning, the performance can be ensured by

evaluating the method on a representative road surface considering the possible range of the estimated

disturbance. Furthermore, to apply the proposed velocity estimation method to three-dimensional driv-

ing, an approach in which the preprocessed acceleration was given as input is used, and its effectiveness

was confirmed. Finally, it was experimentally confirmed that using the estimated disturbance as an input

to the TVNN gives the velocity estimation robustness to environmental changes.
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Chapter 4

Motion Control Based on Driving Force

4.1 Introduction

This chapter proposes motion control of a moving mechanism based on appropriate suppression of

slippage by controlling the driving force. As discussed in Chapter 3, a tracked vehicle, unlike a car,

always experiences slippage and is challenging to model. This chapter proposes a method for controlling

the tracked vehicle using driving force.

A tracked vehicle can traverse diverse terrains because its crawlers ensure ground contact while trav-

eling. However, two significant disturbances during motion control of tracked vehicles hinder precise

movement: (1) complex slippage of the crawler on the ground and (2) nonholonomic constraints of

vehicle motion. Therefore, tracked vehicle motion control must consider slippage and nonholonomic

constraints to ensure precise position control.

Several methods have been proposed to handle slippage, such as backstepping[36], sliding mode con-

trol[37], model predictive control[38], observer-based robust control[39], and trajectory planning[41].

These methods are designed to ensure that the system is robust against slippage, but do not suppress slip-

page. Slippage is related to the friction force between the crawler and ground surface[42], corresponding

to the crawler’s driving force. Accordingly, slippage can be suppressed by controlling the driving force.

Although driving force control for automobiles has been investigated[44][46], few studies have consid-

ered tracked vehicles. The driving force was estimated using observers based on the axle velocity[46],

with the effect of slippage being neglected. Additionally, during tracked vehicle control using driving

force feedback, the crawlers’ driving forces interfere with each other. Therefore, driving force distribu-
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tion must be considered that decouples driving forces. Decoupled driving forces provide the necessary

moment for turning, but slippage can be induced in the turning direction. Although this slippage fa-

cilitates lateral movement of the tracked vehicle, it interferes with motion control, such as positioning.

Additionally, a nonholonomic constraint is established in typical mobile robots to nullify commands in

the lateral direction. Recently, the effectiveness of position control, including a compensator for the

effects of nonholonomic constraints, was demonstrated for a wheeled mobile robot[87]. For a tracked

vehicle, an improvement in position control can be expected by suppressing the disturbance caused by

the nonholonomic constraints while allowing adequate slippage.

This chapter estimates the driving force based on estimating the vehicle velocity, including slippage,

using a disturbance observer and machine learning, discussed in Chapter 3. Then, a driving control sys-

tem is proposed for a tracked vehicle that is based on driving force. First, an observer is designed to

estimate the driving force of the track using the estimated translational velocity of the vehicle. Using

driving force feedback, a driving control system that suppresses slippage in the translational direction is

achieved. However, when turning occurs while controlling the driving force, the interference between

the crawlers’ driving forces prevents motion. Therefore, a driving force distribution is introduced that

induces slippage in the turning direction by decoupling the driving forces. The distribution is designed

using the instantaneous center of the vehicle. The lateral disturbance of the tracked vehicle, including the

skidding and nonholonomic constraints, is defined as the equivalent lateral disturbance. The equivalent

lateral disturbance is estimated by a workspace observer [52], coordinate transformation, and selection

matrix. Moreover, a virtual turning velocity reference is derived from the equivalent lateral disturbance

and vehicle velocity. Hence, virtual turning velocity control is proposed to suppress the equivalent lateral

disturbance by ensuring that the actual turning velocity follows the virtual turning velocity reference. A

position controller is integrated with a virtual turning velocity controller in the acceleration dimension.

The resulting control system ensures high-performance position tracking by suppressing the lateral dis-

turbance while allowing the tracked vehicle to slip appropriately. Experiments demonstrate the slip

suppression performance by driving force control, the turning performance by driving force distribution,

and the positioning performance by virtual turning control of the tracked vehicle.

This chapter is organized as follows: Section 4.2 describes the driving force observer and driving

control that feeds back the driving force to suppress slippage in the translational direction. Section 4.3

describes the driving force distribution for the turning motion. Section 4.4 describes the virtual turning

velocity control for suppressing the lateral disturbance, including the slippage generated by the dis-
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tributed driving force. In Section 4.5, the stability of the proposed position control system is discussed

based on passivity. This chapter is summarized in Section 4.6.
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4.2 Driving Control to Suppress Slippage in Translational Direction

4.2.1 Driving Force Observer

The trained translational velocity estimation neural network (TVNN) estimates translational velocity

v̂x. By substituting v̂x and turning velocity ϕ̇, measured using a gyroscope, into the inverse kinematics,

the estimated crawler velocity v̂i is obtained as follows:

v̂i =


v̂x +

W

2
ϕ̇ (i = r)

v̂x −
W

2
ϕ̇ (i = l).

(4.1)

Here, the crawler velocity in the translational direction is estimated by considering slippage in the turning

direction. The driving force observer (DFOB) was designed to estimate the driving force from the esti-

mated crawler velocity. A block diagram of the DFOB is shown in Fig. 4-1. The driving force estimated

by the DFOB is given by

f̂dr
x,i =

gdf
s+ gdf

(f ref
x,i − sJmn

v̂i
R2

), (4.2)

where Jmn and gdf are the nominal motor-shaft conversion moment of inertia Jm and DFOB cutoff

frequency, respectively. The DFOB provides the driving force as a low-pass filtered value of the driving

force calculated using (4.2). The driving force required for motion can be generated via feedback control

of the estimated driving force, and slippage in the translational direction of the crawler can be suppressed.

4.2.2 Control System with Driving Force Feedback

Figure 4-8 shows a control system that suppresses the slippage of the tracked vehicle by controlling

the estimated driving force. The proposed system consists of two closed-loop controls: an outer velocity

loop and internal driving force control. These controllers are set in a cascade, where the output of the

velocity controller manipulates the set-point of the driving force controller. In the velocity control loop,
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Fig. 4-1: Block diagram of the DFOB.
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Fig. 4-2: Control system of tracked vehicle using estimated driving force.

the driving force reference f ref
i for each track is determined by the velocity command vcmd

i and the

estimated track velocity v̂i as follows:

f ref
i = Cv(s)(v

cmd
i − v̂i), (4.3)

where Cv(s) represents a velocity controller that is physically equivalent to impedance.

In the driving force control loop, the driving force estimated by the DFOB is controlled to follow the

driving force reference. The motor torque reference τ refi is calculated as follows:

τ refi =
1

R
Cf (s)(f

ref
i − f̂dr

x,i), (4.4)

where Cf (s) represents a force controller. The proposed control system controls the driving force re-

quired for the crawler movement to ensure that the intended crawler velocity can be achieved regardless

of the slip conditions.

4.2.3 Experiments on Suppression of Translational Slippage by Driving Force Control

Experiments were conducted to evaluate the slip suppression performance by driving force control.

The TVNN was trained using the experimental setup shown in Fig. 3-3. The regression function gener-
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Table 4.1: Experimental conditions in slip suppression.

Case no. Velocity estimation Driving force feedback
case 1 Calculated by motor encoder Disable
case 2 Calculated by motor encoder Enable
case 3 Estimated by TVNN and inverse kinematics Disable
case 4 Estimated by TVNN and inverse kinematics Enable

Table 4.2: Control parameters in slip suppression experiment.

Parameter Value
Crawler velocity control P gain 0.1
Driving force control P gain 0.2
Driving force control I gain 500
Cutoff freq. of DOB gd 188.4 rad/s
Cutoff freq. of DFOB gdf 188.4 rad/s

ated by the trained TVNN was incorporated into the tracked vehicle program in the C language. In this

experiment, the experimental conditions were set as shown in Table 4.1. In cases 1 and 2 of Table 4.1,

the motor angular velocity obtained from the crawler axle encoder multiplied by the sprocket radius

(Rθ̇resi ) is used as the input to the DFOB (v̂i ). The velocity command value vcmd
i was obtained as a sine

wave with an amplitude of 0.3 m/s and a period of 6.0 s. Table 4.2 shows the control parameters in this

experiment.

Figures 4-3∼4-6 show the experimental results for each case. In each figure, (a) and (b) show the

estimated crawler velocity and slip ratio, respectively. Here, the slip ratio was calculated by substituting

the velocity response calculated from the AR marker position and the motor angular velocity response

into (3.8). From Fig. 4-3 (a) and Fig. 4-5 (a), it is observed that the ability of the velocity response

to follow the velocity command deteriorates near the inflection point of the velocity command when the

driving force control is not implemented. This is because the absolute value of the driving force reference

to the crawler is maximized at the inflection point of the velocity command; however, it is considered

that the ability to follow the velocity command deteriorates because of slippage. Conversely, from Fig. 4-

4 (a) and Fig. 4-6 (a), it is observed that in case 2, the velocity follows even at the inflection point. It was

confirmed that the driving force control improved the velocity’s ability to follow the command. Next,

when Fig. 4-3 (b) and Fig. 4-4 (b), or Fig. 4-5 (b) and Fig. 4-6 (b) are compared, the slip ratio changes

– 51 –



CHAPTER 4 MOTION CONTROL BASED ON DRIVING FORCE

momentarily without the driving force control, whereas with the driving force control, the slip ratio is

generally low. This result suggests that the driving force control suppresses slippage. Additionally, when

Fig. 4-4 (b) and Fig. 4-6 (b) are compared, as in case 2, the slippage rate suddenly changed, while in

case 4, the slippage rate remained low across the board. This confirms that estimating the velocity of

the vehicle body and using it for driving force control can have a higher slip suppression effect. From

the results described above, the effectiveness of the proposed control system for a tracked vehicle was

confirmed.
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Fig. 4-3: Experimental results of case 1.
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Fig. 4-4: Experimental results of case 2.
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Fig. 4-5: Experimental results of case 3.

-0.6

-0.3

0

0.3

0.6

0 4 8 12

T
ra

ck
 v

el
o
ci

ty
 [

m
/s

]

Time [s]

��
���

�� ��

(a) Velocity control performance.

-60

-40

-20

0

20

40

0 4 8 12

S
li

p
 r

at
io

 [
%

]

Time [s]

�� ��

(b) Slip ratio.

Fig. 4-6: Experimental results of case 4.
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4.3 Driving Force Distribution for Turning Motion

When controlling the vehicle’s turning and driving force simultaneously, generating the moment nec-

essary for turning is difficult because the right and left driving forces interfere with each other. Thus,

the driving force is distributed based on the inverse kinematics solution using a weighted pseudoinverse

matrix. For a typical two-wheeled mobile robot, the Jacobian matrix J , which determines the relation-

ship between the motor velocities (θ̇r, θ̇l) and vehicle velocities (vx, ϕ̇), becomes the following square

matrix: [
vx

ϕ̇

]
= J

[
θ̇r

θ̇l

]
, (4.5)

J =

[
R
2

R
2

R
W − R

W

]
. (4.6)

By differentiating both sides of (4.5), the relationship between the motor accelerations (θ̈r, θ̈l) and

vehicle acceleration (v̇x, ϕ̈) can be obtained. When the total driving force is calculated from the vehicle

accelerations, the inverse Jacobian matrix J−1 evenly distributes the driving forces among the crawlers

evenly. Therefore, to design the distribution, a weight matrix is introduced as follows:

w = diag
[
wr wl

]
, (4.7)

where wr and wl represent the equivalent inertia of the right and left crawlers, respectively. With the

weight matrix, the relationship between the distributed driving force and vehicle acceleration can be

obtained as follows: [
fdr
x,r

fdr
x,l

]
=

1

R
wJ−1

[
v̇x

ϕ̈

]
, (4.8)

Therefore, by designing the weight matrix, the driving force reference of the crawler can be determined,

and the force is distributed from the acceleration reference generated by the position controller.

The design of the weight matrix involves the instantaneous turning center of the vehicle, as shown in

Fig. 4-7. A line parallel to the Yv axis drawn on the tracked vehicle from the center of rotation is defined

as a non-slip line[90]. The instantaneous turning center is defined as a point on the non-slip line, and

the velocity along the Xv axis at this point is the average of the crawler velocities. The position of the
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Fig. 4-7: Instantaneous turning center (COR, center of rotation).

instantaneous turning center in the vehicle coordinates (vxic,v yic) is

vxic = −vy

ϕ̇
, (4.9)

vyic =
vx

ϕ̇
− vr + vl

2ϕ̇
. (4.10)

The equation of motion in the rotational direction at the instantaneous turning center can be expressed as

follows:

J ′
vϕ̈ =

(
W

2
+vyic

)
fdr
x,r −

(
W

2
−vyic

)
fdr
x,l − fy

vxic, (4.11)

J ′
v = Jv + δJv, (4.12)

δJv = m(vx2ic +
vy2ic). (4.13)

From (3.9), (4.11), and (4.12), the distributed driving force necessary for motion is given by[
fdr
x,r

fdr
x,l

]
=

[
m(12 −

vyic
W ) Jv

W

m(12 +
vyic
W ) −Jv

W

][
v̇

ϕ̈

]
+

 δJvϕ̈+vxicfy
W

− δJvϕ̈+vxicfy
W

 . (4.14)

From (4.14), if the instantaneous turning center does not deviate from the vehicle center in the lateral

direction (vyic = 0), the driving force should be equally distributed among the crawlers. Otherwise

(vyic ̸= 0), the deviation is represented by the weight of the crawler’s driving forces. Thus, the elements

of the weight matrix are designed as follows:

wr = m

(
1

2
−

vyic
W

)
, (0 ≤ wr ≤ 1), (4.15)

wl = m

(
1

2
+

vyic
W

)
, (0 ≤ wl ≤ 1). (4.16)
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The second term on the right-hand side of (4.14) indicates the disturbance in the world coordinates,

compensated by the workspace observer, as detailed in Section 4.4.
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Fig. 4-8: Structure of the proposed motion control system (IK, Inverse Kinematics).

4.4 Motion Control by Driving Force Distribution and Lateral Distur-
bance Suppression

4.4.1 Control Scheme

In this study, the motion control system of a tracked vehicle is designed to achieve the intended

motion and ensure robustness against disturbances. The proposed system is shown in Fig. 4-8. In the

figure, the acceleration reference vector in the vehicle coordinates (v̇), estimated crawler driving force

vector (f̂dr), estimated crawler velocity vector (v̂i), and crawler motor force vector (f ) are defined as

follows: v̇ =
[
v̇x ϕ̈

]T
, f̂dr =

[
f̂dr
x,r f̂dr

x,l

]T
, vi =

[
v̂r v̂l

]T
, f =

[
fx,r fx,l

]T
. The superscripts

cmd, res, ref , and dis represent a command, response, reference, and disturbance, respectively. The

matrices wRv, vRw, S, and T represent the transformation matrices from Σw to Σv and from Σv to Σw,

the selection matrix, and the command conversion matrix, respectively. The control system comprises a

position controller Cp(s), driving force controller Cf(s), and virtual turning velocity controller Cv(s).

In the control system, the position xres follows a command xcmd in the world coordinates. To construct

the motion control system with robustness against disturbances to the tracked vehicle, a disturbance

observer (DOB) and a workspace observer (WOB)[91] are adopted. The WOB is also used to estimate

the lateral disturbance, which is equivalent to the effects of skidding and nonholonomic constraints. We

define this disturbance as the equivalent lateral disturbance. Based on the relation between the equivalent

lateral disturbance and translational velocity, a virtual turning reference is determined to control the
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Fig. 4-9: Block diagram of the WOB.

orientation of the tracked vehicle.

4.4.2 Position Control

The position controller in the world coordinates is designed as follows:

ẍref
p = [ẍref ÿref ∗]T = Cp(s)(x

cmd − xres), (4.17)

where ẍref
p , ẍref , and ÿref denote the acceleration reference vector provided by the position controller

and its Xw and Yw direction components, respectively. The turning direction component of the acceler-

ation reference is controlled by virtual turning velocity control, and the position controller controls only

the Xw and Yw direction components. The position controller Cp(s) is designed using proportional-

derivative (PD) control as follows:

Cp(s) = Kpp + sKpd, (4.18)

where Kpp and Kpd represent the proportional and derivative gains for the position, respectively.

4.4.3 Virtual Turning Velocity Control Based on Equivalent Lateral Disturbance

We compensate for the disturbances to the crawler motor owing to the driving force and modeling

errors using the DOB. Furthermore, we use the WOB to estimate disturbances to the vehicle in the world

coordinates (workspace). Figure 4-9 shows a block diagram of the WOB. In the figure, gW indicates

the WOB cutoff frequency. The WOB estimates the disturbance in the acceleration dimension (ẍdis =[
wẍdis wÿdis 0

]T
) to the vehicle from the acceleration reference ẍref and the velocity response ẋres

in the world coordinates. Among the estimated disturbances, disturbance compensation in the turning

direction is not carried out given the interference with the virtual turning control described below. By

using the transformation matrix wRv and selection matrix S, the disturbance estimated by the WOB is
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decomposed into a translational disturbance vẍdis
tr and a lateral disturbance vẍdis

la as follows:

vẍdis
tr = (I − S) wRvẍ

dis =
[
vẍdis 0 0

]T
, (4.19)

vẍdis
la = S wRvẍ

dis =
[
0 vÿdis 0

]T
, (4.20)

S = diag
[
0 1 0

]
. (4.21)

The translational disturbance vẍdis
tr can be suppressed by feeding it back to the acceleration reference

in the world coordinates. The lateral disturbance vẍdis
la is equivalent to the effects of lateral slippage

and nonholonomic constraints, defined as the equivalent lateral disturbance. The direct feedback of

the equivalent lateral disturbance vẍdis
la does not suppress it because it has nonholonomic constraints.

Therefore, a virtual turning velocity control method to suppress the equivalent lateral disturbance is

proposed.

In virtual turning velocity control, the equivalent lateral disturbance is indirectly suppressed by ensur-

ing that the turning velocity follows the virtual turning velocity reference, defined using the equivalent

lateral disturbance and vehicle velocity. To indirectly compensate for the equivalent lateral disturbance,

the vehicle should turn to generate a velocity in the direction opposite to the disturbance. For a suffi-

ciently small slip angle ϕ′, the following equation can be derived by transforming the equation of motion

in (3.10) using the turning velocity and slipping angular velocity:

mvx(ϕ̇− ϕ̇′) = fy = mvÿdis. (4.22)

Therefore, the velocity reference to compensate for the equivalent lateral disturbance is defined as the

virtual turning velocity reference ϕ̇ref
vt as follows:

ϕ̇ref
vt =

vÿdis

vx
. (4.23)

In practice, oscillatory variation should be considered because of the division between velocity and

acceleration. Therefore, the experimentally determined virtual turning velocity gain Kvt and threshold

ϕ̇lim
vt are given by

ϕ̇ref
vt = Kvt

vÿdis

vx
, (4.24)

|ϕ̇ref
vt | ≤ ϕ̇lim

vt . (4.25)

The velocity controller is then designed as follows:

ẍref
v = [∗ ∗ ϕ̈ref ]T = Cv(s)(ϕ̇

ref
vt − ϕ̇res), (4.26)
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where ẍref
v and ϕ̈ref denote the acceleration reference vector provided by the velocity controller and its

turning direction component, respectively. The velocity controller Cv(s) is designed using proportional

(P) control as follows:

Cv(s) = Kvp, (4.27)

where Kvp is a scalar parameter and represents the proportional gain for the velocity. The equivalent lat-

eral disturbance is indirectly compensated by ensuring that the tracked vehicle’s turning velocity follows

the virtual turning velocity reference.

4.4.4 Driving Force Control

The acceleration reference in the world coordinates is obtained using the outputs of the position and

virtual turning velocity controllers, as well as the translational direction disturbance as follows:

ẍref = ẍref
p + ẍref

v + vRw
vẍdis

tr . (4.28)

The acceleration reference in (4.28) is converted into the vehicle coordinates v̇ref using the command

conversion matrix T . From this acceleration reference, the driving force reference fref
dr for each crawler

is obtained using the distribution method described in Section 4.3. The force controller is designed to

feedback the driving force estimated by the DFOB and to track the force reference as follows:

fref = Cf(s)(f
ref
dr − f̂dr). (4.29)

The force controller Cf(s) is designed using proportional-integral (PI) control as follows:

Cf(s) = Kfp +
1

s
Kfi, (4.30)

where Kfp and Kfi represent the proportional and integral gains for the driving force, respectively.

4.4.5 Experiments on Proposed Motion Control System

Experiments were conducted to verify (1) the effect of the driving force distribution on turning, (2) the

effect of virtual turning velocity control on equivalent lateral disturbance suppression and position con-

trol, (3) the tracking and self-localization performance for different trajectories, (4) the stopping position

performance in a slippery environment, and (5) the effect of the proposed control on driving on rough

terrain.
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(1) Effect of Driving Force Distribution on Turning Performance

An experiment was conducted to verify the effect of the driving force distribution on turning. The

proposed driving force distribution was compared with the method in [92], which is described by a

distribution matrix D consisting of a square Jacobian J and an equivalent inertia matrix Mn as follows:

D =
J−1Mn

R
, (4.31)

Mn = R2

[
m
4 + J

W 2 + Jm
R2

m
4 − J

W 2

m
4 − J

W 2
m
4 + J

W 2 + Jm
R2

]
(4.32)

The position command vector (xcmd =
[
xcmd ycmd ϕcmd

]T
) is given as a function of time t, where

xcmd = [0 m 0 m πt/10 rad]T . The control parameters are listed in Table 4.3. For comparison, the

position response, including the turning angle response, was fed back directly instead of using virtual

turning velocity control.

Figures 4-10 and 4-11 show the tracking performance along the turning direction using the distribution

matrix in (4.31) and the proposed driving force distribution, respectively. In these figures, panels (a) and

(b) represent the turning angle and driving force of the crawler, respectively. In Fig. 4-10 (a), poor

turning performance is observed when using the distribution matrix. From Fig. 4-10 (b), the driving

forces of the crawlers (f̂dr
x,r, f̂dr

x,l) follow the references (f ref
x,r , f ref

x,l ). However, this result suggests that

the changes in the driving forces coincide, interfering with each other and consequently hindering the

generation of the moment necessary for turning. Conversely, the turning angle suitably follows the given

command (Fig. 4-11 (a)). In Fig. 4-11 (b), the left and right driving forces are generated separately.

This result indicates that the driving force is distributed to avoid interference. Therefore, turning can be

improved by decoupling the driving forces of the crawlers using the proposed driving force distribution.

Table 4.3: Control parameters for the turning control evaluation.

Parameter Value
Position P gain Kpp diag[100 100 9]
Position D gain Kpd diag[20 20 6]
Force P gain Kfp diag[0.2 0.2]
Force I gain Kfi diag[500 500]
Cutoff freq. of DOB gd 188.4 rad/s
Cutoff freq. of DFOB gdf 188.4 rad/s
Cutoff freq. of WOB gw 31.4 rad/s
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(b) Driving force.

Fig. 4-10: Turning performance using the distribution matrix.
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(b) Driving force.

Fig. 4-11: Turning performance using the proposed driving force distribution.

(2) Effect of Virtual Turning Velocity Control on Equivalent Lateral Disturbance Suppression and
Position Control

The position tracking performance and disturbance suppression of the proposed system were eval-

uated. To demonstrate the effectiveness of introducing virtual turning velocity control, cases with

and without this control were compared and evaluated. The linear trajectory was given by xcmd =

[0.05+0.05t − 0.025+0.025t ∗]T . The initial position vector (xini =
[
xini yini ϕini)

]T
) differs from

the initial position command xini =
[
0 m 0 m 0 rad

]T
. In this experiment, the turning angle command

was not considered to control the virtual turning velocity. The parameters that were used in this experi-

ment are listed in Table 4.4. To determine the slippage of the tracked vehicle, the response coordinates

(xres, yres), calculated from the crawler motor encoders and inertial measurement unit (IMU), were

compared with the absolute coordinates (xmeas, ymeas) obtained from the detected augmented reality
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Table 4.4: Control parameters for the position control evaluation.

Parameter Value
Position P gain Kpp diag[100 100 0]
Position D gain Kpd diag[20 20 0]
Force P gain Kfp diag[0.2 0.2]
Force I gain Kfi diag[500 500]
Cutoff freq. of DOB gd 188.4 rad/s
Cutoff freq. of DFOB gdf 188.4 rad/s
Cutoff freq. of WOB gw 31.4 rad/s
Virtual turning velocity gain Kvt 0.1
Velocity P gain Kvp 1.0
Limit virtual turning velocity ϕ̇lim

v 10 rad/s

(AR) marker position.

Figures 4-12 and 4-13 show the performance without and with virtual turning velocity control, re-

spectively. In these figures, panels (a), (b), and (c) show the trajectory tracking, position response, and

equivalent lateral disturbance, respectively. A comparison of Fig. 4-12 (a) and Fig. 4-13 (a) shows that

virtual turning velocity control improved the trajectory tracking and reduced the error between the abso-

lute and estimated coordinates. From Fig. 4-12 (b) and Fig. 4-13 (b), the tracking performance along the

Yw axis was improved using virtual turning velocity control. Furthermore, a comparison of Fig. 4-12 (c)

and Fig. 4-13 (c) shows the effect of virtual turning velocity control on the equivalent lateral disturbance

suppression. Without virtual turning velocity control, the influence of the equivalent lateral disturbance

is apparent, particularly in terms of lateral positioning. Conversely, the positioning performance is likely

improved by suppressing the equivalent lateral disturbance using virtual turning velocity control. Fur-

thermore, the performance of self-localization can be improved by appropriately suppressing slippage

because the difference between the absolute and response coordinates decreased with the introduction of

virtual turning velocity control. These results confirm that the proposed control system improves the po-

sitioning performance of the tracked vehicle while appropriately allowing for slippage along the turning

direction.

(3) Tracking and Self-localization Performance for Different Trajectories

The tracking and self-localization performance for various trajectories were evaluated. The position

commands listed in Table 4.5 were given as trajectories for 20 s. In this evaluation, the same control
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Fig. 4-12: Tracking performance without virtual turning velocity control.

Table 4.5: Position command.

Trajectory Position command vector (xcmd)
Quadratic curve [0.04t 0.008t2 ∗]T

Circle [0.4 sin(0.1πt) − 0.4 cos(0.1πt) ∗]T

parameters that are summarized in Table 4.4 were used. The initial position vector xini was set to be the

same as the initial value of the position command vector. Here, the norms between the absolute coordi-

nates (xmeas, ymeas) and position command (xcmd, ycmd) at each sampling were treated as positioning

errors. To evaluate the effect of slippage on the self-localization, the norms between the position response

(xres, yres) and the absolute coordinates (xmeas, ymeas) at each sampling were treated as self-localization

errors.

Table 4.6 and Table 4.7 summarize the statistics of the positioning errors and self-localization errors

for each trajectory, respectively. Table 4.6 helps confirm that the performance of the proposed system

is comparable for different trajectories. Furthermore, Table 4.6 indicates that the difference between

the position response and the absolute coordinates is suppressed, regardless of the trajectory. The slight
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Fig. 4-13: Tracking performance with virtual turning velocity control.

Table 4.6: Positioning performance.

Maximum error Average error Standard deviation
Quadratic curve 0.054 m 0.023 m 0.014 m
Circle 0.072 m 0.028 m 0.016 m

difference between the absolute and response coordinates suggests that the slippage was sufficiently

suppressed.

(4) Stopping Position Performance in a Slippery Environment

Using the proposed positioning control system, the effects on positioning accuracy in a slippery envi-

ronment were evaluated. This experiment was conducted in the environment shown in Fig. 4-14. Rubber

was used at the start of the tracked vehicle’s travel route, and slippery polytetrafluoroethylene (PTFE)

was used at the stop position. In this experiment, the control system shown in Fig. 4-8 and the control

parameters shown in Table 4.4 were used. The TVNN was already trained in the rubber and PTFE en-

vironments. The position command vector (xcmd =
[
xcmd ycmd ϕcmd

]T
) of the tracked vehicle was
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Table 4.7: Self-localization performance.

Maximum error Average error Standard deviation
Quadratic curve 0.031 m 0.017 m 0.007 m
Circle 0.032 m 0.017 m 0.008 m

Starting

position

Stopping

position

0.8m

0.4m

Traveling route

PTFERubber

Fig. 4-14: Experimental setup.

given as follows:

xcmd =

0.4t (t < 2.0)

0.8 (t ≥ 2.0).
, (4.33)

ycmd = 0, (4.34)

ϕcmd = 0. (4.35)

The initial position vector is set as xini =
[
0 m 0 m 0 rad

]T
. For comparative evaluation, the crawler

velocity calculated from the encoder value of the crawler motor and the estimated velocity by the TVNN

and the inverse kinematics were used as inputs for the DFOB as shown in Table 4.8. In this experiment,

as well as the position control evaluation, the norms between the absolute coordinates (xmeas, ymeas)

were treated as positioning errors. To evaluate the stopping position accuracy, the data after 2 s, when

the position command of the following vehicle became a constant value, was used. Figures 4-15 and 4-16

show the experimental results of each case. In the figures, panels (a) and (b) show the time response

of the position in the Xw and Yw directions, respectively. It switched from a rubber road to a PTFE

road at approximately 1 s. From Fig. 4-15(a), it is confirmed that the response coordinates in the Xw

direction follow the position command, although there is an error in the PTFE data. However, checking

the absolute coordinates shows that there is a deviation from the command value, indicating that slippage
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Table 4.8: Experimental conditions in positioning by suppressing translational slip.

Case No. Velocity input to DFOB
case 1 Velocity estimated by motor encoder
case 2 Velocity estimated by TVNN
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Fig. 4-15: Stopping position accuracy (case 1).

has occurred. This suggests that slippage cannot be sufficiently suppressed by the driving force when it

is calculated based on the velocity without slippage obtained from the crawler motor encoder. The effect

of slippage in the translational direction (Xw direction in this experiment) also affects the positioning

accuracy in the lateral direction (Yw direction in this experiment), as shown in Fig. 4-15(b). This is

because the response coordinates of the crawler are calculated using the translation distance obtained

from the crawler motor encoder and the attitude angle obtained using the IMU, and the error in the

translation distance is considered to be reflected in the lateral direction.

On the other hand, Fig. 4-16(a) shows that both the response coordinates and absolute coordinates

follow the position command even on the course, including the PTFE surface. At the stopping position,

the error between the response coordinate and absolute coordinate is also reduced, indicating that the

driving force control using the estimated vehicle velocity by the TVNN suppresses the slippage in the

translational direction. Figure 4-16(b) also shows that the tracking to the position command has been

improved in the lateral direction. Table 4.9 summarizes the statistics of the positioning errors. This

table shows that the proposed position control system achieved high stopping positioning accuracy by

suppressing slippage in the translational direction and suppressing lateral disturbance. Particularly, it is

shown that the stopping positioning accuracy can effectively be improved by accurately determining the

driving force to suppress the translational slippage from the vehicle velocity, including slippage.
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Fig. 4-16: Stopping position accuracy (case 2).

Table 4.9: Positioning performance.

Maximum error Average error Standard deviation
case 1 0.114 m 0.061 m 0.026 m
case 2 0.032 m 0.025 m 0.008 m

(5) Effect of Proposed Control on Driving on Rough Terrain

The proposed position control performance was evaluated by driving tests on rough terrain. This

experiment was conducted in the environment shown in Fig. 4-17. In the figure, panels (a) and (b) show

the appearance of the rough terrain and environmental information of the driving surface, respectively.

The rough terrain was created by combining different heights and friction coefficients, such as PTFE,

rubber, and artificial grass. In this experiment, the position command vectors (xcmd =
[
xcmd ycmd ∗

]T
)

were applied to the tracked vehicle to achieve a straight-line or diagonal motion, as listed in Table 4.10.

The initial position vector xini was set to the same as the initial value of the position command vector.

The experiments were conducted under the conditions listed in Table 4.11 to confirm the effectiveness

of the control elements (acceleration control, driving force control, driving force distribution, and virtual

turning velocity control) that constitute the proposed position control system.

Figures 4-18∼4-21 show the experimental results when the straight-line motion command is given.

In each figure, panels (a) and (b) show the position (xres, yres) and posture responses, respectively. The

changes in roll angle (angle with a positive value around the right of the Xw axis) and pitch angle (angle

with a positive value around the right of the Yw axis), indicated by panel (b) in each figure, are caused by

the change in the height of the driving surface. From Fig. 4-18 (a), the effect of the rough terrain, such as

bumps between driving surface environments, affects the position control responsiveness in the straight
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Table 4.10: Positioning command vector.

Motion Time t xcmd ycmd

Straight-line motion
0∼3 s 0.4t m 0 m
3 ∼ 4 s 1.2 m 0 m

Diagonal motion
0∼3 s 0.4t m -0.04t m
3 ∼ 4 s 1.2 m -0.12 m

Table 4.11: Control conditions.

Case No.
Acceleration
control

Driving force
control

Driving force
distribution

Virtual turning
control

case 1 Enable Disable Disable Disable
case 2 Enable Enable Disable Disable
case 3 Enable Enable Enable Disable
case 4 Enable Enable Enable Enable

line direction based on acceleration control in case 1. On the other hand, from Fig. 4-19 (a), in case 2,

it can be observed that the responsiveness in the straight-line direction is improved using driving force

feedback. Comparing Figs. 4-19 (a) and 4-20 (a), there is no noticeable difference in the position in the

straight-line direction (xres); however, the lateral position (yres) shifted. This is thought to be because the

driving force is distributed based on the instantaneous center, which is calculated based on the yaw angle

in the proposed position control system; however, the yaw angle changes when driving on rough terrain.

Finally, comparing Figs. 4-20 (a) and 4-21 (a) confirmed that introducing the virtual turning velocity

control reduced the lateral misalignment because the lateral slippage was properly compensated.

Figures 4-22∼4-25 show the experimental results when a diagonal command is given. When Figs. 4-

22∼4-25 were compared, the response in the lateral direction could not be confirmed by the driving force

feedback, while the response in the lateral direction could be observed by the driving force distribution.

Furthermore, from Fig. 4-25, it was confirmed that the virtual turning velocity control improved the

position response in the lateral direction. The aforementioned results confirm that the proposed position

control algorithm can function even when driving on rough terrain.
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(b) Environmental information of the road surface.

Fig. 4-17: Experimental environment for driving on a rough terrain.
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(b) Posture.
Fig. 4-18: Experimental result (straight-line motion, case 1).
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(b) Posture.
Fig. 4-19: Experimental result (straight-line motion, case 2).
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(b) Posture.
Fig. 4-20: Experimental result (straight-line motion, case 3).
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(b) Posture.
Fig. 4-21: Experimental result (straight-line motion, case 4).
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(b) Posture.
Fig. 4-22: Experimental result (diagonal motion, case 1).
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(b) Posture.
Fig. 4-23: Experimental result (diagonal motion, case 2).
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(b) Posture.
Fig. 4-24: Experimental result (diagonal motion, case 3).
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(b) Posture.
Fig. 4-25: Experimental result (diagonal, case 4).
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4.5 Discussion of Proposed Control System Stability Based on Passivity

This section discusses the stability of the proposed position control system based on the passivity

theory. Passivity is a concept initially used to describe the energy depletion characteristics of a system in

which multiple conversion circuits are coupled[93]. This concept can be used to evaluate the stability of

the energy dissipation characteristics of the entire system. In addition, motion control has been proposed

by focusing on the passivity of nonlinear mechanical systems such as robot manipulators and mobile

manipulators, which are represented by the Euler–Lagrange equations[94–96].

In this chapter, the Lagrange equations for a mobile robot subject to nonholonomic constraints are

first formulated and discussed based on passivity. In this study, it is assumed that slippage is properly

suppressed by driving force control and virtual turning velocity control, and that the tracked vehicle has

dynamics dynamics that are equivalent to a general two-wheeled mobile robot. For discussion, defining

the generalized coordinates as q =
[
x θ

]T
, the position vector in the vehicle coordinates x =

[
x y ϕ

]T
,

and the crawler motor angle vector θ =
[
θr θl

]T
, the dynamics can be expressed by the Lagrange

equations as follows:

M(q)q̈ + V (q, q̇)q̇ +G(q) = E(q)u+AT (q)λ, (4.36)

where u is an input vector, M(q) is a symmetric and positive definite inertia matrix, V (q, q̇) is the

centripetal and Coriolis matrix, G(q) is the gravitational vector, E(q) is an input transformation matrix,

A(q) is a matrix associated with nonholonomic constraints, and λ is a vector of constraint forces. The

kinematic relationship between the generalized velocity and the crawler motor velocity is represented by

a Jacobian matrix as follows:

ẋ = Jθ̇, (4.37)

Using this time differentiation, the generalized acceleration and crawler motor acceleration are expressed

as follows:

ẍ = Jθ̈ + J̇ θ̇,

≃ Jθ̈ (4.38)

The matrix A, which represents the nonholonomic constraint in (4.36), satisfies A(q)q̇ = 0 by defini-

tion. The null space of matrix A is represented by the matrix S(q). This matrix satisfies as follows:

A(q)S(q) = 0. (4.39)
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In a two-wheeled mobile robot, this matrix S shows the relationship between the generalized velocity

and the vehicle velocity vector v =
[
vx ϕ̇

]T
as follows:

q̇ = S(q)v. (4.40)

Similarly, the relationship between the generalized acceleration and vehicle acceleration can be repre-

sented as follows:

q̈ = S(q)v̇ + ˙S(q)v,

≃ S(q)v̇. (4.41)

The dynamics in (4.36) can be reduced to a lower dimension by using (4.40) and (4.41) as follows:

M̄(q)v̇ + V̄ (q, q̇)v + Ḡ(q) = Ē(q)u = f , (4.42)

M̄(q) = ST (q)M(q)S(q),

V̄ (q, q̇) = ST (q)(M(q)Ṡ(q)+ Ṁ(q)S(q)),

Ḡ(q) = ST (q)G(q),

Ē(q) = ST (q)E(q),

f =
[
fx τz

]T
,

where f , fx, and τz denote the input force vector to the dynamics, sum of the driving force in the

translational direction, and the moment in the turning direction in the vehicle coordinates, respectively.

For convenience, the relationship between the vehicle and crawler motor velocities is assumed to be

represented by the Jacobian matrix Jv as follows:

v = Jvθ̇. (4.43)

The relationship between the vehicle and crawler motor accelerations is expressed as follows:

v̇ = Jvθ̈ + J̇vθ̇,

≃ Jvθ̈. (4.44)

The passivity of the proposed position control system is investigated using the aforementioned kine-

matic and dynamic relationships. First, let us consider a candidate Lyapunov function V as follows:

V =
1

2
q̇TM(q)q̇ +

1

2
(xcmd − xres)TKx(x

cmd − xres)+
1

2
vTKvv, (4.45)
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where Kx and Kv are arbitrary positive definite matrices. Thus, the function V is a positive definite

function for q̇, x, and v. The time derivative of the function using (4.42), (4.37), (4.40), and (4.43) is

calculated as follows:

V̇ = vTST (q)
(
f − J−T

v J−TKx(x
cmd − xres)+KvM̄

−1(q)f
)
. (4.46)

By determining the input force vector f using an arbitrary positive definite diagonal matrix Ks as

f = (I + KvM̄
−1(q))−1

(
J−T
v J−TKx(x

cmd − xres) − Ksv
)
, (4.47)

(4.46) becomes

V̇ = −vTST (q)Kvv ≤ 0. (4.48)

Therefore, the equilibrium point of the system (q̇, x, and v) = (0, xcmd, 0) is is stabilized. Thus, the

function V is a Lyapunov function for q̇, x, and v. When comparing the input force vector in (4.47) with

the block diagram of the proposed position control system shown in Fig. 4-8, it can be interpreted that the

first term is a position controller (proportional control) in the world coordinates, the second term is the

driving force feedback to the vehicle, and the third term is the damping injection by velocity feedback.

Next, to add velocity control in the world coordinates to the input force vector designed for stability,

(4.42) is redefined using an arbitrary positive definite matrix Kxd as follows:

M̄(q)v̇ + V̄ (q, q̇)v + Ḡ(q) = Ē(q)u = f + fd, (4.49)

fd = J−T
v J−TKxd(ẋ

cmd − ẋres). (4.50)

Thus, the time derivative of the function using (4.49), (4.37), (4.40), and (4.43) is calculated as follows:

V̇ = vTST (q)fd − vTST (q)Kvv ≤ vTST (q)fd. (4.51)

From (4.51), the system in (4.49) is passive when v is the output. Additionally, the system in (4.49)

converges to the points (q̇, x, v) = (0, xcmd, 0) because it is zero-state detectable. Therefore, it can

be said that the system in (4.49) is asymptotically stable. Thus, the input force vector can be updated as

follows:

f = (I + KvM̄
−1(q))−1

(
J−T
v J−T (Kx(x

cmd − xres) + Kxd(ẋ
cmd − ẋres)) − Ksv

)
,

(4.52)
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Finally, to include the driving force distribution explicitly, the input force vector in (4.52) is set using

the weight matrix w = diag
[
wr wl

]T
as follows:

f = Ē−1wu = J−T
v wu. (4.53)

Substituting (4.53) into (4.52), the control input to the crawler motor u is obtained as follows:

u = (J−T
v w)−1(I + KvM̄

−1(q))−1(
J−T
v J−T (Kx(x

cmd − xres) + Kxd(ẋ
cmd − ẋres)) − Ksv

)
.

(4.54)

By comparing (4.54) and the block diagram of the proposed position control shown in Fig. 4-8, it can

be observed that the position controller (proportional and derivative) generates an acceleration control

reference, driving force feedback, and driving force distribution is expressed explicitly. Additionally,

(4.54) shows that it is necessary to feed back the vehicle velocity to stabilize the system. On the other

hand, the driving force controller and disturbance suppression by the DOB, WOB, and virtual turning

velocity control in the proposed method cannot be expressed by (4.54). Therefore, under the assumption

that the driving force controller operates stably and that the disturbance suppression by the DOB, WOB,

and virtual turning velocity control is high enough not to affect the dynamics, the conditions for the

control system to satisfy passivity are listed as follows:

(1) I + KvM̄
−1(q) is a regular matrix.

(2) J−T
v w is a regular matrix.

(3) The vehicle velocity is fed back.

Condition (1) is always satisfied because Kv and M̄(q) are positive definite symmetric matrices. As

for condition (2), because Jv is regular, the equivalent condition is that w is regular. As described in

Section 4.3, w is determined by the instantaneous turning center and takes the value 0 < w <
W

2
I .

However, when the weight of the driving force of either the right or left crawler (wr or wl) is zero, the rank

number of w decreases. Therefore, it is necessary to use a threshold value to make wr ̸= 0 or wl ̸= 0).

As for condition (3), because the proposed position control system is based on acceleration control, it is

not easy to feed back the vehicle velocity directly to the control system. To feedback the vehicle velocity,

it is necessary to feed back the vehicle acceleration, which is the time derivative of the vehicle velocity. In

the actual design, the time derivative of the vehicle velocity should be realized by pseudo-differentiation

using a low-pass filter while considering noise sensitivity. As previously mentioned, the stability of the
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proposed position control is discussed based on passivity. The method of feeding back vehicle velocity

to ensure stability is a future issue.
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4.6 Summary

This chapter proposes a method to estimate the driving force of a tracked vehicle and a motion con-

trol system based on driving force. First, a driving force observer was designed based on the velocity

estimated by the method discussed in Chapter 3. Next, a driving control system was constructed to

suppress slippage by connecting it to the velocity control system. The validity of the proposed driv-

ing force control was verified through an experimental evaluation of the slip suppression performance.

Conventional driving force control uses a velocity that is based on the motor encoder and does not in-

clude slippage; however, the application effect of the proposed method for estimating and controlling

the driving force based on an estimate of the correct velocity including slippage is demonstrated. This

chapter also proposed driving force distribution to control the tracked vehicle and virtual turning velocity

control to suppress the equivalent lateral disturbance. The proposed driving force distribution uses the

instantaneous turning center of the vehicle to enable crawler decoupling and induce proper slip along

the turning direction. Furthermore, the virtual turning velocity control suppressed the equivalent lateral

disturbance extracted by the WOB. The experimental results show that the position tracking performance

can be improved by appropriately slipping the tracked vehicle while suppressing the lateral disturbance.

Finally, based on passivity, the stability of the proposed position control system was discussed.

The proposed velocity estimation and driving force control methods can be applied to all mobile robots

traveling in places where the slippage environment cannot be ignored. The driving force control proposed

in this chapter suppresses the occurrence of slippage; however, it may become saturated depending on the

driving force criterion. In such cases, countermeasures such as adjusting the driving force criterion are

necessary. Future work will include consideration of countermeasures such as the prevention of hoisting

in the event of extreme slippage.
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Chapter 5

Force Control Mechanism Adaptable to
Environment

5.1 Introduction

This chapter presents a force control mechanism and a control method for inspection robots in narrow

spaces. As a concrete example, the chapter describes a pushing force control mechanism for an inspection

robot that travels between the rotor and stator of a generator.

Turbine generators installed in power plants are generally maintained through periodic inspections. To

improve the availability of generators, reducing the inspection time and extending the inspection interval

are essential. Conventional generator inspections require that the rotor be removed from the stator and

inspected by certified inspectors. Removing the rotor before the inspection and replacing the rotor after

the inspection takes a lot of time[88]. In recent years, robotic inspection technology for generators has

advanced to streamline the process. The inspection robot is inserted into the gap between the rotor and

stator. While moving through the gap, the inspection is performed by a device mounted on the robot.

The introduction of the inspection robot eliminates the processes of removing and replacing the rotor,

which is expected to significantly reduce inspection time and cost.

The inspection robot must reach any position in the circumferential and axial directions of the gen-

erator; however, the gravity on the robot varies with its position. To prevent the inspection robots from

falling in a narrow space, the mechanisms of the robots can be classified into two main types. One is a

magnet type model, which moves on the inner surface of the stator while sticking to the stator by mag-

netic force[59–62]. The other is a pushing type model, which moves over the rotor while pushing the
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stator with its arm. The magnet type mechanism utilizes a permanent magnet, and the magnetic force

generated between the magnet and stator iron core is used to prevent dropping. A permanent magnet

can produce a large force although its size is small; however, it is difficult to control the magnetic force

according to the robot’s position in the generator. The problem may be that once the adsorption force

is lost, it is difficult to return to the posture. For example, in large generators, a rectifying plate for the

cooling gas, referred to as a segregating baffle, is often installed on the stator side. This segregating

baffle is an obstacle for a magnet-type robot that runs on the stator side. The inspection robot must move

away from the stator surface to avoid the segregating baffle; however, the adsorption force by the magnet

cannot be controlled, making it difficult for the inspection robot to return to its posture. Therefore, it is

difficult for the magnet-type model to inspect a generator with a segregating baffle. However, the push-

ing model uses an air cylinder-driven arm to the stator[63]. Therefore, it can flexibly respond to changes

in gravity by controlling the pushing force. However, active mechanical elements such as motors and

air cylinders stop working and cause the inspection robot to fall if their power (electric power and air)

supply is interrupted by an unexpected event, such as an emergency. To overcome the disadvantages, a

passive mechanism, such as a spring, must be employed to generate a pushing force even when there is

no power. However, it should be noted that the pushing force of a passive system alone varies depending

on the structure of the moving object.

Therefore, this chapter proposes a pushing force control mechanism and control method that com-

bines an actuator and a spring, a passive mechanical element. First, two types of pushing force control

mechanisms (motor-driven arm and pneumatic-driven arm) were developed, consisting of an arm with

a motor and air cylinder and a torsion spring. Next, the pushing force control method for each arm is

described. The experimental results demonstrate the force control performance of the proposed pushing

force control mechanisms.

This chapter is organized as follows: Section 5.2 presents the turbine generator inspection robot, which

is the subject of this chapter. Section 5.3 presents the extrusion control mechanism and control method

of the inspection robot. The experiments in Section 5.4 demonstrate the effectiveness of the proposed

pushing force control mechanism. This chapter is summarized in Section 5.5.
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Stator coreSegregating baffle

Rotor shaft

Hot 

gas
Cold gas

Stator
Rotor

Hot 

gas

Fig. 5-1: Inner structure of turbine generator.

5.2 Turbine Generator Inspection Robot with Pushing Force Control Mech-
anisms

5.2.1 Gap Inspection Robot for Turbine Generators

Figure 5-11 shows the internal structure of the turbine generator. Because the rotor rotates at a high

speed during the generator operation, considerable heat is generated in the narrow gap between the rotor

and stator. To maintain the temperature of the generator, the cooling gas flows through the generator.

The rotor has many ventilation holes. Cold gas is supplied to the rotor through the ventilation holes. The

hot gas is discharged into the stator. To further improve the cooling efficiency, a “segregating baffle” is

installed on the inner surface of the stator. The segregating baffle works to regulate the flow of the gas.

The inspection items for the generator are listed in Table 5.1. In the visual inspection, the appearance

of the rotor and stator is monitored using images and a video taken by a camera mounted on an inspection

robot. Most conventional generator inspection robots are equipped with a camera for visual inspection.

Ultrasonic inspection is necessary for the inspection robots to detect cracks in the rotor teeth and wedges

that support the rotor coils, which are difficult to find by visual inspection using a camera alone without

1Based on reference [89].
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Table 5.1: Generator inspection items.

Rotor/Stator Target Method Abnormal case

Rotor
Surface Visual Test Burnt deposit
Ventilating hole Visual Test Substances
Wedge Ultrasonic Test Inner defect

Stator
Surface Visual Test Burnt deposit
Wedge Hammering Inner defect
Iron core EL CID Break down

removing the rotor. The stator slot wedge tightness is checked by the hammer tapping method. In this

method, the inspector checks by listening to the tapping sound of the inspection robot. Electromagnetic

core impulse detection (EL CID) is performed to check for interlaminar insulation breakdown in the

stator core. In this test, the inspection robot has to press the coil against the stator while a weak current

is applied to the stator to measure the leakage current.

Figure 5-2 shows a generator inspection robot equipped with pushing force control mechanisms. As

shown in Fig. 5-2 (a), the developed robot consists of a tracking vehicle, sensors to detect the segregating

baffle, inspection devices, and pushing force control mechanisms. The pushing force control mechanisms

are classified into two types of arms: motor-driven arms and pneumatic-driven arms. The robot moves

on the rotor while supporting the body with each arm. Figure 5-2 (b) shows a scene in which the robot

moves through the gap between the rotor and stator. When the sensor detects the segregating baffle, the

robot folds and unfolds its arms to avoid it. This drive system allows the inspection of generators with

separate baffles. The motor-driven arm is spring-loaded to push against the stator even when it is not

powered, thus, it will not fall into the generator even if the power is lost. Another mechanism transports

the inspection robot. This mechanism moves in the circumferential direction of the rotor and is mounted

on the rotor surface. The robot moves while controlling its posture and the lateral displacement during

the forward and backward motion using an algorithm that detects the slots in which coils are embedded

in the iron core on the stator side. Therefore, the robot can move along the slot at any position in the gap.
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Motor-driven arm1 Pneumatic-driven arm Motor-driven arm2

Inspection devices
Tracked vehicle

Cameras

Sensors

Cameras

Pushing force control mechanisms

(a) Appearance.

Rotor

Segregating baffleStator

(b) Situation in the gap.

Fig. 5-2: Generator inspection robot with pushing force control mechanisms.
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5.3 Pushing Force Control Mechanisms and Control Methods

5.3.1 Pushing Force Control Mechanisms

The motor- and pneumatic-driven arms are essentially used to push and follow the inner surface of

the stator to support the robot. Additionally, the pneumatic-driven arm plays a role in transferring the

inspection device. For example, the inspector checks the appearance of the stator surface using images

captured by the camera. The stator slot wedge tightness is inspected by hitting the wedge with a hammer

and checking the sound collected by the microphone. EL CID is performed to detect interlayer insulation

breakdown in the stator coil. The pneumatic-driven arm pushes the inspection equipment, such as the

tapping hammer and EL CID coil, against the inner surface of the stator. The pushing force on the stator

by each arm needs to be controlled. In this chapter, a force control system is designed based on the model

of each arm.

5.3.2 Modeling of Pushing Force Control Mechanisms

Figure 5-3 shows the model of the robot with the pushing force control mechanisms. The parameters

of Fig. 5-3 are listed in Table 5.2. In this model, each arm is a quality point model. The motor-driven

arm is configured using a torsion spring to automatically unfold the arm when the power supply to the

robot is interrupted. On the other hand, the pneumatic-driven arm is set using a torsion spring to fold

the arm to prevent damage to the inspection system in case of power loss. From Fig. 5-3 (a) and (b), the

equation of motion of the robot in the x-direction is expressed as follows:

mẍ = fd − µ1N0 − µ2(N1 +N2 +N3). (5.1)

The relationship between the normal force from the rotor and that from the stator is expressed as follows:

N0 = N1 +N2 +N3 +mg cosα. (5.2)
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(a) Force analysis in x− z plane. (b) Force analysis in y − z plane.
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(d) Pneumatic-driven arm.

Fig. 5-3: Model of generator inspection robot.

5.3.3 Force Control of Pushing Force Control Mechanisms

Force Control of Motor-driven Arm

Figure 5-3 (c) shows a model of the motor-driven arm. The pushing force on the stator by the motor-

driven arm, fpi(i = 1, 3), is expressed as follows:

fpi =
Ti

Li cos θi
,

=
Tsi(θi)− Tmi

Li cos θi
. (5.3)

The elastic torque Tsi(θi) by the spring depends on the angle θi of the arm. To control the pushing force

so that it follows the force command f cmd
pi , the torque control reference T ref

mi of the motor is calculated

as follows:

T ref
mi = Tsi(θi)− f cmd

pi Li cos θi. (5.4)
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Table 5.2: Parameters in Fig. 5-3.

Parameter Description
fd Driving force by the tracked vehicle
m Mass of the robot
g Gravitational acceleration
α Angle from the top of the rotor to the robot position
N0 Normal force from the rotor to the robot
N1 Normal force from the stator to the motor-driven arm1
N2 Normal force from the stator to the pneumatic-driven arm
N3 Normal force from the stator to the motor-driven arm2
L1 Length of the motor-driven arm1
L2 Length of the pneumatic-driven arm
L3 Length of the motor-driven arm2
θ1 Angle of the motor-driven arm1
θ2 Angle of the pneumatic-driven arm
θ3 Angle of the motor-driven arm2
Tm1 Motor torque of the motor-driven arm1
Tm2 Motor torque of the motor-driven arm2
Ts1 Elastic torque by the spring to the motor-driven arm1
Ts2 Elastic torque by the spring to the pneumatic-driven arm
Ts3 Elastic torque by the spring to the motor-driven arm2
µ1 Friction coefficient of the rotor surface
µ2 Friction coefficient of the inner surface of the stator
P Internal pressure of the pneumatic cylinder
D Inner diameter of the pneumatic cylinder
fc Thrust force by the pneumatic cylinder
fp1 Pushing force by the motor-driven arm1
fp2 Pushing force by the pneumatic-driven arm
fp3 Pushing force by the motor-driven arm2
M Moment generated by the thrust force

Force Control of Pneumatic-driven Arm

Figure 5-3 (d) is a model of the pneumatic-driven arm. The relationship between θ2 and θ′2 is geo-

metrically θ′2 = θ2 + 2.0 degrees from the design drawing. The electro-pneumatic regulator controls the
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internal pressure P , and the thrust force fc in the extrusion direction is expressed as follows:

fc =
πD2

4
P. (5.5)

When the pushing force by the cylinder is defined as f2, it is expressed with the moment caused by the

cylinder M as follows:

f2 =
M cos θ2

L2
. (5.6)

From the law of action-reaction, the moment M is expressed using the thrust force fc as follows:

M =
L2fc
2 sin θ′2

. (5.7)

By substituting (5.7) into (5.6), the relation between the pushing force by the cylinder f2 and thrust force

fc is obtained as follows:

f2 =
fc cos θ2
2 sin θ′2

. (5.8)

The torque generated by the spring is converted to the pulling force at the top of the pneumatic-driven

arm. When the pulling force is defined as fs2, it is computed as follows:

fs2 =
Ts2(θ2)

L2 cos θ2
. (5.9)

Therefore, when the pneumatic-driven arm contacts the inner surface of the stator, the pushing force by

the pneumatic-driven arm to the stator is expressed as follows:

fp2 = f2 − fs2,

=
fc cos θ2
2 sin θ′2

− Ts2(θ2)

L2 cos θ2
. (5.10)

From (5.10), it can be inferred that the pushing force depends on the angle of the arm, and it changes

non-linearly. To mitigate the effect of the non-linearity, the control reference of the thrust force f ref
c is

computed using the pushing force command f cmd
p2 as follows:

f ref
c =

2 sin θ′2
cos θ2

(
f cmd
p2 +

Ts2(θ2)

L2 cos θ2

)
. (5.11)

When the controller is designed based on the model, it should be considered that the control performance

deteriorates by the modeling error and other disturbances such as the friction force inside the cylinder.
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Table 5.3: Procedures for identification of the disturbance model.

No. Procedure
1 Compute ∆fp2 using the difference between the experimental value

and the theoretical of fp2
2 Provided that ∆fp2 as a formula of a(θ2), compute ∆fc from

the inclination of the approximation straight line.
3 Provided that the difference between the experimental value of fp2

and ∆fca(θ2) as a formula of fc +∆fc, compute ∆a(θ2) and ∆b(θ2)

from the inclination and the intercept of the approximation straight line,
respectively.

Therefore, in this chapter, the disturbance model is designed. The identified parameters of the model are

then used to compensate for the disturbance. To simplify the discussion, (5.10) is redefined as follows:

fp2 = a(θ2)fc + b(θ2), (5.12)

a(θ2) ≜ cos θ2
2 sin θ′2

,

b(θ2) ≜ − Ts2(θ2)

L2 cos θ2
.

Considering the disturbance to the pushing force fdis, (5.12) is updated as follows:

fp2 + fdis = (a(θ2) + ∆a(θ2))(fc +∆fc)

+ b(θ2) + ∆b(θ2).
(5.13)

Here, it is assumed that θ2 is measured with enough precision, and the arm length L2 and torque coef-

ficient of the spring are equal to the design values. In (5.13), fdis, ∆a(θ2), ∆fc, and b(θ2) denote the

disturbance to the pushing force, the disturbance which changes owing to the angle of the arm, the dis-

turbance regarding the cylinder such as the inner friction, and the other disturbance, respectively. From

(5.12) and (5.13), the disturbance model is obtained as follows:

fdis = ∆fca(θ2) + ∆a(θ2)(fc +∆fc) + ∆b(θ2) (5.14)

Each parameter of the disturbance model is identified by the procedures listed in Table 5.3. Based on the

identified parameters of the disturbance model, the estimated disturbance f̂dis is obtained as follows:

f̂dis = ∆a(θ2)(fc +∆fc) + ∆b(θ2). (5.15)
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① Increase pressure

to overcome friction

② Decrease pressure

while holding the posture

③ Control the cylinder to track

pushing force reference

Fig. 5-4: Flow of the initial motion control process.

With the compensation of the estimated disturbance, the force control reference is obtained as follows:

f ref
c =

2 sin θ′2
cos θ2

(
f cmd
p2 +

Ts2(θ2)

L2 cos θ2
− f̂dis

)
. (5.16)

From (5.16), it can be inferred that the larger the angle of the pneumatic-driven arm θ2, the smaller the

control reference f ref
c . In other words, when the angle of the arm is large, it can be expected that the

thrust force is not large enough to overcome the static friction inside the cylinder. As a countermeasure

for this issue, an initial motion control process is added to the control system. The flow of the initial

motion control process is shown in Fig. 5-4. In the initial motion control process, a feed-forward pressure

input is first added to the control reference before the cylinder moves. The pressure of the cylinder is then

decreased to exhaust the inner pressure of the cylinder while holding the posture of the arm. Finally, the

pushing force control reference in (5.16) is applied. By the initial motion control process, the direction

of the thrust force can always be controlled to be constant.
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MCU

Motor-driven arm2

PC (Controller)

Fig. 5-5: Control system configuration of the pushing control mechanisms.

5.4 Experimental Evaluation of Pushing Force Control Mechanisms

In this section, the experimental results confirm the pushing force control performance of each arm.

5.4.1 Experimental Conditions

In the experiments, the arms installed on the developed robot were used. The control system config-

uration of the arms is shown in Fig. 5-5. In the experiments, the force command is set to the controller;

the computed control references are then transferred to the motors’ micro controller units (MCUS) and

the electro-pneumatic regulator. Figure 5-6 shows the experimental setup. A force gauge was used to

measure the pushing force by each arm. The equipment specifications of the experimental setup are listed

in Table 5.4.

Experimental Conditions of Motor-driven Arm

For the motor-driven arms, while the angle of the arm (θ1 or θ3) is fixed to 45 deg, the force command

was changed by 5 N to increase the pushing force.

Experimental Conditions of Pneumatic-driven Arm

For the pneumatic-driven arm, the force command was applied when the pneumatic-driven arm was

folded. By the thrust force by the cylinder, the pneumatic-driven arm was unfolded and it pushed the
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Force gauge

Torsion spring

Pneumatic-driven arm

Motor-driven arm2

Block

Fig. 5-6: Experimental setup.

force gauge. The experiments were conducted with different arm angles (θ2 = 13, 28, and 53 deg). The

angles were adjusted by placing a block between the force gauge and pneumatic-driven arm. The force

command was between 10 to 30 N by 1 N. From the experimental results, the effects of the disturbance

compensation and initial motion control process were observed.

5.4.2 Experimental Results

Experimental Results of Motor-driven Arm

Figure 5-7 shows the experimental results of the motor-driven arms. In Fig. 5-7, the circle dots and

dashed lines denote the measured data and ideal lines, respectively. From Fig. 5-7, in both motor-driven

arms, the measured pushing force seems to follow the ideal line. Therefore, the validity of the pushing

control method for the motor-driven arm was confirmed.
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Table 5.4: Specifications of the experimental setup.

Specification Value
Measurement range of force gauge ±500 N

Resolution of force gauge 0.1 N

Resolution of electro-pneumatic regulator 10 bit

Inner diameter of the pneumatic cylinder D 16 mm

Torsion spring constant of the motor-driven arm 10.7 Nmm/deg

Torsion spring constant of the pneumatic-driven arm 2.5 Nmm/deg

Initial angle of the motor-driven arm 114 deg

Initial angle of the pneumatic-driven arm −70 deg

Length of the motor-driven arm L1, L3 40 mm

Half the length of the pneumatic-driven arm L2 43 mm
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0

10

20

30

40

0 10 20 30 40

M
ea

su
re

d
 f

o
rc

e 
[N

]

Force command [N]

(b) Motor-driven arm2.

Fig. 5-7: Experimental results of the motor-driven arms.

Experimental Results of Pneumatic-driven Arm

Figure 5-8 shows the experimental results of the pneumatic-driven arm to evaluate the disturbance

compensation. In Fig. 5-8, the circle markers represent the results without the disturbance compensa-

tion, and the square markers represent the results with the disturbance compensation. The dashed lines

represent the ideal force response. From this figure, the force response became close to the ideal response

by the disturbance compensation. However, it should be noted that the force response was 0 when the

force input was small because the thrust force did not overcome the static friction inside the cylinder.

Figure 5-9 shows the experimental results of the pneumatic-driven arm to evaluate the initial motion

control process. In Fig. 5-9, the circle markers represent the results without the initial motion control
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Fig. 5-8: Experimental results to confirm the effects of the disturbance compensation
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Fig. 5-9: Experimental results to confirm the effects of the initial motion control process.

process, and the square markers represent the results with the initial motion control process, respectively.

From Fig. 5-9, it can be inferred that the initial motion control process improved the force response. From

these results, the validities of the pushing control methods for the pneumatic-driven arm were confirmed.
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5.5 Summary

This chapter presents the pushing force control mechanisms to maintain the posture in a narrow space.

The proposed pushing force control mechanism consists of an actuator such as a motor or air cylinder

and a passive mechanical element. Model-based control methods were proposed for the motor- and

pneumatic-driven arms, respectively. Particularly, because the force control using a general air cylinder

is significantly affected by external disturbances, the proposed method uses a pre-estimated disturbance

model for compensation. The pushing force control performance of the motor- and pneumatic-driven

arms was confirmed through experiments.

This chapter discusses a specific example of an inspection robot that travels and inspects the gap

between the rotor and stator of a turbine generator. With the proposed pushing force control mechanisms,

the inspection robot can support its body inside the generator and maintain its posture without falling

even in an emergency. Additionally, by folding and unfolding the arms in sequence while changing the

pushing force, the inspection robot can pass through the segregating baffle. In this chapter, the pushing

force control was considered for the primary purpose of the posture maintenance, but in practice, the

pushing force is often related to the driving force of the moving mechanism. Therefore, it is necessary

to consider the driving force in setting the actual pushing force. The proposed pushing force control

mechanism is applicable not only to robots for inspecting power generators but also to all robots that

move in a narrow space while restraining themselves by pushing.
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Chapter 6

Force-based Diagnosis of Structural
Internal State

6.1 Introduction

This chapter presents a device and method for the percussion inspection of the internal state of a

structure using reaction forces from the structure. The chapter takes the wedge loosening inspection of a

generator stator as a concrete example to illustrate the application of the proposed device and inspection

method.

Inspection methods for generators include the visual inspection of the rotor and stator by expert inspec-

tors and percussion inspection, which detect internal defects in the stator by striking the stator surface

with a hammer or other striking devices and evaluating the reverberation vibration such as the sound,

acceleration, and force from the inside[64]. However, because the gap between the rotor and stator of

a regular turbine generator is approximately 40 to 200 mm, the inspection robot must be thin to move

through the gap. Therefore, the camera for visual inspection and the device for percussion inspection

mounted on the inspection robot must meet the constraints of the robot’s portable size, payload, and

layout. Generally, inspection robots that perform percussion inspection use separate devices, such as a

hammer and microphone, to conduct the sensing functions of percussion and reverberation[65]. If a sin-

gle device can achieve the striking and reverberation sensing functions, the percussion inspection device

can be compacted to a size mountable on the inspection robot, and the restriction on the sensor place-

ment can be solved. Therefore, this chapter first proposes a percussion inspection device that considers

the reaction force given to the striking device when the stator surface is struck as a form of reverberant
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vibration and realizes the striking function and sensing function of reverberant vibration with a single

device. In the past, a mechanism using electromagnets was reported. It is helpful from the viewpoint

of compactness and high power to realize the striking function[66]. However, electromagnets generate

heat owing to long-term operation, and it is difficult to control the impact force even when a constant

current is applied. In the proposed percussion inspection device, a small motor is controlled by force to

ensure a constant percussion force. When striking using a force-controlled motor, the reaction force from

the struck object becomes a disturbance to the motor. Therefore, by applying the disturbance observer

(DOB)[48, 49], a robust force control system can be achieved, and the necessary striking force can be

generated. Additionally, the reaction force observer (RFOB) [71] is applied to the proposed percussion

inspection device to implement the reaction force-sensing function without using additional sensors such

as load cells. As examples of the use of the RFOB, a method to estimate the position where the flexible

arm contacts the environment[97] and a method to detect chattering vibration during end milling were

reported[98, 99]. A case study was also conducted applying the estimated force information to the leak

inspection of packaging materials[100,101]. However, estimated force information has not been used as

an index for inspecting structures as in this dissertation.

Additionally, this chapter proposes a method for detecting wedge loosening in a generator stator by

estimating the internal structure model parameters of the stator based on the input/output characteristics

of the percussion inspection device and evaluating the fixation of the internal components of the stator.

Basic experiments are conducted to evaluate the feasibility of the reaction force estimation function and

the inspection method of the proposed percussion inspection device.

This chapter is organized as follows: In Section 6.2, the outline and issues of wedge loosening inspec-

tion in generators, which are the specific targets of this research are presented. Section 6.3 describes the

structure of the proposed percussion inspection device, control method, and proposed method of detect-

ing wedge loosening using the device. The experimental results of the proposed percussive inspection

device are presented in Section 6.4. Finally, the conclusion of this chapter is presented in Section 6.5.

– 96 –



CHAPTER 6 FORCE-BASED DIAGNOSIS OF STRUCTURAL INTERNAL STATE

6.2 Issues in Rationalization of Generator Stator Wedge Loosening In-
spection

Figure 6-1 shows a cross-sectional schematic diagram of the generator stator perpendicular to the

axial direction. As shown in Fig. 6-1(a), the stator is arranged concentrically with the rotor. The stator

iron core has a plurality of slots along the inner circumference of the iron core; a wedge seals each slot.

Figure 6-1(b) shows a cross-sectional view of one slot of the iron core. Coils are inserted into each slot,

and a wedge is pressed into the top of the coil. In many generators, spacers made of corrugated springs

are laminated between the iron core, coil, and wedge. The coil is firmly fixed by the elastic force of the

corrugated spring generated by the press-fitted wedge. By fixing the coil to the iron core with the wedge,

the coil’s vibration during operation is suppressed, and the heat generated by the coil is transmitted to the

iron core for dissipation. When the wedge loosens because of the long-term operation of the generator,

the vibration of the wire forming the coil causes insulation breakdown between the coil surface and iron

core. It also degrades the thermal radiation performance of the coil[102]. Therefore, the inspection of

the stator wedge looseness is an essential item to maintain and control the generator’s performance from

the viewpoint of electrical and thermal radiation.

In the conventional wedge loosening inspection, a specialist inspector strikes the wedge by a hammer

with a force of several N orders and perceives the sound and vibration by hearing and force, respectively.

The wedge loosening was detected by the relative evaluation of the information from multiple locations.

However, from the viewpoint of the automation of percussion and vibration inspection of infrastructure

facilities such as bridges, the main focus has only been on information processing methods for reverber-

ant vibration, such as sound[25, 26, 103] and acceleration[104] obtained by striking and eddy currents

Rotor

Iron core Slot

Wedge

Stator

(a) Stator iron core.

Coil

Wire

Wedge

Core

Spacer

(b) Stator slot.

Fig. 6-1: Cross-sectional schematic diagram of a generator.
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during magnetic field irradiation[105]. Practically, the excitation of reverberation depends on the strik-

ing method and striking force, thus, the striking force should be controlled quantitatively for consistent

inspection. Additionally, sound, which is information in the high-frequency band, is used to inspect large

structures such as infrastructure facilities, but requires additional microphones.

The force can be detected in a lower frequency band than sound, but the target wedge is maximum

of a few hundred millimeters. Additionally, the force information in the frequency range of 0 to 400 Hz

is similar to that of human force perception. The force information in the frequency range of 0∼400

Hz can be perceived more sensitively by the mechanoreceptors of human force perception; thus, it may

be possible to identify wedge loosening based on the force information below 400 Hz. Furthermore,

because the force is generated at the point of contact between the hammer and wedge, there is no need to

consider disturbances from the surroundings. Therefore, to achieve the same level of wedge loosening

inspection as the conventional ones, the proposed device is designed to acquire force information with a

frequency band of 400 Hz or higher without controlling the impact force on the order of several N and

without requiring additional sensors. Additionally, a method of detecting stator wedge loosening using

the acquired force information is evaluated.
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Fig. 6-2: Structure of force sensor less percussion inspection device.

Table 6.1: Components of proposed percussion inspection device.

Component Type Manufacturer
Voice coil motor AVM19-5 Akribis Systems Pte Ltd, Singapore
Linear encoder RGH24Y15A30A Renishaw plc, England

6.3 Proposed Percussion Inspection Devices

6.3.1 Configuration of Percussion Inspection Device

Figure 6-2 shows the configuration of the proposed percussion inspection device. Table 6.1 lists the

components of the percussion inspection device. In the proposed percussion inspection device, a small

voice coil motor is used as the actuator. The motor is driven according to the applied current, and a linear

encoder measures the motor displacement. The motor displacement is used to calculate the velocity input

of the DOB and RFOB, briefly described in Chapter 2.

In the proposed percussion inspection device, the percussion function is achieved by controlling the

force so that the motor can provide the intended action force to the object. When the motor is in contact

with the object, the action-reaction relationship is established, and the motor is subjected to the object’s

reaction force. The reaction force reflects the characteristics of the object, and the proposed percussion

inspection device is characterized by its ability to estimate the reaction force as information on the

reverberation vibration without a force sensor.
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Fig. 6-3: Force control system for percussion inspection device.

Table 6.2: Parameters of force control system

Parameter Description
f cmd Force command
fdis Disturbance force
fac Action force
f re Reaction force
Irefa Current reference
xd Position of device
md Mass of devicer
kt Thrust coefficient
Cf (s) Force controller
ˆ Estimated value

n Nominal value

6.3.2 Control system for Percussion Inspection Device

Figure 6-3 shows the control system of the proposed percussion inspection system. The symbols in

Fig. 6-3 are listed in Table 6.2. The control system of the proposed percussion inspection device consists

of the force controller Cf (s) to control the impact force, the DOB to make the force control system

robust, and the RFOB to estimate the reaction force. By compensating using the DOB, disturbances

– 100 –



CHAPTER 6 FORCE-BASED DIAGNOSIS OF STRUCTURAL INTERNAL STATE

below the cutoff frequency of the DOB can be suppressed among the disturbances given to the motor

during strikes, making the control system more robust. Similarly, it is possible to estimate the reaction

force below the cutoff frequency of the RFOB. Therefore, it is a prerequisite for the inspection method

using the estimated reaction force that the virtual model inside the slot described below is a system with

the following resonance frequencies. In Chapter 2, it was mentioned that disturbances other than the

reaction force, such as friction and interaction forces, must be identified to use the RFOB. However,

because the proposed percussion inspection device uses a low sliding voice coil motor, the modeling

error and kinetic friction force can be sufficiently ignored. From the action-reaction relationship, the

estimated striking force f̂ac is obtained as follows:

f̂ac = −f̂ re. (6.1)

In the proposed percussion inspection device, the force controller Cf (s) is designed with the proportional

(P) gain Kfp as follows:

Cf (s) = Kfp. (6.2)
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Fig. 6-4: Slot state model.

Table 6.3: Parameter of slot state model.

Parameter Description
mw Mass of wedge
kw Stiffness of wedge
xw Position of wedge
ms Mass of spacer
ks Stiffness of spacer
xs Position of spacer
kws Connectivity of wedge
kcs Connectivity spacer
k1 Synthetic stiffness of kw and kcw

k2 Synthetic stiffness of ks and kcs

6.3.3 Wedge Looseness Inspection Method Using Percussion Inspection Device

The information inside the wedge and slot is modeled, and the wedge loosening inspection method

based on the input/output characteristics of the vibration inspection device is discussed.

Modeling of Inner Slot State

Generally, wedges and spacers are designed to increase their stiffness to secure the high-weight stator

coils in the slots. Hence, the stiffness and inertia are dominant when considering the representation of the

wedge and spacer as mechanical elements. Therefore, it is supposed that both the wedge and spacer can

be represented by a spring-mass model, which is a linearly coupled vibration model as shown in Fig. 6-4.

The symbols in the figure are listed in Table 6.3. In the coupled vibration model shown in the figure,

kcw and kcs represent the virtual stiffness of the wedge and spacer connections (fixity), respectively. The

mass of the coil connected to the spacer is assumed to be sufficiently large and is treated as a fixed end.

Conversely, the mass of the air is assumed to be sufficiently small.
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The equation of motion for the coupled vibration model in Fig. 6-4 is as follows:

msẍs + k2xs + k1(xs − xw) = 0, (6.3)

mwẍw + k1(xw − xs) = −fac, (6.4)

mdẍd = −f re. (6.5)

When the wedge loosens, a void is generated. The displacement of the wedge or spacer against external

forces is then expected to increase. Particularly, the virtual stiffnesses kcw and kcs reduce owing to the

displacement. Let k be the virtual stiffness obtained by synthesizing the spring models in Fig. 6-4, the

virtual stiffness k can be expressed as follows:

k = k1 + k2

=
kwkcw

kw + kcw
+

kskcs
ks + kcs

. (6.6)

The virtual stiffness k determines the magnitude of the elastic force when the coupled vibration model

components are displaced. Therefore, it can be inferred that there is a correlation between the virtual

stiffness k and loosening of the wedge due to the generation of voids. Based on the considerations, this

chapter treats the virtual stiffness k as an index to show how well the wedge fixes the slot. In this chapter,

the virtual stiffness k is treated as an index of the slot fixation by the wedge. The policy of the inspection

method using the vibration inspection device is to detect the wedge loosening by evaluating the virtual

stiffness k.

Transfer Function of Percussion Inspection Device

When the percussion inspection device strikes the wedge and makes contact, the following relationship

is established:

xd = −xw (6.7)

When the cutoff frequencies of DOB and RFOB are sufficiently high, the transfer function G(s) from

the input f cmd to the percussion inspection device to the estimated reaction force f̂ re using the coupled

vibration model is expressed by the following equation:

G(s) =
f̂ re

f cmd

= −
Cf (s)ktn

1 + Cf (s)ktn
· mds

2(mss
2 + k1 + k2)

mwmss4 + (mwk1 +msk1 +mwk2)s2 + k1k2
. (6.8)
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Table 6.4: Simulation parameters.

Parameter Value
Nominal thrust coefficient ktn 1.75 N/A
Nominal mass of device mdn 0.243 kg
Force control gain Kp 1.0
Mass of wedge mw 0.4 kg
Stiffness of wedge kw 50000 N/m
Mass of spacer ms 0.03 kg

Table 6.5: Simulation conditions.

Case No. k1 [N/m] k2 [N/m] k [N/m]
case1 1000000 1000000　 　 2000000
case2 1000000 10000 　 1010000
case3 10000 1000000 　 1010000
case4 10000 10000 　 20000

The gain characteristics can be obtained by providing the percussion inspection device with force inputs

containing multiple frequencies such as step and sweep signals and comparing them to the reaction force.

By fitting the gain characteristics of the estimated reaction force to the transfer function G(s) in (6.8), the

coupled vibration model parameters can be estimated. This chapter examines the possibility of detecting

wedge loosening by evaluating the virtual stiffness k from the estimated parameters.

Simulation of Input/Output Characteristics of Percussion Inspection Devices

For the transfer function G(s) in (6.8), the model parameters were varied to evaluate the gain char-

acteristics in the frequency range of 1 ∼ 400Hz. The parameters used in the simulation and simulation

conditions are listed in Tables 6.4 and 6.5, respectively.

Figure 6-5 shows the simulation results. First, when the value of the virtual stiffness k is significant,

as in case 1, the peak occurs at a high frequency (approximately 200 Hz). Subsequently, when the value

of k1 or k2 decreases, as in case 2 or case 3, the value of the virtual stiffness k decreases. Consequently,

the resonance frequency shifts to a lower frequency range, and the peak value decreases. Additionally,

when the value of the virtual stiffness k is small, as in case 4, two peaks appear at the low and high

frequencies. The increase in the void volume affects k1 or k2 and decreases the value of the virtual

stiffness k. The simulation results suggest that wedge loosening can be detected by evaluating the force
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Fig. 6-5: Simulation result.

input-output characteristics and the value of the virtual stiffness k of the percussion inspection device.
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Fig. 6-6: Experimental setup.

6.4 Basic Experimental Evaluation of Proposed Percussion Inspection De-
vice

The validity of the proposed method for inspecting wedge loosening using a percussion inspection

device was evaluated through experiments.

6.4.1 Experimental Setup

Figure 6-6 shows the configuration of the experimental apparatus. The inputs to the DOB and RFOB

are the current applied to the voice coil motor and motor velocity calculated from its displacement mea-

sured by the encoder. In the experimental setup shown in Fig. 6-6, the percussion inspection device

is fixed to the table and operates in the direction perpendicular to gravity, thus, the effect of gravity is

assumed to be negligible. In this experiment, the stator wedge and spacer (corrugated plate spring) were

stacked on top of each other. The tightness of the corrugated plate spring was adjusted by a handle.

The wedge was loosened to simulate the gap inside the stator. The control software was written in the

C language and operated by RTAI 3.6.1, which is a real-time OS. The control parameters used in the

experiment are listed in Table 6.6.
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Table 6.6: Experimental parameters.

Descriptions Value
Nominal torque coefficient ktn 1.75 N/A
Nominal mass of device mdn 0.243 kg
Force control gain Kp 1.0
Cutoff freq. of DOB gd 3000 (≃ 477) rad/s (Hz)
Cutoff freq. of RFOB grf 3000 (≃ 477) rad/s (Hz)
Mass of wedge mw 0.4 kg
Mass of spacer ms 0.03 kg
Resolution of encoder 0.1 µm
Sampling time 0.5 ms

6.4.2 Functional Evaluation of Percussion Inspection Device

To evaluate the striking and sensing functions of the reverberation vibration of the proposed percussion

inspection device, the wedge was struck with the force command f cmd set as follows:

f cmd =

3.0 N (Time = 1.0 ∼ 1.5 s)

0 (otherwise)
(6.9)

The force command f cmd and estimated reaction force f̂ re were compared.

Figure 6-7 shows the results of the impact experiment. In Fig. 6-7, the dotted and solid lines represent

the force command value f cmd and estimated reaction force f̂ re, respectively. The shaded area represents

the time period when the inspection target is being struck. It should be noted that the sign of the estimated

reaction force is reversed to simplify the comparison between the force command value and estimated

reaction force. From Fig. 6-7, it can be observed that the force command value corresponds to the

estimated reaction force, indicating that the intended action force can be applied based on the law of

action-reaction. The sudden reaction of the estimated reaction force in the vicinity of 1 s in Fig. 6-7

indicates the impact force at the time of contact. It indicates that sensing in a high-frequency range,

including the impact force at the moment of contact, is possible. In conclusion, it was verified that the

proposed percussion inspection device could achieve the desired function of striking with the intended

action force and sensing the reaction force.
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Fig. 6-7: Experimental results for functional verification.

Table 6.7: Force command parameters.

Parameter Value
Amplitude of f cmd A 1.0 N
Initial value of force command f cmd B 1.5 N
Initial phase ϕ 0 rad
Initial frequency f 0 Hz
Increase rate of frequency k 2.0 Hz
Time t 0 ∼ 200 s

6.4.3 Experimental Validation of Wedge Loosening Detection Using Percussion Inspec-
tion Device

For the validation of the wedge loosening detection method using the percussion inspection device,

the test object was vibrated, and the gain characteristics of the action force and estimated reaction force

were evaluated. In this experiment, the force command value f cmd shown in the following equation was

given to the percussion inspection device:

f cmd = A sin

[
ϕ+ 2π(ft+

k

2
t2)

]
+B. (6.10)

The values of each parameter in (6.10) are listed in Table 6.7. Table 6.8 lists the amount of void space

measured after adjusting the fixed condition of the wedge by the handle.
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Table 6.8: Experimental conditions.

Gap [mm]
1.7
1.9
2.2

Figure 6-8 shows the results of the estimated reaction forces obtained from the experiment. From

Figs. 6-8(a) and (b), it is confirmed that the estimated reaction force increases slowly, and the peak value

decreases as the void becomes larger. Figure 6-8(c) shows that a new peak occurs at approximately 10 s.

Figure 6-9 shows the gain characteristics obtained from the time series data in Fig. 6-8. From Fig. 6-9,

it can be observed that the peak value in the high-frequency range (approximately 300 Hz) decreases as

the air gap increases. Additionally, a new peak occurs in the low-frequency range (approximately 10 Hz)

as the air gap further increases.

Next, the experiments were repeated five times each under the conditions listed in Table 6.8. The val-

ues of the coupled vibration model parameters were estimated by fitting the obtained gain characteristics

to the transfer function G(s) in (6.8) using the least-squares method. Figure 6-10 shows the relationship

between the voids and k1 and k2 obtained from the experiments. From Fig. 6-10, it can be observed

that k1 decreases significantly and k2 increases slightly with the increase of the void volume. This result

indicates that the void volume mainly affects the degree of connection between the wedge and spacer.

Additionally, the value of the virtual stiffness k is shown in Fig. 6-11. Figure 6-11 shows that the value of

the virtual stiffness k decreases as the void volume increases. This indicates that the fixation of the slot

by the wedge decreases with the increase of the void volume, which is in line with what was discussed

in Section 6.3.3.

As described, in the actual stator wedge loosening inspection, it is possible to detect the presence or

absence of voids based on the characteristics of the gain characteristic waveform (number of generated

peaks, resonance frequency, and peak value) obtained by hitting the wedge with the proposed vibration

inspection device. Additionally, by identifying the value of the virtual stiffness, which consists of the pa-

rameters of the coupled vibration model, the presence or absence of voids can be detected. Furthermore,

the degree of wedge loosening can be quantified by identifying the value of virtual stiffness, consisting

of coupled vibration model parameters.
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Fig. 6-8: Experimental results of excitation method.
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6.5 Summary

This chapter proposes a percussion inspection device based on force sensor less control technology

to streamline the inspection of stator wedge loosening in generators. The usefulness of the method for

detecting the wedge loosening of the generator stator from the striking force and the estimated reac-

tion force obtained by the proposed percussion inspection device is discussed. An experimental device

equipped with the proposed percussion inspection device was prototyped, and it was confirmed that the

single device could realize the striking and force sensing functions. The proposed device can quantita-

tively detect the presence or absence of wedge loosening and the degree of loosening through a vibration

test on an object that simulates stator wedge loosening. In this study, an inspection method based on

the input-output characteristics of force was proposed. The input/output of forces with strikes may be

examined from another perspective, that of the relationship between momentum and force product, and

this will be a future work. To achieve a fast and precise inspection method using the proposed percussion

inspection device, it is desirable to refine the model, including the viscous term, and compare it with the

true value.
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Conclusion

The rationalization of the inspection of infrastructure structures is an urgent social issue. One of

the solutions to this problem is the introduction of infrastructure inspection robots that can access the

inspection target and realize quantitative inspection instead of manual inspection. Intelligent infrastruc-

ture inspection robots are expected to expand the range of applications, reduce the number of inspectors

and costs, and establish quantitative and sustainable inspection technologies. Infrastructure inspection

robots move in and out of the inspection target, interact with the target, and inspect it. The use of force

information is inherent in all of these actions. In this dissertation, an approach based on the extrac-

tion and application of force information is discussed to develop an intelligent infrastructure inspection

robot. Based on the force information, the velocity estimation and motion control of the infrastructure

inspection robot and the inspection method of the inside of the structure are discussed.

In Chapter 2, the fundamental techniques for robust motion control and force extraction in this thesis

were presented. First, this chapter introduced the disturbance observer (DOB). The DOB is designed

to estimate the disturbance to the control target caused by the load and model error based on the nom-

inal model and input-output relationship. Using the DOB, a robust acceleration control system can be

constructed. Acceleration is a physical quantity that is generated by a force and produces a change in po-

sition. Thus, the acceleration control system can control the position, velocity, and force in a comprehen-

sive manner. Because the DOB has a role in suppressing disturbance, command following characteristics

can be designed independent from the disturbance suppression characteristics. Additionally, this chapter

introduces the reaction force estimation observer (RFOB). The RFOB estimates the reaction force to

the actuator based on the disturbance model such as the friction identified by the DOB. The advantage
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of introducing the RFOB is that the performance of the reaction force estimation does not depend on

the environment or sensor placement. The introduction of these observers in infrastructure inspection

robots that have restrictions on sensor placement and move in extreme environments is highly advanta-

geous. These techniques are also employed in other chapters describing motion control for infrastructure

inspection robots and force-information-based structural interior inspection methods.

In Chapter 3, an approach using the DOB and neural networks as a method for estimating the state of

an infrastructure inspection robot was discussed. In this chapter, velocity estimation including the slip-

page of the tracked vehicle employed in the infrastructure inspection robot was specifically addressed.

The slippage of tracked vehicles occurs constantly and deteriorates the mobility performance although it

is difficult to model because of its complexity. To solve this problem, a translational velocity estimation

neural network (TVNN) was constructed to estimate the vehicle velocity including slippage using infor-

mation correlated with the slippage as input. Another input to the neural network is the disturbance to

the crawler mechanism, which is correlated with the slippage, to realize the velocity estimation including

the slippage. The system can estimate the state of an infrastructure inspection robot as it moves through

an uncertain surrounding environment. In this chapter, an experimental comparison is conducted be-

tween the proposed method and conventional methods for the velocity estimation of mobile robots, and

the effectiveness of the proposed method is demonstrated based on real data. Furthermore, the training

method of the neural network for mobile environments with different friction coefficients (slipperiness)

is evaluated by training and evaluating the neural network using multiple environments. A method of

applying the proposed method to the three-dimensional movement of an infrastructure inspection robot

is realized using the gravity compensation of acceleration, which is one of the inputs of the TVNN, and

the effect is demonstrated by experiments.

In Chapter 4, the motion control of the infrastructure inspection robot based on the driving force was

discussed. The driving force is the reaction force of the force generated against the road surface and is

the dynamics source of the vehicle velocity. In this chapter, a driving force observer (DFOB) based on

the vehicle velocity estimated by the TVNN was designed. By feeding back the estimated driving force

and controlling it appropriately, the desired vehicle velocity can be achieved, thus suppressing slippage.

In the conventional driving force control, the velocity without slip based on the wheel rotation velocity

was utilized. However, considering that the driving force is a dynamic source of the vehicle velocity,

it is desired to estimate the driving force from the accurate vehicle velocity. Therefore, estimation and

control methods of the driving force based on the vehicle velocity including slippage, which is estimated
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by the method proposed in Chapter 3, are proposed. The application effect of the proposed driving force

control was verified by the experimental evaluation of the slip suppression performance. Although the

drive force control can suppress the translational slippage, the interference of the drive force prevents the

motion in the turning direction. A driving force distribution method is proposed that utilizes the instan-

taneous turning center of the vehicle to decouple the crawler. The proposed driving force distribution

induces slippage along the turning direction. To ensure the proper tolerance of slippage in the turning

direction and to compensate for lateral disturbances including non-holonomic constraints, virtual turning

velocity control is proposed. The proposed control system suppresses the equivalent lateral disturbance

extracted by the workspace observer (WOB). The experimental results show that the position tracking

performance can be improved by appropriately slipping the tracked vehicle while suppressing the lat-

eral disturbance. The tracking performance and stop positioning performance for multiple trajectories

by the proposed position control system are confirmed. The velocity estimation and driving force con-

trol methods proposed in Chapters 3 and 4 are considered to be applicable to mobile robots traveling in

environments where slippage cannot be ignored.

In Chapter 5, a pushing force control mechanism for an infrastructure inspection robot to move adap-

tively to the target structure was discussed. This chapter presents a pushing force control mechanism to

maintain the robot’s posture in a narrow space, using an inspection robot in the gap between the rotor and

stator of a generator as a subject. The proposed pushing force control mechanism is composed of actu-

ators (motor and air cylinder) and a passive mechanical element. Particularly, for a general air cylinder,

the effect of disturbance that prevents precise force control was significant. Therefore, a compensation

method using a pre-estimated disturbance model was proposed. The pushing force control performances

of the motor- and pneumatic-driven arms were confirmed through experiments. In this chapter, the push-

ing force control was considered for the primary purpose of posture maintenance. However, in reality,

the pushing force is often related to the driving force of the moving mechanism. Therefore, it is neces-

sary to consider the driving force in setting the actual pushing force. The proposed pushing force control

mechanism is applicable not only in the generator inspection robots but also in all robots that move in a

narrow space while restraining themselves by pushing.

In Chapter 6, a diagnosis method of the condition inside a structure using force information was dis-

cussed. In this chapter, a percussion inspection device based on force sensor less control technology is

developed to streamline the inspection of generator stator wedge loosening. Additionally, a method of

detecting the wedge looseness of the generator stator from the striking force and estimated reaction force
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obtained by the proposed device was discussed. This chapter proposes a method to detect abnormal con-

ditions (stator wedge loosening in this chapter) using a coupled vibration model of the internal state of

the structure and comparing the model parameters. An experimental device equipped with the proposed

percussion inspection device was fabricated, and it was confirmed that a single device can realize the

percussion and force sensing functions. Additionally, basic experiments on a target that simulates sta-

tor wedge loosening showed that the proposed percussion inspection method is expected to detect stator

wedge loosening. Although the subject of this dissertation is the inspection of the stator wedge loosening

of a generator, the proposed method can be applied to the inspection of the internal conditions of struc-

tures with natural frequencies below the cutoff frequency of the RFOB. Since the proposed percussion

inspection method in this chapter considers human sensory information, it can utilize data and technical

knowledge from past inspections, facilitating the smooth introduction of the technology. However, some

objects cannot be inspected using only human sensory information, which will be an issue in the future.

As described earlier, this dissertation proposes a new methodology for the advancement of inspection

robotics. The methodology for realizing advanced inspection robots will become a fundamental tech-

nology for infrastructure inspection support and will significantly contribute to solving the urgent issue

of labor shortage caused by declining birthrates and an aging population. This dissertation proposes a

methodology for realizing the velocity estimation, motion control, environmental adaptation, and inspec-

tion functions of infrastructure inspection robots based on force information estimation and application

methods. The effectiveness of the proposed methodology was confirmed both theoretically and exper-

imentally. In this dissertation, each method was proposed for subjects such as a tracked vehicle and a

generator inspection robot; however, the basic concept and theory are applicable generally. The proposed

force-information-based methodology can be expected to help solve social problems using robots.
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