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Thesis Abstract
Resource and Network Management Framework

for Large-Scale Satellite Communication Systems

Satellite communication (SATCOM) systems have been required in a wide range of ap-

plications, such as mobile communications for aircraft and ships and emergency communi-

cations in a disaster. Thus, the demand for SATCOM systems has increased in recent years.

Furthermore, several companies are planning to launch a large number of communication

satellites. In such large-scale SATCOM systems, time-variability within system compo-

nents, such as the amount of communication requests from users, the number of available

satellites, and their resources, must be efficiently managed to maximize performance. There-

fore, it is necessary to optimize the resource allocation and network structure of SATCOM

systems to continuously meet the time-varying requests. In this thesis, the author proposes

improved resource and network management frameworks for large-scale SATCOM systems.

In Chapter 1, the author summarizes the applications of SATCOM systems and recent

research trends, and also describes the contributions of this thesis. The purpose of this thesis

is to propose resource and network management frameworks that reduce the operations cost

of large-scale SATCOM systems, including a large number of system components, while

continuously accommodating the time-varying communication requests from users.

In Chapter 2, previous work related to this thesis is introduced. Basic methodologies

of SATCOM systems, model predictive control, and sparse optimization are utilized in the

following chapters.

In Chapter 3, the author proposes a frequency allocation method featuring a function

that can flexibly change the frequency allocation of satellite beams. The proposed method

is based on model predictive control and sparse optimization, thus enabling the reduction

of bandwidth loss and the number of control actions. In numerical examples, the proposed

method was applied to time-varying requests of aircraft and the effectiveness of the proposed

method was verified.

In Chapter 4, the author proposes a network design method for SATCOM systems with

a large number of communication satellites, user terminals, and gateway stations. The pro-

posed method manages a large number of heterogeneous system components in a unified

manner and enables various kinds of operations by setting a cost function according to the

management strategy. In the numerical examples, the author investigated the basic perfor-

mance of the proposed method and analyzed the relationship between the increase in the

number of satellites and the performance to verify that an efficient network could be ob-

tained when using the proposed method.



In Chapter 5, the author proposes a chance-constrained model predictive control ap-

proach for managing stochastic and time-varying communication requests. The proposed

method is an extension of the proposed frameworks in Chapters 4 and 5 and enables the

system to cope with stochastic requests by adding a stochastic constraint about the band-

width loss. In numerical examples, the author verified that an efficient resource allocation

and network structure was obtained according to a user-specified performance even when

the communication requests changed stochastically.

In Chapter 6, this thesis is concluded and future work in the field is discussed.
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Chapter 1

Introduction

1.1 Introduction of Satellite Communication Systems

Satellite communications (SATCOM) have been widely used all over the world because of

multiple desirable features such as wide-area coverage, broad spectrum, and independence

from the terrestrial infrastructure [1]. As a result of these characteristics, there has been a

gradual increase in the demand for SATCOM in recent years. The total capacity demand

for high-throughput SATCOM systems is expected to increase further at an average rate of

approximately 32% from 2014 through 2023 [2]. It is estimated that SATCOM systems will

be required to achieve Tbps-class throughput by the early 2020s in order to meet the demand

for their services [3].

Figure 1.1 shows a typical SATCOM system, which is focused on in this thesis. To

describe the SATCOM system, the following terms are used.

• Communications satellites (SATs) are used to relay signals from/to ground stations

(also called earth stations) via wireless satellite links. Satellites have a receive/transmit

antenna and a transponder that functions as both a transmitter and responder. After

satellites receive the signal from ground stations via the receive antenna, the signal is

processed by the transponder and amplified. Then, the signal is radiated and transmitted

to other ground stations by the transmit antenna.

To communicate between satellites and the ground stations, radio waves in radio fre-

quency (RF) bands such as the C-band (approximately 4–8 GHz), the Ku-band (ap-

proximately 12–18 GHz), and the Ka-band (approximately 26–40 GHz) are commonly

1



2 1.1. Introduction of Satellite Communication Systems

Feeder links (FLs) User links (ULs)

Communications
satellites (SATs)

User terminals (UTs)Gateway station (GW)

Inter-satellite links (ISLs)

Fig. 1.1: A typical SATCOM system and SATCOM links.

used [4, 5]. A satellite radiates the radio waves, called satellite beams, and illuminates

particular areas. Frequency resources such as bandwidth are allocated to each beam,

and ground stations that exist in the satellite beam can communicate with the satellite

by utilizing the allocated resources. The radio waves are attenuated due to factors such

as the distance between satellites and the ground and weather conditions such as rain-

fall. Thus, compensation methods are applied to reduce the influence of attenuation

(e.g., adaptive coding and modulation) [6].

Satellite orbits related to the topic of this thesis are roughly divided into the following

two types:

• Geostationary earth orbit (GEO) is an orbit at an altitude of approximately 35,786 km

above the earth’s equator. Satellites placed at a GEO appear to be stationary from the

earth.

• Non-geostationary earth orbit (NGEO) is a general term describing orbits at an alti-

tude of lower than that of a GEO. Low earth orbits (LEOs, approximately 2,000 km or

less) and medium earth orbits (MEOs, approximately from 2,000 km to 35,786 km) are
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examples of NGEOs. Satellites placed at NGEOs revolve around the earth periodically

on prescribed orbits.

Ground stations related to this thesis are roughly divided into the following two types:

• User terminals (UTs) are ground stations such as aircraft and ships that require SAT-

COM links. UTs with a small aperture antenna are called very small aperture terminals

(VSATs).

• Gateway stations (GWs) are ground stations connected to the ground network such as

the Internet. GWs typically have a larger antenna and a larger capacity than that of UTs,

and the data from/to UTs are aggregated in the GWs via satellites.

There are several types of SATCOM links composed of satellites, UTs, and GWs. This

thesis mainly focuses on the following three:

• User links (ULs) are bidirectional communication links between satellites and UTs. In

the user links, UTs receive/transmit signals from/to GWs via satellites.

• Feeder links (FLs) are bidirectional communication links between satellites and GWs.

In the feeder links, GWs receive/transmit signals from/to UTs via satellites.

• Inter-satellite links (ISLs) are bidirectional communication links between satellites

[7, 8]. By routing communication signals via inter-satellite links, various kinds of oper-

ations can be realized [9, 10] (e.g., a data relay system among multiple satellites). For

example, the communication time of NGEO satellites with a certain ground station is

limited because NGEO satellites revolve around the earth. Thus, by routing the signals

from an NGEO satellite to a GEO satellite via an inter-satellite link, NGEO satellites

can communicate with the ground station indirectly.

A SATCOM network composed of user links, feeder links, and inter-satellite links works

as a data relay system between UTs and GWs. UTs request SATCOM links, and satellites

provide the links for the UTs. After the SATCOM network is constructed, communication

signals between the UTs and GWs are relayed by the satellites.
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Fig. 1.2: The number of commercial aircraft from 2019 to 2038. The number is expected to
have a twofold increase over the next 20 years. Reproduced from [11].

1.2 Applications of Satellite Communications

In this section, multiple applications of SATCOM systems are introduced.

1.2.1 Aeronautical Communications

The use of SATCOM systems enables in-flight connectivity, such as Wi-Fi within aircraft

cabins for passenger use. The number of commercial aircraft is expected to have a twofold

increase over the next 20 years as shown in Fig. 1.2 [11]. Moreover, current estimates sug-

gest that over 50% of aircraft will be equipped with in-flight Wi-Fi by 2025 [12]. The notable

increase in this specific application of SATCOM systems highlights the importance of de-

veloping the underlying technology [13, 14]. By utilizing SATCOM systems to cover wide

areas in air, a large number of aircraft including drones, unmanned aerial vehicle (UAVs),

and high-altitude pseudo-satellites (HAPSs) can be connected [15].

To provide seamless high-speed communications for fast-moving aircraft, effective han-

dover schemes are required [16, 17]. The aircraft have to frequently change a connecting

satellite or a connecting satellite beam in a single flight because aircraft typically move
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across a wide area where that one satellite or one satellite beam cannot cover. Thus, it is

necessary to perform multiple satellite handovers or multiple beam handovers. Addition-

ally, the handover schemes should be performed with low latency so that communications

for passengers are not disconnected due to the handovers.

1.2.2 Maritime Communications

Maritime and aeronautical communications are two of the most important applications of

SATCOM. In particular, maritime regions have been interpreted as one of the digital divide

regions because ships have lacked broadband communication services for a long time.

In recent years, marine resource exploration has been actively conducted with unmanned

and autonomous vessels such as autonomous surface vehicles (ASVs) with autonomous un-

derwater vehicles (AUVs) [18]. ASVs are equipped with VSATs to utilize the SATCOM

links that enable efficient exploration. By using the SATCOM links, the ASVs can be re-

motely controlled by a nearby mother ship or the main office on the ground. Furthermore,

exploration data obtained by the AUVs are sent to the ASVs, and then the data are sent

to the mother ship or the main office via the SATCOM links. In this way, the SATCOM

increases the efficiency of the exploration. Other use cases and research challenges for the

connectivity of autonomous vessels were addressed in [19].

The authors of [20] proposed an architecture with a mesh network formed by multiple

ships and satellites to realize a high-speed and low-cost system for maritime communi-

cation. Furthermore, to support effective communication in maritime regions, the authors

of [21] investigated the propagation environment and proposed channel models for maritime

communications. The latter study modeled unique features of the maritime propagation en-

vironment, including both the air-to-sea and near-sea-surface channel links.

1.2.3 Emergency Communications

In emergency situations that disrupt terrestrial networks, such as those caused by earth-

quakes, SATCOM systems are indispensable [22–24]. SATCOM can provide communica-

tion links to regions where the terrestrial network is disabled by utilizing mobile stations

with VSATs, which can form a SATCOM network. The SATCOM network contributes to
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Fig. 1.3: Time dependence of the communication request at the Great East Japan Earthquake
(March 11th-13th, 2011). This figure shows that the communication traffic increased rapidly
after the earthquake. Adapted from [26].

understanding the emergency situation by sending messages, images, and videos of the dis-

aster area through the satellite links. The government can utilize the information to develop

a plan for rapid recovery of the disaster and can provide government communication ser-

vices (e.g., police corps, fire departments, and ambulance services) [25]. Furthermore, the

mobile stations can also work as cellular backhaul stations for the mobile communication,

which the people who suffered from the disaster can use for personal communications.

In Japan, a large number of earthquakes occur every year. These earthquakes drive

intense spikes in activity in Japan’s communication networks. For example, the commu-

nication requests increased approximately tenfold after the Great East Japan Earthquake,

which occurred on March 11th, 2011. This is shown in Fig. 1.3 [26]. This demonstrates

that SATCOM systems with a larger capacity and a function to cope with the time-varying

communication requests are required to effectively respond to emergency situations.

1.2.4 IoT/M2M Communications

The Internet of Things (IoT) and the machine-to-machine (M2M) communications are key

technologies in cyber-physical systems, including the fifth-generation mobile communica-

tion system (5G) [27]. These terms refer to a large number of devices with sensors and
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actuators that will be connected to the Internet. According to [28], “global M2M Internet

Protocol (IP) traffic will grow more than sevenfold ... from 3.7 exabyte per month in 2017

(3 percent of global IP traffic) to more than 25 exabyte by 2022.” The devices from the

IoT/M2M communications are distributed over a wide area, and some of them could exist

in an area without a terrestrial network. For this reason, SATCOM systems also play an

important role in IoT/M2M communications [29, 30]. By utilizing SATCOM links, data

obtained by the sensors can be collected for a wide area and users can access the data via

the Internet. Some systems were proposed to provide IoT communication services based on

the use of multiple LEO satellites [31].

1.3 Recent Trends in Satellite Communication Research

To meet the increasing SATCOM demand for the multiple applications stated in the pre-

vious section, larger communication capacity and more efficient frequency utilization are

required. This is because available frequency resources, such as the bandwidth of the SAT-

COM systems, are limited.

In the following subsections, recent SATCOM research trends that aim to increase the

communication capacity and improve the frequency utilization efficiency are introduced.

1.3.1 High-Throughput Satellites

Research and development on high-throughput satellites (HTSs) have been actively con-

ducted in recent years [32–34]. The main objective of the HTSs is to reduce cost per bit by

increasing the capacity. HTSs usually use the Ka-band, which has a wider bandwidth and

can improve the frequency utilization efficiency by using multiple spot beams. To utilize as

much of the bandwidth as possible, the frequency band is reused spatially among multiple

beams to reduce interference. This is accomplished by separating places that use the same

frequency band [35].

Figure 1.4 shows examples of multibeam coverage of Intelsat Epic (29e and 33e) in the

Ku-band [36] and Inmarsat I-4 satellites in the Ka-band [37]. These satellites can provide

communication services globally because they cover a wide area by using multiple beams.
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(a)

(b)

Fig. 1.4: Examples of multibeam coverage. (a) Intelsat 29e and 33e coverage and (b) In-
marsat I-4 coverage. Reproduced from [36] and [37], respectively.
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1.3.2 Flexibility

Current SATCOM systems allocate a fixed bandwidth to each beam. Consequently, the

maximum communication capacity is also fixed. Therefore, the systems cannot cope with

communication requests when the requests vary in time and exceed the maximum capacity.

For example, as shown in Fig. 1.3, the communication requests vary in time and rapidly

increase after natural disasters such as earthquakes. Furthermore, there is a large differ-

ence in the requests between areas that require communication resources according to local

variables such as population and the number of mobile terminals. These situations demand

introducing flexibility functions in next-generation SATCOM systems.

A frequency flexibility function can flexibly change the frequency bandwidth allocation

for each beam. This flexibility can be realized by installing a digital channelizer in satellites

as a communication payload, thus enabling the handling of time-varying communication

requests by sharing the bandwidth among adjacent beams [38–40].

Beamforming technology is also effective in coping with time-varying and spatially dis-

tributed communication requests [41]. This function, which is called area flexibility, is

realized by installing a digital beamformer (DBF) in satellites. By using the area flexibility

function, the satellites can flexibly change areas and sizes of spot beams. Thus, satellites

can target areas with increasing requests and track mobile terminals (such as aircraft and

ships) to provide continuous communication services. Reconfigurable antennas such as ac-

tive electronically scanned array (AESA) antennas have the area flexibility function to steer

satellite beams and to achieve efficient handovers [42, 43].

Furthermore, beam hopping technology is gathering attention as one of the flexibility

functions [44, 45]. In each time slot of the satellites, several beams out of all beams are

selected and the data are transmitted/received by using only the selected beams. This enables

a reduction in the power consumption of the satellites.

By managing and controlling the flexibility functions installed in satellites, SATCOM

systems enable the utilization of limited satellite resources that can effectively meet a wide

variety of communication requests.
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1.3.3 Satellite Constellation

Recently, several companies have initiated the construction of global SATCOM networks

by launching hundreds of thousands of communication satellites into space [46, 47]. These

SATCOM systems are generally called satellite constellation systems. Examples of the

satellite constellation systems [48] include:

• Telesat’s Ka-band constellation, which includes at least 117 satellites distributed in two

sets of orbits.

• OneWeb’s Ku- and Ka-band constellation, which is comprised of 720 satellites in 18

circular orbital planes at an altitude of 1,200 km.

• SpaceX’s Ku- and Ka-band constellation, which will be made up of 4,425 and more

satellites that will be distributed across several sets of orbits.

These constellation systems cover the entire earth by using a large number of NGEO satel-

lites.

The constellation networks will involve collaboration between GEO and NGEO satel-

lites [49]. By cooperating and coordinating multiple types of satellites, SATCOM systems

can achieve various communication objectives [4,50]. To construct an efficient constellation

system, spectrum sharing between the GEO and NGEO satellites is required [51, 52].

1.3.4 Small Satellites and CubeSats

Small satellites generally refer to satellites that weigh under 500 kg, while medium satellites

weigh between 500–1,000 kg and large satellites weigh over 1,000 kg [53]. Small satellites

have been developed vigorously all over the world in recent years [54, 55]. In particular,

CubeSats are considered a class of smaller satellites with a standard size called “1U”, which

represents a volume of 10 cm × 10 cm × 10 cm. Based on the 1U dimensions, the sizes

of CubeSats can be extended to larger sizes (e.g., 2U, 3U, 6U, and 12U) [56]. The small

satellites and CubeSats are developed and launched significantly cheaper than conventional

large satellites. Thus, private companies and universities are driven to develop their own

satellites [57].

Figure 1.5 shows the number of nanosatellite launches from 1998 to 2023 (those in

2020–2023 are predicted). In this context, nanosatellites are defined as satellites with masses
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Nanosatellite launches by types
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Fig. 1.5: Nanosatellite launches by type. Reproduced from [53].

from 1 kg to 10 kg (CubeSats are included in the nanosatellites). The first nanosatellite was

launched in 1998 and the number of launches rapidly increased around 2013–2014. It is

predicted that 545 nanosatellites will be launched in 2023 alone.

Compared to the large satellites, the power budget of the small satellites and CubeSats

is limited. However, there is a possibility to replace large satellites with a large number of

small satellites and CubeSats. Precision formation flying [58, 59] with a large number of

satellites enables similar missions to those conducted by large satellites, but at a lower cost.

1.3.5 Space Optical Communications

Optical communications in space [7, 60] are desirable because SATCOM systems use lim-

ited frequency domains in the RF-bands, which are conventionally used. This limitation is

a result of the recent rapid increase in the frequency of requests from communication and

earth observation satellites. Optical communications have multiple advantages over the RF-

bands, such as larger bandwidth, a higher data rate, and lower power consumption. They can

also make use of the license-free spectrum. Despite these favorable characteristics, there are

some obstacles to efficient optical communications in space. The beamwidth of the optical

wave, which depends on wavelength, is narrower than the RF beamwidth. Thus, the required
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tracking accuracy is very high for both satellites and optical ground stations (OGSs). For

example, an LEO satellite requires µrad-class tracking accuracy. Furthermore, the optical

wave can be blocked by clouds and almost completely attenuated; thus, site diversity tech-

nology must be applied by using a distribution of multiple OGSs [61]. SATCOM systems

with site diversity can select an optimal OGS to use by monitoring a weather condition.

Unlike SATCOM links between satellites and the ground, inter-satellite links are not

affected by the weather conditions; accordingly, inter-satellite links will be conducted by

optical communications. By introducing inter-satellite links, even satellites that are not

directly visible from any OGS can establish communication links indirectly from anywhere.

Equipped with the inter-satellite links, satellite constellations work more efficiently because

the number of OGSs visible to each satellite is no longer limited. In response to these clear

advantages, satellite data relay systems using optical links are currently under development.

The space-ground optical bidirectional link was first successfully demonstrated by the

Engineering Test Satellite (ETS-VI), which was launched to a GEO altitude above Japan

in 1996. Furthermore, the Optical Inter-Orbit Communications Engineering Test Satellite

(OICETS) succeeded in establishing an optical link between its LEO and the ground in

2006. The inter-satellite link was first accomplished by the Advanced Relay and Technol-

ogy Mission (ARTEMIS) satellite (in a GEO) and OICETS (in a LEO) in 2005 [7]. After

these demonstrations, optical communication experiments were conducted on the European

Data Relay Satellite System (EDRS), which successfully demonstrated 1.8-Gbps optical

communication links between Alphasat (in a GEO) and Sentinel-1 (in a LEO) in 2014 [62].

1.3.6 Satellite-Terrestrial Integration

The integration of the SATCOM system and the terrestrial mobile communication system

has been considered for a significant amount of time. Due to the fact that some frequency

bands are allocated to both systems, the most important component of the integration is

spectrum sharing technology that shares the same frequency band between the SATCOM

and terrestrial systems [63, 64].

In recent years, the integration of SATCOM systems and 5G have been making progress

[65–67]. This endeavor aims to not only increase the total communication capacity of

the whole system, but also accommodate various types of communication requests aris-
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ing from emerging information technologies such as IoT and M2M communications. Three

advantages of 5G networks are: enhanced Mobile Broadband (eMBB), massive Machine-

Type Communications (mMTC), and Ultra-Reliable and Low Latency Communications

(URLLC). The underlying technologies needed to implement 5G, as well as the satellite-

5G integrated system are the network virtualization technologies such as network slicing,

software-defined networking (SDN), and network functions virtualization (NFV). Owing to

these technologies, 5G networks can provide a flexible IoT/M2M communication platform

and can cope with a wide variety of use cases according to the quality of service (QoS)

of each use case. In the satellite-5G integrated system, satellites will be added to the 5G

network and each satellite will work as a 5G node, which is called next-generation NodeB

(gNB) in the 5G literature. The satellite-5G integration enables the SATCOM links to utilize

the 5G network features, which include a large capacity and a large number of connections.

The 5G network also supports various types of use cases including the IoT/M2M communi-

cations. However, compared to the terrestrial 5G network, there is a much higher latency in

SATCOM links because of the long propagation distances (especially for GEO satellites).

Therefore, the integrated system may be limited to cases that do not require very low latency.

The satellite-5G integration projects are progressing mainly in Europe — for example,

the SAT5G project [68] funded by the European Union (EU) and the SATis5 project [69]

funded by the European Space Agency (ESA) Advanced Research in Telecommunications

Systems (ARTES) program. These projects seek to identify use cases, applications, and

technical problems of the satellite-5G integrated system. In addition, standardization of the

integration process has been starting at the Third Generation Partnership Project (3GPP) [70]

and the 5G Infrastructure Public Private Partnership (5GPPP) [71]. Such projects will be

carried out continuously and will be applied not only to the 5G network but also to the

subsequent generation of mobile communication.

1.4 Large-Scale Satellite Communication Systems: Char-

acteristics and Difficulties

Due to the applications and recent research trends of the SATCOM systems described in

the previous sections, SATCOM systems have been expanded into large-scale ones in recent
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decades [48]. This is because SATCOM systems have been required to provide increas-

ingly larger capacities of communication and to meet various novel types of communication

needs arising from new technologies such as IoT and M2M [29]. Therefore, several private

companies have begun constructing satellite constellation systems that consist of hundreds

of thousands of communication satellites [72, 73]. Equipped with such a large number of

satellites, large-scale SATCOM systems can cover land, sea, and air globally. Therefore,

they can provide broadband communication links for a large number of users.

In this study, the author focuses on the large-scale SATCOM system illustrated in Fig. 1.6.

This system includes multiple satellites, multiple UTs such as aircraft and ships that request

communication links, and multiple GWs connected to the ground network. A SATCOM op-

erator works as a controller of this system by managing the satellites and GWs and tries to
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construct an efficient SATCOM network to provide communication links for a large number

of UTs.

In current SATCOM systems, each UT typically connects to only one specific satellite

determined in advance (termed a conventional non-integrated system), whereas in this large-

scale SATCOM system, UTs have several candidate satellites to connect with (termed an

integrated system). As stated in Section 1.1, the satellites are divided into two different

types: GEO satellites and NGEO satellites. GEO satellites have a larger bandwidth and

wider beam coverage than the NGEO satellites, whereas the number of satellites that can

be placed at a GEO is limited. The cost of developing and launching GEO satellites is also

high. On the other hand, NGEO satellites can perform lower latency communication and

can be developed at a lower cost than GEO satellites. However, a large number of NGEO

satellites must be launched to achieve global coverage [73]. Thus, integrating GEO and

NGEO satellites produces a variety of advantages. For example, a large number of UTs can

communicate with satellites at all times and wider bandwidths can be used.

To establish an efficient SATCOM network in this system, it is important for the SAT-

COM operator to appropriately allocate the communication resources to the user links,

feeder links, and inter-satellite links. The GEO satellites can work as aggregators of UT in-

formation, such as communication requests and channel state information of the user links.

By utilizing this function, the SATCOM operator aggregates the UT information via the

GEO satellites and the channel state information of the feeder links from the GWs. Based

on the aggregated information, the operator determines the resource allocation and network

structure in a resource and network management center (RNMC). Then, from a satellite

operations center (SOC), the operator sends command signals to change the state of the

satellites. Finally, the satellites provide communication links to the UTs and the SATCOM

network is established.

Two major difficulties are present in the management of large-scale SATCOM systems.

The first one is the time-variability within the system components, such as the number of

users, the amount of communication requests, the number of available satellites, and the

propagation environments. In current SATCOM systems, resource allocation and network

structure are static because only a few satellites and users form the system. Under time-

variability conditions, the static resource allocation and network structure can result in net-
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work disconnection and high latency. Furthermore, a part of a request may change stochasti-

cally due to unknown reasons, such as atmospheric conditions and natural disasters [74,75].

Therefore, it is important for the SATCOM operator to dynamically change the resource

allocation. By using the flexibility functions and the SATCOM network structure, the satel-

lite resources can be efficiently utilized in the presence of hundreds of thousands of system

components experiencing time-variability.

The second difficulty is to connect a large number of heterogeneous components in the

SATCOM systems. For example, large-scale SATCOM systems contain satellites that have

different sizes (e.g., large, small, or nano), orbits (e.g., GEO or NGEO), and frequencies

(e.g., Ku-band, Ka-band, or optical) [72]. In the future, the network will be expanded into

three dimensions; not only satellites, but also drones, UAVs, aircraft, and HAPSs will work

as repeaters of signals. Furthermore, spatially distributed users send qualitatively different

communication requests depending on their specific communication needs, such as mo-

bile, emergency, and IoT/M2M communications. Therefore, the operator of the SATCOM

systems has to construct a network with a large number of different types of system compo-

nents.

1.5 Contribution

There is a lack of effective methodologies for the efficient management of large-scale SAT-

COM systems that address the aforementioned difficulties. Furthermore, SATCOM systems

should be managed and controlled automatically because complicated operations are re-

quired to manage a large number of satellites and GWs and to cope with a wide variety

of communication requests. Therefore, this study addresses how to establish management

frameworks for large-scale SATCOM systems.

The main contributions of this thesis are summarized as follows:

• A management framework for the frequency flexibility is proposed in Chapter 3. In this

framework:

– Dynamical models of the SATCOM system utilizing the frequency flexibility are

incorporated into the resource allocation problem. By solving the formulated prob-

lem, which combines model predictive control (MPC) and sparse optimization, an
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optimal solution that utilizes limited bandwidth and copes with time-varying UT

requests can be obtained.

– The effectiveness of the proposed method is verified through numerical experi-

ments. In these numerical experiments, the UT requests are time-varying and one

is based on actual flight tracking data from aircraft.

• A management framework for the massive connected networks is proposed in Chapter 4.

In this framework:

– The proposed method obtains resource allocation for UTs and SATCOM network

structures simultaneously, allowing the management and control of multiple GEO

and NGEO satellites in a unified manner. This method also copes with time-varying

UT requests by constructing the flexible SATCOM network.

– The effectiveness of the proposed method is verified through several types of nu-

merical experiments. These numerical experiments compare the performance of

the proposed method in the integrated system with GEO and NGEO satellites to

the conventional non-integrated system under time-varying UT requests. Further-

more, the effect of the number of satellites in the system is verified by comparing

the performance of the integrated and non-integrated systems.

• A chance-constrained resource and network management strategy that can cope with

stochastic and time-varying communication requests is proposed in Chapter 5. This

management strategy can be applied to the management frameworks for both the fre-

quency flexibility and massive connected networks and can be included in the problem

formulation in the same manner.

The proposed management strategy contributes to the implementation of large-scale

SATCOM systems that efficiently allocate resources and the construction of large-scale

SATCOM networks connected with a large number of satellites, UTs, and GWs.
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1.6 Outline of Thesis

Figure 1.7 displays a large-scale SATCOM system labeled with the chapters of this thesis

that the correspond to those topics, and Figure 1.8 shows the configuration of this thesis*1.

The remainder of this thesis is organized as follows.

Chapter 2: Related Work

In Chapter 2, related work for this thesis is described. First, an overview of SATCOM sys-

tems is given. This section includes the description of the configuration of communications

satellites, frequency allocation, and link budget analysis. Then, technical methodologies of

the MPC [78] and sparse optimization [79–81] are introduced. The MPC is a finite-time

optimal control method, which determines control input sequences online while predict-

ing future states and satisfying system constraints. The sparse optimization is one of the

optimization methods used to obtain a solution vector with few nonzero elements. These

methodologies support the management frameworks proposed in Chapters 3, 4, and 5.

Chapter 3: Management Framework for Frequency Flexibility

In Chapter 3, the author proposes a frequency resource allocation method by utilizing fre-

quency flexibility. This allows the frequency bandwidth allocation to flexibly change for

each beam in order to cope with time-varying communication requests in SATCOM sys-

tems.

In SATCOM systems, communication requests from UTs in each satellite beam vary

temporally. Thus, bandwidth loss, which represents the bandwidth gap required to meet the

requests, could occur unless the bandwidth allocation is adjusted according to the requests.

To reduce the bandwidth loss, the author focuses on a bandwidth allocation method with

frequency flexibility for HTSs. Furthermore, a large amount of power could be consumed

when an HTS utilizes the frequency flexibility to cope with large time variations in the

requests. Thus, frequent control actions are avoided in the bandwidth allocation when the

*1Part of this thesis is based on “Frequency Resource Management Based on Model Predictive Control
for Satellite Communications System” Copyright © 2018 IEICE [76] and “Resource and Network Manage-
ment Framework for a Large-Scale Satellite Communications System” Copyright © 2020 IEICE [77], which
appeared in IEICE Transactions on Fundamentals of Electronics, Communications and Computer Sciences.
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frequency flexibility is applied. To this end, the author proposes an optimal bandwidth

allocation method to reduce the bandwidth loss and number of control actions (NCA) by

combining MPC and sparse optimization, which are introduced in Chapter 2.

Similar studies on resource allocation are reported in [82–84], where static allocation

methods are proposed. However, few studies have focused on dynamical resource alloca-

tion by using the frequency flexibility function. Moreover, unlike similar approaches, the

proposed method effectively handles time-varying communication requests and prevents

very frequent control actions required for changing the bandwidth allocation in the digital

channelizer. The above is a flexible payload, designed to apply the frequency flexibility of

HTSs while preserving their limited power resources.

The optimization in the proposed method is summarized as follows. First, the author de-

fines dynamical models of the digital channelizer in an HTS and also defines communication

requests in each satellite beam assuming that the dynamics of the requests can be obtained

in advance. Then a cost function and constraints are defined, and an optimal bandwidth al-

location problem is formulated. In this problem, realistic satellite constraints such as beam

arrangement (avoiding beam interference) are included. The concepts of MPC and sparse

optimization are mainly utilized to define the cost function in the optimization problem.

To verify the effectiveness of the proposed method, two types of numerical experiments

were conducted. The first case considered a simple time variation model of the communi-

cation requests to verify the basic performance of the proposed method. The second case

focused on an application of the bandwidth allocation for aircraft. The author analyzed

the actual flight tracking data of aircraft and investigated the time variation of the expected

communication requests in each beam. The proposed method was applied to the obtained

communication requests and the effectiveness of the proposed method using the frequency

flexibility was verified in the practical scenario of the aircraft requests.

The results given in this chapter are related to the following paper [76]:

• Y. Abe, H. Tsuji, A. Miura, and S. Adachi, “Frequency Resource Management Based

on Model Predictive Control for Satellite Communications System,” IEICE Transactions

on Fundamentals of Electronics, Communications and Computer Sciences, vol. E101-A,

no. 12, pp. 2434–2445, 2018.

The results are also related to the following peer-reviewed conference paper [85]:
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• Y. Abe, H. Tsuji, A. Miura, and S. Adachi, “Frequency Resource Allocation for Satellite

Communications System Based on Model Predictive Control and Its Application to Fre-

quency Bandwidth Allocation for Aircraft,” Proceedings of the 2018 IEEE Conference

on Control Technology and Applications (CCTA2018), pp. 165–170, 2018.

Chapter 4: Management Framework for Massive Connected Networks

In Chapter 4, the author proposes a network optimization method to efficiently allocate the

bandwidth resource to each user and to efficiently construct a SATCOM network for large-

scale SATCOM systems connected with a large number of system components.

Large-scale SATCOM systems include a large number of satellites, UTs, and GWs. The

time-variability within the system components, such as the amount of communication re-

quests from users and the number of available satellites and their resources, is described in

Section 1.4. Thus, the SATCOM operator should design a time-varying SATCOM network,

which consists of user links, feeder links, and inter-satellite links. Furthermore, frequent

satellite handovers, which lead to wasteful power consumption can be expected when de-

signing the time-varying SATCOM network with a large number of components because

UTs and GWs change satellites to allow connectivity at all times. Thus, the operator should

avoid these handovers in the network design strategy.

Network design problems have been investigated in many areas [86], including commu-

nication networks [87], power networks [88], transportation networks [89], and supply chain

networks [90]. Although previous literature has reported various frameworks for the oper-

ation of SATCOM systems (e.g., [9, 91, 92]), few studies have considered the time-varying

UT requests in large-scale SATCOM systems.

To operate the system to continuously meet the user requests and connect the large num-

ber of system components, the author proposes a framework for establishing a flexible net-

work in large-scale SATCOM systems. The author first describes the network structure of

user links, feeder links, and inter-satellite links in terms of network connection matrices.

By using these matrices, the author then describes constraints in the network design and

candidate cost functions, including the sum of the bandwidth loss of the UT, the number

of active satellites and GWs, and the number of satellite handovers. The SATCOM oper-

ator can define the cost function by combining the candidate functions according to their
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individual management strategy. Using these constraints and cost functions, the SATCOM

network design problem is formulated as a mixed integer programming problem. This for-

mulated optimization problem is solved to simultaneously obtain the resource allocation and

the network structure.

The proposed method constructs a SATCOM network that efficiently utilizes the lim-

ited resources. Furthermore, the proposed framework enables the design of the SATCOM

network to allow different types of satellites to be connected in a unified manner. In this for-

mulation, sets of connectable pair candidates in user links, feeder links, and inter-satellite

links are defined. By incorporating these sets into the optimization problem, various types

of satellite properties, such as orbit (e.g. GEO and NGEO), frequency, beamwidth (e.g.

wide and narrow spot beam), and power, can be identified. As a result, the UTs can obtain

the resources as they request, and the SATCOM operator can make the flexible SATCOM

network more reliable.

In numerical experiments, the author verified that an efficient network is obtained by

using the proposed method to respond to time-varying UT requests. Furthermore, the re-

lationship between the increase in the number of satellites and the performance was also

analyzed.

The results given in this chapter are related to the part of the following paper [77]:

• Y. Abe, M. Ogura, H. Tsuji, A. Miura, and S. Adachi, “Resource and Network Man-

agement Framework for a Large-Scale Satellite Communications System,” IEICE Trans-

actions on Fundamentals of Electronics, Communications and Computer Sciences, vol.

E103-A, no. 2, pp. 492–501, 2020.

Chapter 5: A Chance-Constrained Approach for Managing Stochastic

Communication Requests

In Chapter 5, stochastic and time-varying communication requests from UTs are addressed.

To cope with the requests, the author proposes a resource and network management method

that uses a chance-constrained MPC [78, 93, 94]. The proposed method can be applied to

both the proposed management frameworks for the frequency flexibility in Chapter 3 and to

the massive connected networks in Chapter 4.
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UTs requests in large-scale SATCOM systems behave like non-stationary processes and

vary in time because of both deterministic and stochastic factors [74–76]. Future requests

originating from deterministic factors can be estimated in advance. For example, the re-

quests of the mobile communications on aircraft can be roughly estimated because the

aircraft trajectories can be obtained. On the other hand, a portion of the requests change

stochastically according to unknown reasons. Thus, it is difficult to predict the future be-

havior of the changes in requests. From the above, the author proposes to apply both pre-

dictive and stochastic control approaches for managing SATCOM systems. To this end, the

robustness expressed by chance constraints is incorporated into an MPC-based optimization

problem. The chance constraints require satisfying constraints on the performance for a

user-specified reliability.

The proposed optimization aims to design a time-varying SATCOM network that guar-

antees a user-specified performance with high probability given the stochastic and time-

varying requests. In this study, the requests are modeled as an auto-regressive integrated

moving-average (ARIMA) model, which enables the representation of non-stationary pro-

cesses [95]. This model is utilized to predict future requests. The purpose of the optimiza-

tion, which is to ensure a specified performance in the future, is described as a joint chance

constraint on the bandwidth loss rate. This constraint can be added to the optimization

problem formulated in Chapters 3 and 4. However, the joint chance constraint is nonlinear

in the design variables and the formulated problem cannot be solved efficiently. Therefore,

the constraint is relaxed to a linear deterministic one under some assumptions. With the

linear deterministic constraint, the original problem is reformulated as a relaxed determin-

istic problem that can be solved more efficiently. By solving the formulated optimization

problem, the SATCOM operator obtains the resource allocation and network structure to

accommodate the stochastic and time-varying communication requests.

In numerical examples, the author verified that an efficient resource allocation and net-

work structure was obtained according to a user-specified performance even when the com-

munication requests changed stochastically.
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Chapter 6: Conclusion and Future Work

Chapter 6 summarizes the thesis and discusses future work in the field that will be required

to implement large-scale SATCOM systems.



Chapter 2

Related Work

In this chapter, related work for this thesis is described. Basic methodologies introduced in

this chapter are utilized to propose management frameworks in Chapters 3, 4, and 5.

2.1 Satellite Communication Systems

This section introduces the basic characteristics of the SATCOM systems that are associated

with satellite hardware configuration, frequency allocation, and the link budget analysis.

2.1.1 Satellite Configuration

Communication satellites are mainly composed of a transponder and receive and transmit

antennas [1]. A basic configuration of communication satellites is shown in Fig. 2.1. In

this figure, a single beam per feed type is described (i.e., one feed forms a single beam).

The transponder, which is short for transmitter-responder, is an RF communication payload

designed to amplify the received RF signal, perform frequency conversion, and transmit the

amplified RF signal to the earth. The transponder constitutes the following components: a

low noise amplifier (LNA), a down-converter (DNC), an analog-to-digital (A/D) converter,

a demultiplexer (DEMUX), switches, a multiplexer (MUX), a digital-to-analog (D/A) con-

verter, an up-converter (UPC), and a traveling wave tube amplifier (TWTA). For a multi-

beam satellite, the transponder can switch beams to transmit the signal by implementing the

multiple switches. This type of satellite includes digital payloads of the DEMUX, switches,

and MUX. A set of these digital payloads is collectively called a digital channelizer, which

25
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Fig. 2.1: A basic configuration of communication satellites.

is introduced in Subsection 1.3.2.

Here, a flow of signal processing in the communication satellite is described. After

receiving the RF analog signal from the earth by the receiver antenna, the signal is first

amplified by the LNA and downconverted by the DNC to a low frequency, called the inter-

mediate frequency (IF), for processing the signal stably. For a satellite with digital payloads,

after this conversion, the analog signal is converted to a digital one by the A/D converter.

To relay the signal from one beam to another, the multiplexed signal is demultiplexed by

the DEMUX. Then, beams to which each demultiplexed signal is transmitted are switched,

and the signal is multiplexed again by the MUX. After converting the signal from digital to

analog, the signal is upconverted from the IF-band to RF-band by the UPC. The signal is

amplified by the TWTA, radiated from each feed, and transmitted to the earth by the transmit

antenna.

2.1.2 Frequency Allocation

Different SATCOM systems use different frequency bands. Radio waves are defined by

the International Telecommunication Union Radiocommunication Sector (ITU-R) as “elec-

tromagnetic waves of frequencies arbitrarily lower than 3,000 GHz, propagated in space

without artificial guide” [96]. Table 2.1 and Fig. 2.2 show the definition of the frequency
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Table 2.1: Definition of frequency bands as determined by the IEEE [5]. HF stands for “high
frequency,” VHF stands for “very high frequency,” UHF stands for “ultra high frequency,”
and mm stands for “millimeter.”

Band Frequency range
HF 3–30 MHz

VHF 30–300 MHz
UHF 300–3,000 MHz

L 1–2 GHz
S 2–4 GHz
C 4–8 GHz
X 8–12 GHz
Ku 12–18 GHz
K 18–26 GHz
Ka 26–40 GHz
V 40–75 GHz
W 75–110 GHz

mm 110–300 GHz

Frequency (GHz)
1 2 4 8 12 18 26 40

L S C X Ku K Ka

Fig. 2.2: Definition of frequency bands (L-band to Ka-band) as determined by the IEEE[5].

bands as determined by the Institute of Electrical and Electronic Engineers (IEEE) [5]*2*3.

In general, using a high carrier frequency has a large capacity because of the large avail-

able bandwidth. However, in contrast, a high-frequency signal is strongly attenuated due to

spatial propagation obstacles such as rainfall. Thus, an appropriate frequency band must be

chosen for each SATCOM system according to its individual objective.

The frequency bands shown in Table 2.1 and Fig. 2.2 cannot be used freely. Frequency

allocation is mainly determined by the ITU-R, and SATCOM operators are required to reg-

ister the frequency they use in their systems. Table 2.2 shows an example of the frequency

allocation that is available for SATCOM systems[96, 97]. The Ka-band, which is generally

used by HTSs, is mainly allocated to the fixed satellite service (FSS) and mobile satellite

service (MSS).

*2This paper discusses the frequency band used in radar systems, but this commonly overlaps in SATCOM
systems.

*3In some cases, “K-band” is also interpreted as “Ka-band.”
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Table 2.2: Frequency allocation as determined by the ITU-R[96, 97].

Radio communication service
Typical frequency band Frequency band
(for uplink/downlink) defined in Table 2.1

Fixed satellite service 6/4 GHz C-band
(FSS) 8/7 GHz X-band

14/11–12 GHz Ku-band
30/20 GHz Ka-band
50/40 GHz V-band

Mobile satellite service 1.6/1.5 GHz L-band
(MSS) 30/20 GHz Ka-band
Broadcasting satellite service 2/2.2 GHz S-band
(BSS) 12 GHz Ku-band

2.6/2.5 GHz S-band
Radio navigation satellite service 1.164–1.3 GHz (down) L-band
(RNSS) 1.559–1.617 GHz (down) L-band

5.000–5.010 GHz (up) C-band
5.010–5.030 GHz (down) C-band

2.1.3 Link Budget Analysis

One of the most important aspects to incorporate into the design of SATCOM systems is

the link budget analysis. This determines satellite parameters, such as power and antenna

gain, so that the communication links can be established. In this analysis, every possible

factor that is related to communication links between a transmitter and a receiver should be

included.

In this section, a basic link budget analysis is expressed by using an example situation in

which the transmitter is a satellite and the receiver is an earth station, as shown in Fig. 2.3.

For simplicity, this example focuses only on a downlink, though the link budget analysis

generally focuses on both the uplink and downlink. Appropriate units must be used to

calculate each parameter. In the following analysis, each system parameter has a subscript

of “dB” when the unit of the parameter is decibels.

The power received Pr by the earth station equals the transmitted power from the satellite

plus all gains minus all losses as expressed by

Pr,dB = Pt,dB − Lt,dB +Gt,dB − Lf,dB +Gr,dB − Lr,dB − Ls,dB, (2.1)

where Pt is the transmit power, Lt is the transmit feeder loss, Gt is the transmit antenna

gain, Lf is the free-space loss, Gr is the receive antenna gain, Lr is the receive feeder loss,



Chapter 2. Related Work 29

Free-space loss

Transmitted
power

Received
power

Receive 
antenna gain

Transmit 
antenna gain Transmit 

feeder loss

Receive 
feeder loss

Transmitter

Receiver

Fig. 2.3: An example of factors that are involved in the calculation of the link budget.

and Ls is other losses that should be included such as atmospheric loss, rain attenuation, and

pointing loss. The sum of the first three factors in the transmitter,

EIRPdB = Pt,dB − Lt,dB +Gt,dB, (2.2)

is called the equivalent isotropically radiated power (EIRP), which indicates “how the satel-

lite is performing compared to an isotropic source with 1 W of RF drive power (i.e., 0

dBW)” [1]. The free space loss Lf caused by the spatial propagation of radio waves attenu-

ates the power of the signal by a factor of

Lf =

(
c

4πdf

)2

, (2.3)

where d is the distance between the transmitter and receiver, f is the carrier frequency, and

c is the speed of light (c = 299, 792, 458 m/s). This expression means that the amount of

the free-space loss is inversely proportional to the square of both the distance and the carrier

frequency.

To measure the quality of communication links, the carrier-to-noise ratio C/Nr, which

represents the ratio of the received carrier power Pr to the system noise power, needs to be

calculated. In the link budget analysis, the system noise of interest is mainly thermal noise,

which acts as a disturbance that influences the received signal and deteriorates the quality of



30 2.1. Satellite Communication Systems

the signal in the receiver. Thus, the received system noise power Nr is represented by

Nr = kBTnBc, (2.4)

where kB is the Boltzmann constant (kB = 1.380649 × 10−23 J/K), Tn is the system noise

temperature, and Bc is the carrier bandwidth.

The link margin is defined as the difference between the minimum value and the thresh-

old value of the ratio of the energy per bit to the noise power density Eb/N0. It is known

that “Eb/N0 is a good measure to compare digital systems using different modulation or

encoding schemes and data rates” [98]. The relationship between the carrier-to-noise ratio

C/Nr and the minimum value of Eb/N0 is represented by

C/Nr = Eb/N0 ·Rb/Bc, (2.5)

where Rb is the information bit rate. The link margin is calculated by subtracting the re-

quired (Eb/N0)req.,dB, which represents the threshold that ensures the specified link perfor-

mance, from the obtained (Eb/N0)dB as

Link margin = (Eb/N0)dB − (Eb/N0)req.,dB. (2.6)

This margin represents how much additional losses can be allowed in this system to exhibit

the specified link quality.

Table 2.3 represents an example of link budget analysis. Assume that f = 14 GHz,

d = 35, 786 km, Tn = 140 K, Bc = 27 MHz, Rb = 30 Mbps, (Eb/N0)req.,dB = 8.0 dB, and

Ls is ignored. In this example, the link margin is a positive value (3.1 dB). Thus, this system

may provide the specified quality of a service link. However, if there is heavy rain or another

multipath fading, the margin could be negative. To avoid this, the SATCOM system should

be designed so that the system has enough link margin to exhibit the required performance.

Remark 2.1. If both the uplink and downlink are considered, the total carrier-to-noise ratio

(C/Nr)total can be calculated by

(C/Nr)
−1
total = (C/Nr)

−1
up + (C/Nr)

−1
down, (2.7)

where (C/Nr)
−1
up and (C/Nr)

−1
down represent the carrier-to-noise ratio of the uplink and down-
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Table 2.3: Example of link budget analysis based on [1]. All parameters are expressed in
decibels.

Parameter Value Units
EIRP: Eq. (2.2) (A=A1+A2+A3) 53.0 dBW

Transmitted power Pt (250 W) (A1) 24.0 dBW
Transmit waveguide loss Lt (A2) -1.0 dB
Transmit antenna gain Gt (A3) 30.0 dBi

Free-space loss Lf : Eq. (2.3) (B) -206.4 dB
Receive antenna gain Gr (C) 32.7 dBi
Receive waveguide loss Lr (D) -0.5 dB
Received power Pr: Eq. (2.1) (A+B+C+D) -121.2 dBW
Received system noise power Nr: Eq. (2.4) -132.8 dBW
C/Nr(= Pr/Nr) 11.6 dB
Eb/N0: Eq. (2.5) (E) 11.1 dB
(Eb/N0)req. (F) 8.0 dB
Link margin: Eq. (2.6) (E-F) 3.1 dB

link, respectively. Furthermore, gains of the satellite payloads, such as the transponder in-

troduced in Subsection 2.1.1, should be included in the analysis.

2.2 Model Predictive Control

In this section, a standard model predictive control (MPC) formulation is described.

MPC is a finite-time optimal control method, which determines control input sequences

online while predicting future states and satisfying system constraints [78]. This framework

has been applied to various fields such as process control, as system hardware constraints

can be included in the MPC.

Figure 2.4 shows a schematic diagram of MPC. The control objective is to find an

optimal input sequence to make the output follow the reference. Finite horizons Tp and

Tu (≤ Tp) are called the prediction and control horizons, respectively. A future value of the

output is predicted based on the system model and an optimal input sequence is determined

using the MPC scheme. Here, the control input is assumed to be constant after the time

k + Tu.
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Fig. 2.4: Schematic diagram of MPC. Upper panel: output and reference. Lower panel:
control input.

Consider a discrete-time linear dynamical system described by xk+1 = Axk +Buk,

yk = Cxk,
(2.8)

where k is the discrete time; xk ∈ Rn is the state; uk ∈ Rm is the input; yk ∈ Rp is the

output; and A ∈ Rn×n,B ∈ Rn×m, and C ∈ Rp×n are constant matrices. By using this

system model, a future output sequence can be predicted.

In a standard MPC problem, a cost function is defined as

Jk =

Tp∑
τ=1

∥yk+τ − rk+τ∥2Q +
Tu∑
τ=1

∥∆uk+τ∥2R, (2.9)

where ∆uk+τ represents the difference between uk+τ and uk+τ−1, defined as

∆uk+τ := uk+τ − uk+τ−1,

and Q ∈ RM×M and R ∈ RM×M are weighting matrices with the (i, i)-th elements denoted

by q(i,i) and r(i,i), respectively. The notation ∥yk+τ − rk+τ∥2Q represents the quadratic form

as (yk+τ − rk+τ )
⊤Q(yk+τ − rk+τ ). The first term aims to reduce the error yk+τ − rk+τ ,
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and the second term aims to reduce the frequency change of the output. To formulate an

optimization problem, system constraints can be included. The optimization problem is

solved at every time instant, and the first optimal input is applied to the system.

MPC has been widely studied from both theoretical and applied points of view. The sta-

bility and optimality of MPC are proven in [99]. Furthermore, a wide variety of MPC appli-

cations have been developed in recent years - for example, chance-constrained MPC [100],

distributed MPC [101, 102], event-triggered MPC [103, 104].

2.3 Sparse Optimization

Sparse optimization, which is also called compressive sensing, compressive sampling, or

sparse sampling, is a theory designed to reconstruct an unknown sparse vector from a smaller

dimension of measurements than the size of the unknown vector [79, 105]. The sparse

optimization is applied to a wide variety of domains such as control systems [106], digital

signal processing [81], and wireless communications [80, 107].

In this theory, it is important to select an optimized norm. For a vector x ∈ Rn, the

ℓ2, ℓ1, and ℓ0-norms are defined as

∥x∥2 =

√√√√ n∑
i=1

x2
i , ∥x∥1 =

n∑
i=1

|xi| , ∥x∥0 =
n∑

i=1

δ(xi),

respectively, where

δ(xi) =

 1, xi ̸= 0,

0, xi = 0.

Figure 2.5 shows schematic diagrams of these three types of norms. The ℓ2-norm repre-

sents the sum of the squares of xi. This norm, known as the Euclidean norm, is the most

commonly used norm. The ℓ1-norm is the sum of the absolute values of xi and the ℓ0-norm

represents the number of nonzero elements in x*4.

Before formulating the sparse optimization, a general vector estimation problem is first

introduced. Consider an equation represented by y = Ax+b, where x ∈ Rn is an unknown

*4Strictly speaking, the ℓ0-norm is not a norm because the definition of the ℓ0-norm does not satisfy the
norm axioms [108]: (i) ∥x∥ = 0 ⇔ x = 0, (ii) ∥αx∥ = |α|∥x∥, α ∈ R, (iii) ∥x+ y∥ ≤ ∥x∥+ ∥y∥.
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Fig. 2.5: Schematic diagrams of the (a) ℓ2-norm, (b) ℓ1-norm, and (c) ℓ0-norm. The solid
lines represent the contours of the norms of u ∈ R2 and the dashed lines represent linear
constraints.

vector, y ∈ Rm is a measurement vector, A ∈ Rm×n is a measurement matrix, and b ∈ Rm

is a noise vector. When n ≤ m, the vector estimation problem is represented by

minimize
x

∥y −Ax∥22, (2.10)

and a least-squares solution can be obtained by

x̂ = (A⊤A)−1A⊤y. (2.11)

When n > m, the vector estimation problem is represented by

minimize
x

∥y −Ax∥22 + λ∥x∥22, (2.12)

where λ is a regularization parameter. This problem is called regularized least squares or

ridge regression. A regularized least-squares solution can be obtained by

x̂ = (A⊤A+ λIn)
−1A⊤y. (2.13)

The aim of sparse optimization is to recover the unknown vector x ∈ Rn as a sparse

vector from the measurement y when ∥x∥0 ≪ n (which means x ∈ Rn is sparse and

n > m), where the number of unknown variables is more than that of the measurements.

When the unknown vector x is known as sparse, the optimized norm of x is chosen as the

ℓ0-norm and the vector estimation problem is represented by

minimize
x

∥y −Ax∥22 + λ∥x∥0. (2.14)
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This problem is called the ℓ0 regularization. However, as shown in Fig. 2.5(c), this norm is

nonlinear and nonconvex in the vector x. Therefore, an optimization problem under the ℓ0-

norm is an NP-hard problem, which is difficult to solve. To solve the problem efficiently, the

ℓ0-norm is replaced by the ℓ1-norm, which is linear in the vector x as shown in Fig. 2.5(b).

Then, the optimization problem becomes

minimize
x

∥y −Ax∥22 + λ∥x∥1. (2.15)

This problem is called the ℓ1 regularization, or the least absolute shrinkage and selection

operator (LASSO) regression.

Next, sparse optimal control [106] is described. This control scheme tries to achieve the

control objective with a sparse input sequence.

Consider a discrete-time linear system:

xk+1 = Axk +Buk,

where x ∈ Rn,u ∈ Rm,A ∈ Rn×n and B ∈ Rn×m. The control objective is to compute

the control input sequence {u1,u2, . . . ,uN−1} that drives the state xk from a given initial

state x1 to a desired value x̄ at a fixed final time N (that is, xN = x̄).

To find an optimal input sequence, ℓ0- and ℓ1-optimal control problems are defined as

minimize
u

N−1∑
τ=1

∥uτ∥0

and

minimize
u

N−1∑
τ=1

∥uτ∥1,

respectively. These problems are equivalent if the following condition holds. The ℓ1-optimal

control problem is considered to be normal if (A,B) is controllable, which means

rank
[
B AB A2B · · · An−1B

]
= n,

and A is nonsingular. These conditions are called the normality sufficient condition [109].

If it is satisfied, the following theorem holds.
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Theorem 2.1 (Equivalence of ℓ0- and ℓ1-optimal control problems [106]). Let U∗
0 and U∗

1 be

sets of the optimal solutions of the ℓ0- and ℓ1-optimal control problem, respectively. If the

ℓ1-optimal control problem is normal and has at least one solution, U∗
0 = U∗

1 holds.
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Management Framework for Frequency

Flexibility

This chapter is organized as follows. In Section 3.1, the system configuration and beam

arrangement of a SATCOM system with frequency flexibility is detailed. An example of

bandwidth allocation is also given. In Section 3.2, the proposed method for efficient band-

width allocation is presented. In Section 3.3, the effectiveness of the proposed method is

verified through two examples of numerical experiments. Subsection 3.3.1 details the veri-

fication of the proposed method based on a simple time variation model of communication

requests. Subsection 3.3.2 analyzes actual flight data to derive communication demand from

aircraft, and the proposed method is applied to this demand. In Section 3.4, the performance

of the proposed method is discussed based on parameter tuning and computation time. Fi-

nally, this chapter is summarized in Section 3.5.

3.1 Problem Statement

In this section, the author states a problem setting for managing an HTS with the frequency

flexibility. Its system configuration and beam arrangement are detailed, and then bandwidth

allocation is illustrated. In this chapter, the author calls a communication satellite an HTS

because it is assumed that the satellite aims to increase its capacity by using the Ka-band

and that it implements multiple beams.
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Fig. 3.1: Diagram of a SATCOM system with frequency flexibility. The RNMC and SOC
serve as controllers for the HTS.

3.1.1 System Configuration

A diagram illustrating a SATCOM system is shown in Fig. 3.1. This system includes an

HTS with frequency flexibility in a GEO, multiple UTs, and a GW. The SATCOM operator

manages the HTS by controlling the digital channelizer in the HTS and changing the band-

width allocation per beam. In this chapter, the author focuses on the bandwidth allocation

only for the user links and assumes that the feeder link can deliver enough bandwidth to

accommodate all the communication requests.

3.1.2 Satellite Beam Arrangement

Figure 3.2 shows an example of a beam arrangement for the HTS. Each beam is assumed to

have a half-power beamwidth of 0.46◦(i.e., the approximate beam diameter is 300 km per

beam). In the HTS beam arrangement, either the frequency or polarization of adjacent beams

should be different to prevent interference. To this end, the multiple beams of the HTS

constitute a cluster composed of four beams with two frequency bands and two polarizations.

Specifically, for pairs of beams (A, B) and (C, D), the bandwidth is allocated based on the
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Fig. 3.2: Arrangement of the 36 beams of the HTS over Japan and the surrounding ocean.

lower frequency limit fmin and the upper frequency limit fmax assigned to the SATCOM

system. Hence, the available bandwidth

Bmax := fmax − fmin

is divided into two. In addition, for the pairs of beams (A, C) and (B, D), left- and right-hand

circularly polarized (LHCP and RHCP) waves are used, respectively.

The amount of interference is small at different polarizations, even if the same frequency

band is used, such as for beams A and B. Therefore, this chapter focuses on the bandwidth

allocation for beams exhibiting the same polarization (e.g., beams 1 to 4 in Fig. 3.2).

3.1.3 Example of Bandwidth Allocation

An example of the bandwidth allocation for the above-mentioned four beams is illustrated

in Fig. 3.3. This example compares the allocation without frequency flexibility, as shown in

Fig. 3.3(a), and with frequency flexibility, as shown in Fig. 3.3(b). In this example, assume

that Bmax = 500 MHz and the aggregate communication requests from multiple UTs are

interpreted as the requests per beam. Table 3.1 summarizes the communication requests and

bandwidth allocation of each beam.
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Fig. 3.3: Example of frequency allocation without and with frequency flexibility. (a) With-
out frequency flexibility, bandwidth loss occurs in beams 2 and 4. (b) Adjusting the alloca-
tion of each beam by exploiting the frequency flexibility prevents the bandwidth loss.

Table 3.1: Frequency allocation according to the frequency flexibility and communication
requests in Fig. 3.3.

Communication requests [MHz]
Beam 1 Beam 2 Beam 3 Beam 4

200 300 100 400
Allocation without frequency flexibility [MHz] 250 250 250 250

(Difference) (+50) (−50) (+150) (−150)
Allocation with frequency flexibility [MHz] 200 300 100 400

(Difference) (0) (0) (0) (0)

In Fig. 3.3(a), as bandwidths of Bmax/2 = 250 MHz are fixed for all four beams, the

requests for beams 2 and 4 exceed the allocated bandwidths and hence bandwidth loss oc-

curs. At the same time, an excess in the bandwidth allocation occurs in beams 1 and 3. In

Fig. 3.3(b), the bandwidths are adjusted by using the given frequency flexibility function.

Thus, the bandwidths of beams 1 and 3 are reduced and those of beams 2 and 4 are in-

creased to prevent both allocation excess and bandwidth loss, respectively. The amount of

interference would be small if the frequency bands of the adjacent beams do not overlap.

Here, consider dynamical bandwidth allocation as a problem of efficiently allocating

bandwidths for the time-varying communication requests and of preventing the frequency

bands among adjacent beams from overlapping. This chapter focuses on only the alloca-

tion of the total amount of bandwidth per beam and disregards the number of UTs in each

beam. Bandwidth allocation for the multiple UTs in each beam can be achieved using mul-

tiple access methods, such as frequency-division multiple access or time-division multiple
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access [110, 111].

3.2 Proposed Bandwidth Allocation Method

The bandwidth allocation for time-varying communication requests is treated as an optimal

control problem of the HTS. In this section, the dynamics of both the digital channelizer

in the HTS and the communication requests per beam are defined. Then a cost function

and constraints are defined to formulate an optimization problem based on MPC. The latter

determines input sequences online while considering the finite-time horizon and satisfying

the constraints. In part of the cost function, the ℓ1-norm of control input is included based on

sparse optimization to obtain a sparse input sequence, which reduces the number of control

actions (NCA) of the HTS. Furthermore, it is assumed that the bandwidth is represented by a

continuous value and the frequency allocation can be changed simultaneously with changes

in the communication requests.

The control objective of the bandwidth allocation is to reduce the bandwidth loss and

the NCA. To achieve this objective, an optimization problem to determine the most efficient

bandwidth allocation is formulated in the following subsections.

3.2.1 System Description

Let M beams with the same polarization be adjacent to each other, just as beams 1–4 are

adjacent to each other in Fig. 3.2. Let xi
k and ui

k represent the amount of the allocated

bandwidth to the i-th beam at discrete time k and the control input applied to the i-th beam

at time k (i.e., the variation of the allocated bandwidth: xi
k+1 − xi

k), respectively. The

dynamics of the digital channelizer in the HTS, then, is given by the following discrete-time

linear system:

xk+1 = xk + uk. (3.1)

Here,

xk :=
[
x1
k x2

k · · · xM
k

]⊤
∈ RM ,

uk :=
[
u1
k u2

k · · · uM
k

]⊤
∈ RM .
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Let dik be the communication request from the i-th beam at time k. Assume that the vari-

ation of communication requests is independent of the beams and of the allocated bandwidth

to the beams. Then the dynamics of the communication requests is described by

dk+1 = fd(dk), (3.2)

where

dk :=
[
d1k d2k · · · dMk

]⊤
∈ RM

and fd : RM → RM is a nonlinear function assumed to be available (i.e., the time variation

of the communication requests can be predicted). The allocated bandwidth xi
k should be

larger than the requested bandwidth dik so that all the UTs in each beam can communicate

with the HTS.

Figure 3.4 represents the relationship between the variables xi
k, x

i
k+1, u

i
k, and dik and

the bandwidth allocation of beams 1 and 2 in the example described in Fig. 3.3 and Sub-

section 3.1.3. By utilizing the frequency flexibility, the allocated bandwidth of beam 1 is

reduced from x1
k = 250 to x1

k+1 = 200 by u1
k = −50 and that of beam 2 is increased

from x2
k = 250 to x2

k+1 = 300 by u2
k = 50. To measure the performance of the bandwidth

allocation, the amount of bandwidth loss at instant k in the i-th beam is defined as

Li
k := max

(
0, dik − xi

k

)
, (3.3)

which represents the amount of the additional bandwidth required to meet the request from

the i-th beam. In the example in Fig. 3.4, the bandwidth loss of beams 1 and 2 is L1
k = 0

and L2
k = 50 at time k and L1

k+1 = 0 and L2
k+1 = 0 at time k + 1, respectively. As this

demonstrates, the frequency flexibility function minimizes the bandwidth loss by adjusting

the bandwidth allocation.

Figure 3.5 shows the block diagram of the SATCOM system with the frequency flexi-

bility. The digital channelizer of the HTS and communication requests follow the dynamics

in Eqs. (3.1) and (3.2), respectively. To accommodate the requests by the HTS, the RNMC

and SOC work as a controller and try to determine the control input uk.
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Fig. 3.4: Relationship between the variables xi
k, x

i
k+1, u

i
k, and dik and the bandwidth alloca-

tion of beams 1 and 2 in the example described in Fig. 3.3 and Subsection 3.1.3.

3.2.2 Cost function

In this subsection, a cost function is defined and it is minimized in the optimization problem.

Some measures have been introduced so far (e.g., in [82]). In these studies, a quadratic form

regarding the difference between xk and dk, described by

J̃k := (dk − xk)
⊤Q(dk − xk), (3.4)

Communication
Requests

HTS
Controller

(RNMC + SOC)

Fig. 3.5: Block diagram of SATCOM system with frequency flexibility. The communication
requests of M beams vary independently. The control input u is determined by MPC and
applied to the HTS.
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Cost

(a)

Cost

(b)

Fig. 3.6: Candidate cost functions Jk as a function of bandwidth loss. (a) Quadratic form
and (b) ReLU function, in which the cost increases linearly with increasing di − xi for
xi < di and is zero for xi ≥ di. (Copyright © 2018 IEICE, [76] Fig. 5)

is employed (this is illustrated in Fig. 3.6(a)). However, J̃k cannot consider predicted

communication requests, nor can it distinguish the domain where bandwidth loss occurs

(i.e., xi
k < dik) from that where excessive allocation with respect to the communication

requests occurs (i.e., xi
k ≥ dik).

For an efficient allocation that reduces the bandwidth loss and NCA, the communication

requests should be predicted, and the bandwidth should be allocated so that it has a sufficient

margin for the predicted demand. Thus, the cost in xi
k < dik should be larger than that in

xi
k ≥ dik. To represent this effect, cost function can be defined over the finite-time horizon

by using the MPC-based formulation as

Jk :=
∑
τ∈Tp

1⊤
M ·max {0M ,Q(dk+τ − xk+τ )}+

∑
τ∈Tu

∥Ruk+τ−1∥1, (3.5)

where Tp and Tu (≤ Tp) represent the prediction horizon and the control horizon, respec-

tively, Tp = {1, 2, . . . , Tp} and Tu = {1, 2, . . . , Tu} represent sets of time indices from the

initial time to the prediction horizon and control horizon, respectively, and Q ∈ RM×M and

R ∈ RM×M are weighting matrices with the (i, i)-th elements denoted by q(i,i) and r(i,i),

respectively. Larger weights q(i,i) are set for beams that need to be given higher priority

so as to prevent a large bandwidth loss. On the other hand, larger weights r(i,i) are set for

beams that need to reduce the NCA.
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Figure 3.6(b) illustrates the i-th element of the first term of the cost in Eq. (3.5),

max
{
0, q(i,i)(dik+τ − xi

k+τ )
}
.

This function is called the rectified linear unit (ReLU) function in machine learning litera-

ture [112]. The cost increases linearly with an increasing difference between xi
k and dik for

xi
k < dik and the cost is zero for xi

k ≥ dik. Note that q(i,i) also means an increase in the slope

of the cost in xi
k < dik.

The second term of the cost in Eq. (3.5) is the weighted ℓ1-norm of the control input,

which is given by

∥Ruk+τ−1∥1 =
M∑
i=1

∣∣r(i,i)ui
k+τ−1

∣∣ .
The ℓ2-norm is not used because a sparse solution is obtained by using the ℓ1-norm, as

illustrated in Fig. 3.7. A solution by using the ℓ2-norm is not suitable for the control objective

because the solution minimizes the value of each ui
k on average and does not consider the

sparsity.

To reduce the NCA, it is necessary to directly minimize the ℓ0-norm of uk: ∥uk+τ−1∥0.

However, the ℓ0-norm is nonconvex in the decision variable, and it is difficult to numerically

solve the problem for a high-dimensional u (i.e., a large number of beams M ). There-

fore, the ℓ0-norm is replaced by the ℓ1-norm, which is convex in the decision variable. As

shown in Section 2.3, the optimal solutions obtained by using the ℓ0-norm and ℓ1-norm are

equivalent under some conditions [79, 106].

An efficient allocation that considers both the bandwidth loss and NCA is obtained by

combining the first and second terms of the cost function in Eq. (3.5).

Remark 3.1. The second term of the cost in Eq. (3.5) is transformed as

∑
τ∈Tu

∥Ruk+τ−1∥1

=
∑
τ∈Tu

(
|r(1,1)u1

k+τ−1|+ · · ·+ |r(M,M)uM
k+τ−1|

)
=
(
|r(1,1)u1

k|+ · · ·+ |r(M,M)uM
k |
)

+ · · ·+
(
|r(1,1)u1

k+Tu−1|+ · · ·+ |r(M,M)uM
k+Tu−1|

)
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Fig. 3.7: Candidate cost functions Jk according to the NCA. (a) ℓ2-norm and (b) ℓ1-norm.
The solid lines represent the contours of the norms of u ∈ R2, and the dashed lines represent
linear constraints. In (a), an optimal solution u1 ̸= 0 and u2 ̸= 0 is obtained, whereas in (b),
a sparse solution u1 ̸= 0 and u2 = 0 is obtained. (Copyright © 2018 IEICE, [76] Fig. 6)

= r(1,1)
(
|u1

k|+ · · ·+ |u1
k+Tu−1|

)
+ · · ·+ r(M,M)

(
|uM

k |+ · · ·+ |uM
k+Tu−1|

)
= r(1,1)∥u1

k|k+Tu−1∥1 + · · ·+ r(M,M)∥uM
k|k+Tu−1∥1, (3.6)

where

ui
k|k+Tu−1 :=

[
ui
k · · · ui

k+Tu−1

]⊤
.

The expression in Eq. (3.6) represents the weighted-sparse term regarding the time domain.

Thus, minimizing the second term of the cost function (Eq. (3.5)) results in decreasing the

NCA.

3.2.3 Constraints

To formulate the optimization problem, the following constraints for the bandwidth alloca-

tion are considered:

• Constraint on nonnegative xi
k:

xi
k ≥ 0, ∀i = 1, . . . ,M. (3.7)

• Constraint on adjacent inter-beam interference (i.e., the sum of the bandwidth of ad-
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jacent beams with the same polarization must not exceed the maximum bandwidth

Bmax):

xj
k + xj+1

k ≤ Bmax, ∀j = 1, . . . ,M − 1. (3.8)

3.2.4 Optimization Problem

Combining the above-mentioned dynamics, cost function, and constraints, an optimization

problem (based on the MPC-formulation) to find the optimal control input for efficient band-

width allocation is formulated. Let the optical input sequence obtained by solving the prob-

lem be {ûk+τ−1}τ∈Tp .

Problem 3.1 (Proposed bandwidth allocation optimization problem).

For given xk,dk, and the dynamics in Eqs. (3.1) and (3.2), solve

minimize
{uk+τ−1}τ∈Tp

Jk

subject to Eqs. (3.1), (3.2), (3.7), (3.8)

The cost function and constraints are linear in uk because the dynamics of xk in Eq. (3.1)

are linear in uk, the dynamics of fd are independent of xk, and fd is available for the pre-

diction as defined in Subsection 3.2.1. Thus, Problem 3.1 is a linear programming problem

and can be solved efficiently. This problem is solved by the SATCOM operator at every

instant k, and the first optimal input ûk is applied to the HTS. Then the state of the digital

channelizer in the HTS is changed according to the dynamics in Eq. (3.1).

Furthermore, the following proposition shows that the solution obtained from Prob-

lem 3.1 is equivalent to that obtained from the ℓ0-norm optimization problem. Therefore,

the solution obtained by solving Problem 3.1 using the ℓ1-norm can reduce the NCA.

Proposition 3.1. Problem 3.1 is equivalent to the ℓ0-norm optimization problem.

Proof. Problem 3.1 is a kind of the ℓ1-optimal control problem. The matrices A = In and

B = In (n = m) for the system in Eq. (3.1) clearly satisfy the normality condition as

described in Section 2.3. Thus, Problem 3.1 is normal.
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Assume the problem has at least one solution. By applying Theorem 2.1 to Problem 3.1,

sets of the optimal solutions of the ℓ0- and ℓ1-optimal control problem are equivalent. There-

fore, Problem 3.1 is equivalent to the ℓ0-norm optimization problem.

Remark 3.2. Note that the first term of the cost function of Problem 3.1 includes the max

function, and the second term can be rewritten by using the max function as

∥Ruk+τ−1∥1 = 1⊤
M · max {Ruk+τ−1,−Ruk+τ−1} .

It is known that introducing slack variables works well to optimize the max function [113].

Thus, to solve Problem 3.1, slack variables t ∈ R and s ∈ R are introduced. Then, by

using the transformation stated in [113], Problem 3.1 is reduced to the following equivalent

optimization problem.

Problem 3.2 (Proposed bandwidth allocation optimization problem equivalent to Prob-

lem 3.1).

For given xk,dk, and the dynamics in Eqs. (3.1) and (3.2), solve

minimize
{uk+τ−1}τ∈Tp

M∑
i=1

∑
τ∈Tp

tik+τ +
∑
µ∈Tu

sik+µ


subject to Eqs. (3.1), (3.2), (3.7), (3.8),

q(i,i)(dik+τ − xi
k+τ ) ≤ tik+τ , 0 ≤ tik+τ ,

r(i,i)ui
k+µ−1 ≤ sik+µ, − r(i,i)ui

k+µ−1 ≤ sik+µ,

∀i = 1, . . . ,M, τ ∈ Tp, µ ∈ Tu.

3.3 Numerical Experiments

In this section, the effectiveness of the proposed method is verified through numerical ex-

periments. The MATLAB YALMIP [114] and SeDuMi [115] packages are used for solving

the optimization problem.
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3.3.1 Example 1: Bandwidth Allocation for Simple Time-Varying Re-

quests

3.3.1.1 Simulation Setup

Consider an HTS with two beams (i.e., M = 2). The effectiveness of the proposed method

is analyzed by adopting the following dynamic model of the communication requests, de-

scribed as

dk+1 = fd(dk) d1k+1

d2k+1

 =

 α1 0

0 α2

 d1k

d2k

 . (3.9)

The parameters (α1, α2) change in time interval k ∈ [1, 90] as

(α1, α2) =


(0.99, 1.05), k ∈ [1, 24],

(1, 1), k ∈ [25, 34],

(1.04, 0.98), k ∈ [35, 90].

The requests monotonically increase when α > 1, monotonically decrease when α < 1,

and remain unchanged when α = 1. The other simulation parameters are listed in Table 3.2

(e.g., Tp = 5 and Tu = 5).

The effectiveness of the proposed method and the effect of the weighting matrices Q and

R were investigated by exploring the three conditions specified in Table 3.3, where condi-

tions A-1 and A-2 demonstrate the effect of Q and conditions A-1 and A-3 demonstrate the

effect of R. Conditions A-1 and A-2 do not consider the NCA. In addition, these results

were compared with those obtained from fixed and conventional allocations. Specifically,

the fixed allocation does not consider the frequency flexibility, and hence the initial alloca-

tion x1 is maintained over time, whereas the conventional allocation considers the quadratic

cost function J̃k given by Eq. (3.4).

Each condition is evaluated by two performance indices, namely, the root-mean-square
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Table 3.2: Simulation parameters to evaluate varying communication requests.

Parameter Value
M 2
T 90

Bmax [MHz] 500
(Tp, Tu) (5, 5)
x1 [MHz] [250 250]⊤

d1 [MHz] [100 100]⊤

Table 3.3: Weighing matrices to evaluate varying communication requests.

Condition Q R

A-1 diag(500, 500) diag(0, 0)
A-2 diag(100, 500) diag(0, 0)
A-3 diag(500, 500) diag(100, 100)

error (RMSE) and the NCA. The RMSE of the bandwidth loss is defined as

RMSE :=

√√√√ 1

T

T∑
k=1

(Lk)2, (3.10)

where T is the simulation time interval and Lk is defined in Eq. (3.3). The NCA of the HTS

over the simulation time interval is defined as

NCA :=
T∑

k=1

∥ûk∥0 . (3.11)

3.3.1.2 Results

Figure 3.8 shows the evolution of bandwidth allocation xk and communication requests dk

for each condition shown in Table 3.3. The figure illustrates that bandwidth loss occurs

when the black dashed line has a higher value than the colored lines. When the colored lines

do not change, the bandwidth allocation remains fixed. Table 3.4 shows the results of the

evaluation indices in Eqs. (3.10) and (3.11) for the compared methods.

The results in Fig. 3.8 show that the bandwidth allocation xk increases before the onset

of bandwidth loss, which does not occur until the time k = 73 in any condition. Because of

the beam interference constraint in Eq. (3.8), the increase in the bandwidth in one beam is

compensated by the decrease in the bandwidth in the other beam. Therefore, the bandwidth
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Fig. 3.8: Allocated bandwidth xk according to communication requests dk using the pro-
posed method with different conditions of the weighing matrices as shown in Table 3.3. (a)
Comparison between conditions A-1 and A-2. (b) Comparison between conditions A-1 and
A-3.
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Table 3.4: Evaluation indices of the bandwidth allocation.

Condition/Method
RMSE of bandwidth loss [MHz]
Beam 1 Beam 2 Total

A-1 40.8 40.6 81.4
A-2 75.4 0 75.4
A-3 74.6 0.9 75.5

Fixed allocation 131.9 23.0 154.9
Conventional allocation 44.1 32.1 76.2

Condition/Method
The number of control actions
Beam 1 Beam 2 Total

A-1 30 30 60
A-2 39 39 78
A-3 43 43 86

Fixed allocation 0 0 0
Conventional method 74 74 148

loss for both beams does not reach zero after k = 73 because the communication requests

exceed Bmax = 500 MHz at k = 73.

On the other hand, when the requests neither change nor exceed the allocated bandwidth

for the prediction horizon, the allocation remains fixed, and thus no control action is per-

formed in the HTS. Therefore, the NCAs of conditions A-1, A-2, and A-3 are fewer than

that of the conventional method, which changes the allocation at every timestep.

Figure 3.8(a) compares the results of conditions A-1 and A-2, where the allocation re-

sults differ for k > 73. In fact, bandwidth loss does not occur in beam 2 because it has a

larger weight (q(2,2) = 500) than that of beam 1 (q(1,1) = 100). Consequently, the RMSE of

beam 2 decreases from 40.6 to 0 MHz and that of beam 1 increases from 40.8 to 75.4 MHz.

Therefore, the weight Q has the effect of prioritizing the bandwidth allocation for beams

with higher weights.

Figure 3.8(b) compares the results of conditions A-1 and A-3. In Condition A-3, the

allocation increases by predicting the increase in the requests, thus confirming the effec-

tiveness of the second term in the cost function, which includes the ℓ1-norm of the input.

Figure 3.9 illustrates the schematic of the optimal input sequence of conditions A-1 and

A-3, {ûi
k+τ−1}τ∈Tp . In condition A-1, the total amount of the input was distributed over the
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prediction horizon as

∥ûi
k|k+Tp−1∥1 =

∑
τ∈Tp

∣∣ûi
k+τ−1

∣∣ = ∑
τ∈Tp

ûi
k+τ−1,

where

ûi
k|k+Tp−1 :=

[
ûi
k · · · ûi

k+Tp−1

]⊤
.

On the other hand, in condition A-3, the input sequence was applied only at the instant k. As

a result, the ℓ0-norm of the input (∥ûi
k|k+Tp−1∥0) during condition A-3 is below that during

condition A-1, whereas the ℓ1-norms of the input (∥ûi
k|k+Tp−1∥1) during both conditions

are equal. Indeed, ∥ûi
k|k+Tp−1∥0 was minimized as planned in the problem formulation in

Section 3.2. The bandwidth allocation increases in advance during condition A-3 because

the first optimal input, ûk, which is larger than that during condition A-1, is applied. Hence,

it would be possible to handle a sudden increase in requests that do not follow the model in

Eq. (3.9).

The NCA during condition A-3 is slightly higher than that during condition A-1, con-

trary to expectations. However, the NCA is reduced if R is set to be much larger than that in

condition A-3 (i.e., much larger than R = diag(100, 100)). Furthermore, for a sufficiently

large R, the allocation does not change and the result is equivalent to the case of the fixed

allocation because the second term of the cost function (i.e., the ℓ1-norm of the input) be-

comes dominant compared to the first term of the cost function. These results confirm that

R influences bandwidth allocation in advance and reduces the NCA.

In summary, the effectiveness of the frequency flexibility and the proposed bandwidth

allocation method have been verified through the simulation described in this subsection.

Moreover, the proper settings of the weighing matrices Q and R allow an efficient band-

width allocation that prioritizes either the bandwidth loss or the NCA per beam.

3.3.2 Example 2: Bandwidth Allocation for Aircraft Communication

Demand

In this section, the effectiveness of the proposed method is evaluated in a practical applica-

tion to the bandwidth allocation for aircraft. First, the time variation of aircraft communica-
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(a) Condition A-1. (b) Condition A-3.

Fig. 3.9: Optimal input sequence {ûi
k+τ}τ∈Tp of conditions A-1 and A-3 (i-th beam, Tp =

Tu = 3). The ℓ0-norm of the input during condition A-3 in (b) is lower than that during
condition A-1 in (a), whereas the ℓ1-norms of both conditions are equal. (Copyright © 2018
IEICE, [76] Fig. 8)

tion requests is analyzed by using actual flight tracking data. Then the proposed method is

applied to the obtained requests.

3.3.2.1 Evolution of Aircraft Communication Demand

To understand the variation of aircraft communication requests, the author analyzed the

Open Data from the Collaborative Actions for Renovation of Air Traffic Systems (CARATS)

[116] provided by the Ministry of Land, Infrastructure, Transport and Tourism of Japan.

These data contain actual flight tracking information including latitude, longitude, and alti-

tude of each regularly scheduled flight around Japan and is updated every 10 seconds. The

data is structured according to the following format:

Time (hh:mm:ss.s), Flight number, Latitude (◦), Longitude (◦), Altitude (ft), Model.

For example:

08:00:00.0, FLT0464, 35.137487, 139.147647, 23720, B763.

The CARATS Open Data for Sunday, July 19, 2015 (which includes 4,183 flights),

was analyzed. Specifically, the time variation of communication requests was analyzed

for beams 1 to 4 shown in Fig. 3.2.
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Table 3.5: Aircraft types and required bandwidth.

Type
Required bandwidth

Model
[MHz]

Large 30
Airbus 330-{200,300}, 340-{300, 500, 600}, 380-800
Boeing 747-{400, 8}, 777-{200, 200LR, 300, 300ER}, MD-11

Medium 10 Airbus 300-600, Boeing 757-200, 767-300, 787-{8, 9}
Small 5 Airbus 319, 320, 321, Boeing 737-{400, 500, 700, 800, 900}, MD-90

Regional Jet 0 Bombardier CRJ-{200, 700}, Embraer E-{170, 190}, Sukhoi SSJ-100
Turboprop 0 Bombardier DHC8-{Q100, Q200, Q300, Q400}, Saab SF340

Aircraft models were divided into five types, namely, large, medium, small, regional jet,

and turboprop as listed in Table 3.5. In this analysis, the following assumptions are made:

(i) half of the 4,183 aircraft are equipped with in-flight Wi-Fi (this assumption is based on

the forecast of the in-flight Wi-Fi equipping ratio in 2025 mentioned in Subsection 1.2.1);

(ii) large, medium, and small aircraft require bandwidths of 30, 10, and 5 MHz, respectively,

whereas regional jets and turboprops do not require bandwidth (these values are larger than

the current bandwidth allocated for in-flight Wi-Fi [14]); (iii) aircraft request bandwidth at

altitudes above 10,000 ft (this assumption is reasonable according to the restrictions of the

use of portable electronic devices within aircraft [117]).

Figure 3.10 shows the time evolution of the communication demand from each aircraft

type for all four beams, in intervals of 10 minutes. Half of the aircraft (i.e., 2,092) were

randomly selected for this estimation and each of them are assumed to have in-flight Wi-Fi.

The communication demand in beam 2 is the largest because the Tokyo International Airport

is included in beam 2. In all the beams, the communication demand varies temporally. For

example, the request demand in beam 2 suddenly increases at around 18:00 and the demand

decreases in adjacent beam 3 at around 10:00 and 19:00. Such situations enhance the capa-

bilities of the frequency flexibility adapting to the evolution of the different communication

demands among adjacent beams.

3.3.2.2 Results

To verify the effectiveness of the proposed method in the practical aircraft scenario, the

bandwidth demand depicted in Fig. 3.10 is applied instead of using the dynamics fd in

Eq. (3.2). The simulation parameters are set as listed in Table 3.6 (e.g., Tp = 5 and Tu =

5), and two conditions detailed in Table 3.7 are compared. The aim of this simulation is

to compare the proposed method to the fixed allocation and to evaluate the effect of the
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Fig. 3.10: Time variation of aircraft communication demand in the four beams according to
aircraft type. (Copyright © 2018 IEICE, [76] Fig. 9)
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Table 3.6: Simulation parameters for aircraft communication demand evaluation.

Parameter Value
M 4
T 145

Bmax [MHz] 500
(Tp, Tu) (5, 5)
x1 [MHz] [250 250 250 250]⊤

Table 3.7: Weighting matrices for aircraft communication demand evaluation.

Condition Q R

B-1
diag(220, 520, 285, 210)

diag(0, 0, 0, 0)
B-2 diag(300, 300, 300, 300)

weighting matrix R compared to the fixed weighting matrix Q. The matrix Q is determined

based on the largest value of the bandwidth demand of each beam, as shown in Fig. 3.10.

The results of evaluating the proposed method using the aircraft communication de-

mand are shown in Fig. 3.11, which shows the evolution of the bandwidth allocation xk and

communication requests dk under conditions B-1 and B-2. In addition, Table 3.8 lists the

evaluation indices in Eqs. (3.10) and (3.11) for the compared methods. These results show a

similar behavior to that of the outcomes from Subsection 3.3.1. In fact, the variation of the

requests was predicted accurately, and the allocated bandwidth was increased when a large

bandwidth loss would occur over the prediction horizon. Moreover, the bandwidth alloca-

tion remained fixed when xk exceeded dk over the prediction horizon. However, for beams

adjacent to those with increased allocation, bandwidth loss increased due to the constraint

in Eq. (3.8). Overall, bandwidth allocation during condition B-2 exhibited less variation

than that during condition B-1 (i.e., the NCA during condition B-2 was below that during

condition B-1). This result confirms that the weighting matrix R reduces the NCA (in this

case, from 71 to 26). Nevertheless, the RMSE of beams 1 and 2 and the total RMSE were

higher during condition B-2 than during condition B-1. Therefore, there exists a tradeoff

between the bandwidth loss and the NCA, and the balance can be adjusted by the weighting

matrices Q and R.

Finally, to illustrate the performance of the proposed method in each condition, Fig. 3.12

shows the bandwidth loss of beam 2 during the interval from k = 50 to k = 145 for con-
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Fig. 3.11: Allocated bandwidth xk according to demand dk of aircraft.

ditions B-1, B-2, and the fixed allocation. This figure and Fig. 3.11 suggest that bandwidth

loss tends to occur when the demand increases rapidly. Moreover, the fixed allocation shows

a higher bandwidth loss than conditions B-1 and B-2 for the entire 50 < k < 145 interval.

This verifies the effectiveness of the frequency flexibility in a practical scenario considering

aircraft demand.

Note that the effective use of the frequency flexibility depends on the HTS configuration,

including maximum bandwidth Bmax and beam arrangement as shown in Fig. 3.2. Further-

more, it is important to accurately predict the communication demand for each SATCOM

application. The performance of the frequency flexibility is influenced by the dynamics of

the requests in Eq. (3.2).
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Table 3.8: Evaluation indices of the bandwidth allocation using the estimated communica-
tion demand from aircraft.

Condition/Method
RMSE of bandwidth loss [MHz]

Beam No.
1 2 3 4 Total

B-1 11.1 1.7 18.2 0 30.1
B-2 4.9 17.4 12.3 0 34.6

Fixed allocation 0 40.5 4.8 0 45.3

Condition/Method
The number of control actions

Beam No.
1 2 3 4 Total

B-1 14 26 29 2 71
B-2 6 10 10 0 26

Fixed allocation 0 0 0 0 0

3.4 Discussions on Performance

3.4.1 Parameter Tuning of Weighting Matrices

For the weighting matrices Q and R, a larger weight q(i,i) makes the bandwidth loss of the

i-th beam less, and a larger weight r(i,i) makes the input for the i-th beam sparser (i.e., the

NCA is smaller), as mentioned in Subsection 3.2.2. Thus, it is necessary to properly tune the

weights q(i,i) and r(i,i) based on the purpose and situation because a tradeoff exists between

the bandwidth loss and the NCA. Furthermore, if the time variation of the communication

requests is known or can be predicted in advance, the matrix Q should be chosen according

to this prior information as determined in the experiment in Subsection 3.3.2.

The performance of specific beams or the effect of the frequency flexibility could be

negated if the parameters are chosen inappropriately. For example, the following results

were obtained in the experiment in Subsection 3.3.1:

• By setting Q = diag(500, 0) and R = diag(0, 0), which means ignoring the per-

formance of beam 2, the bandwidth allocation of beam 2 is not increased at all even

though the bandwidth loss occurs in beam 2.

• By setting r(i,i) over 1,250 for i = 1, 2 and Q = diag(500, 500), the result is the same

as the fixed allocation.
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Fig. 3.12: Bandwidth loss of beam 2 for fixed allocation and the proposed method under
conditions B-1 and B-2.

The author further analyzes the effect of the weighing matrix R used in the experiment

described in Subsection 3.3.2. The matrix was set to R = rI4 and r was increased from

0 to 1000 in increments of 50. The weighting matrix for the bandwidth loss was set to

Q = diag(220, 520, 285, 210) for all r as used in Subsection 3.3.2.

Figure 3.13 represents the relationship between the total bandwidth loss and the total

NCA for each r setup. This indicates that the total NCA is decreased by setting a large

value for r, although the total bandwidth loss is increased. Furthermore, when r ≥ 900, the

NCA was 0 and the result was the same as the fixed allocation.

This result can be applied to the selection of appropriate weighting matrices for the

operation of the SATCOM system. For example, consider a situation where the SATCOM

operator tries to reduce NCA less than 30. In this example, r = 300 was the best of these r

settings for the operator because the total NCA was 26.

3.4.2 Computation Time

In the simulations described in Subsections 3.3.1 and 3.3.2, computation times were 19.7 s

for 90 steps in total (i.e., 0.219 s/step) and 28.2 s for 145 steps in total (i.e., 0.194 s/step),



Chapter 3. Management Framework for Frequency Flexibility 61

500 1000 1500 2000 2500

Total bandwidth loss [MHz]

0

20

40

60

80
T

o
ta

l 
n

u
m

b
e
r 

o
f 

c
o

n
tr

o
l 

a
c
ti

o
n

s

Fig. 3.13: Relationship between the total bandwidth loss and the total number of control
actions for each r.

respectively. These simulations were conducted using an Intel(R) Core(TM) i7-7560U CPU

at 2.4 GHz with 8 GB RAM.

The computation time for each step depends on M,Tp, and Tu (especially Tp and Tu).

Thus, as the value of these parameters increases, the computation time increases corre-

spondingly. However, the proposed bandwidth allocation problem can be solved online in

the SATCOM system because the control period of the HTS will be relatively long (e.g., 10

minutes) compared to the computation time due to hardware constraints. This computation

is conducted by the RNMC in the SATCOM operator as shown in Fig. 3.1.

3.5 Summary

In this chapter, the author proposed a bandwidth allocation method for SATCOM systems

with the frequency flexibility based on MPC and sparse optimization. In this proposed

method, the dynamics of the HTS and communication requests were incorporated into the

problem formulation. Then, the effectiveness of the proposed method was verified through

two numerical experiments: one that used a simple time-varying model and another that

used predicted aircraft communication requests determined from actual flight tracking data.
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This evaluation demonstrated that efficient bandwidth allocation can be expressed in terms

of the bandwidth loss and the NCA. Furthermore, the proposed method allows adjusting

control objectives and beam priorities by tuning the weighting matrices. Specifically, the

bandwidth loss of a beam decreases (and the NCA increases) when the weight q(i,i) is set

to a relatively large value, whereas the NCA decreases (and the bandwidth loss increases)

when the weight r(i,i) is set to a relatively large value.

For efficient allocation, a dynamical model of the communication requests is assumed to

be available (i.e., the time variation of the requests can be predicted). However, in general,

this model cannot be fully obtained in advance because it is difficult to completely predict

the future requests of a SATCOM system with a wide variety of applications. Therefore,

future work will include extending the allocation method to handle the uncertainty in the

time variation of communication requests. In addition, the author aims to explore a scheme

to determine the bandwidth allocation based on a trend of communication requests when the

model is completely unknown.



Chapter 4

Management Framework for Massive

Connected Networks

This chapter is organized as follows. In Section 4.1, the system description of the large-

scale SATCOM system is described. In Section 4.2, design variables, constraints, and cost

functions are defined, and the optimization problem is formulated as a mixed integer pro-

gramming problem to obtain the resource allocation and network structure. In Section 4.3,

the effectiveness of the proposed method is verified through four examples of numerical

experiments. Finally, this chapter is summarized in Section 4.4.

4.1 System Model

Figure 4.1 shows the large-scale SATCOM systems focused on in this chapter. User ter-

minals (UTs), such as aircraft and ships, request communication links to satellites (SATs);

in turn, the satellites provide the links for the UTs. Communication data from the UTs

are aggregated in the satellites and sent to gateway stations (GWs), which are connected to

the ground network. If some satellites cannot directly send the communication data to the

GWs due to physical or bandwidth limitations, the satellites are allowed to communicate

with another satellite to reroute the data. A SATCOM operator is expected to flexibly de-

sign and manage a network composed of user links, inter-satellite links, and feeder links to

meet communication requests from UTs. In this chapter, a network composed of user links,

inter-satellite links, and feeder links are collectively called a SATCOM network.

63
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Fig. 4.1: Schematic of large-scale SATCOM systems with massive connected networks.
This system includes communication satellites (SATs), user terminals (UTs), gateway sta-
tions (GWs), and a SATCOM operator that manages and controls the satellites and GWs.

Let NU, NS, and NG be the number of UTs, satellites, and GWs in the large-scale SAT-

COM system, respectively. Let index sets of the UTs, satellites, and GWs be denoted as

NU = {1, 2, . . . , NU}, NS = {1, 2, . . . , NS}, and NG = {1, 2, . . . , NG}, respectively.

Throughout this chapter, the indices i, j, and ℓ are used to denote UTs, satellites, and GWs,

respectively. The maximum bandwidth of the j-th satellite in user links and inter-satellite

links is denoted by Bj
S ≥ 0 and Bj

ISL ≥ 0, respectively, and that of the ℓ-th GW is denoted

by Bℓ
G ≥ 0. For each time k ≥ 0, each UT sends a communication request to any satellite,

where the amount of the communication request from the i-th UT is denoted by dik ≥ 0.

For user links (UT-SAT pairs), inter-satellite links (SAT-SAT pairs), and feeder links

(SAT-GW pairs), the following connectable candidate sets are defined.

Definition 4.1. The sets of connectable pair candidates in user links, inter-satellite links,

and feeder links at time k are defined as

C̄k := {(i, j) ∈ NU ×NS | i-th UT and j-th satellite can be connected at time k.}, (4.1a)

H̄k := {(j1, j2) ∈ NS ×NS | j1-th and j2-th satellites can be connected at time k.},

(4.1b)
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Ēk := {(j, ℓ) ∈ NS ×NG | j-th satellite and ℓ-th GW can be connected at time k.},

(4.1c)

respectively.

Assume that sets C̄k, H̄k, and Ēk are known by the SATCOM operator in advance. These

sets are determined based on the satellite position and the link budget analysis introduced in

Subsection 2.1.3. The sets change over time due to time-variability in the satellite position

and propagation environment. For example, because NGEO satellites revolve around the

earth periodically on a prescribed orbit, the operator can determine the sets in advance.

During operation of the SATCOM system, the operator can update the sets using channel

state information from the UTs and GWs.

Figure 4.2(a) shows an example of the SATCOM system at time k. Suppose that NU =

6, NS = 4, and NG = 2 and each satellite beam is a different shape and size. In Fig. 4.2(b),

the candidate sets of UT-SAT and SAT-GW pairs are illustrated. In this example, C̄k, H̄k,

and Ēk are represented by

C̄k = {(1, 1), (1, 3), (2, 1), (2, 3), (3, 1), (3, 2), (3, 3), (4, 3), (5, 3), (5, 4), (6, 3), (6, 4)},

H̄k = {(2, 3)},

Ēk = {(1, 1), (1, 2), (2, 2), (3, 1), (3, 2), (4, 2)}.

The UT-SAT, SAT-SAT, and SAT-GW pairs to be connected are chosen from these candi-

dates.

4.2 Problem Formulation

In this section, design variables and constraints are presented, and cost functions relevant

to the SATCOM system are defined. After this, the optimization problem is formulated

to determine the resource allocation and network structure for the large-scale SATCOM

system.



66 4.2. Problem Formulation

SAT-1

SAT-2 SAT-3

SAT-4

UT-1

UT-2

UT-3

UT-4

UT-5 UT-6

GW-1

GW-2

(a)

UT-1 UT-2 UT-3 UT-5UT-4 UT-6

SAT-1 SAT-2 SAT-3 SAT-4

GW-2GW-1

User links

Feeder links
Inter-satellite link

(b)

Fig. 4.2: (a) Example of the SATCOM system. (b) Connectable pair candidates in user links,
inter-satellite links, and feeder links derived from (a), where the black, blue dotted, and red
dashed lines represent the connectable candidate C̄k, H̄k and Ēk, respectively.
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Fig. 4.3: Notation of the resource allocation and network structure in large-scale SATCOM
systems.

4.2.1 Design Variables of SATCOM Systems

In this subsection, design variables of the SATCOM network structure that the SATCOM

operator plans to use are defined. Notations appearing in this subsection are summarized in

Fig. 4.3.

In the following problem formulation, assume that the operator of the SATCOM net-

work can design the following two types of variables: (i) the connectivity between system

components (i.e., UTs, satellites, and GWs) and (ii) the amount of data flowing over the

network connections. To represent the connectivity, the following three types of network

connection matrices are defined:

• The matrix of the bidirectional user link network at time k is denoted by Ck = [cj,ik ]j,i ∈

{0, 1}NS×NU . An entry of Ck is represented by

cj,ik :=

 1, if the i-th UT and j-th satellite are connected,

0, otherwise.
(4.2)

• The matrix of the bidirectional inter-satellite link network at time k is denoted by Hk =
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[hj2,j1
k ]j1,j2 ∈ {0, 1}NS×NS . An entry of Hk is represented by

hj2,j1
k :=

 1,
if there is an inter-satellite link between the j1-th satellite

and the j2-th satellite,
0, otherwise.

(4.3)

If there are no inter-satellite links, Hk = ONS
holds.

Remark 4.1. The inter-satellite links are bidirectional because satellites transmit and re-

ceive not only the data, but also some notifications such as an acknowledgment based on

a communications protocol. In this study, however, only the links of the data as defined in

Eq. (4.3) are considered. Furthermore, the inter-satellite links are established in both links

from GWs to UTs (called a forward link) and links from UTs to GWs (called a return link).

Thus, the matrix Hk should be defined for both the forward and return links. In this study,

the author assumes that the data flow in the same satellite path for both the forward and

return links, and therefore, the matrix Hk is defined for only the one link.

• The matrix of the bidirectional feeder link network at time k is denoted by Ek =

[eℓ,jk ]ℓ,j ∈ {0, 1}NG×NS . An entry of Ek is represented by

eℓ,jk :=

 1, if the j-th satellite and ℓ-th GW are connected,

0, otherwise.
(4.4)

By using these matrices, let Ck,Hk, and Ek denote sets of the connected pairs in each

network, defined as

Ck := {(i, j) ∈ C̄k | cj,ik = 1},

Hk := {(j1, j2) ∈ H̄k | hj2,j1
k = 1},

Ek := {(j, ℓ) ∈ Ēk | eℓ,jk = 1},

respectively.

Assume that UTs can connect with up to one satellite through the user links and satellites

can connect with up to one GW through the feeder links, while satellites are allowed to

connect with multiple other satellites through the inter-satellite links. These assumptions
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imply that the following constraints hold:

∑
j:(i,j)∈Ck

cj,ik ∈ {0, 1}, ∀i ∈ NU, (4.5a)

∑
ℓ:(j,ℓ)∈Ek

eℓ,jk ∈ {0, 1}, ∀j ∈ NS. (4.5b)

Next, the amount of data flowing through the connections are described. The amount of

bandwidth that the operator plans to allocate to the i-th UT at time k is denoted by

xi
k ≥ 0, ∀i ∈ NU. (4.6)

For the NU UTs, the allocated bandwidth can be written in vector form as

xk :=
[
x1
k x2

k · · · xNU
k

]⊤
∈ RNU .

Assume that, at each time k ≥ 0, the operator can either increase or decrease the bandwidth

allocated to users by adjusting an input. Therefore, the dynamics of the resource allocation

is given by the following discrete-time linear system:

xk+1 = xk + uk. (4.7)

Here, uk ∈ RNU is the control input applied at time k. The allocated bandwidth xi
k should

be larger than the requested bandwidth dik because otherwise UTs cannot communicate with

satellites.

The communication data from the UTs flow through the communication links by uti-

lizing the allocated bandwidth. For the user links and the feeder links, let yj,ik and zℓ,jk

denote the amount of the flow in each link between the i-th UT and j-th satellite and

that between the j-th satellite and ℓ-th GW at time k, respectively. For the inter-satellite

links, the amount of the flow from the j1-th satellite to the j2-th satellite is represented

by vj2,j1k . In terms of these variables, the following data flow matrices can be defined:

Yk := [yj,ik ]j,i ∈ RNS×NU ,Zk := [zℓ,jk ]ℓ,j ∈ RNG×NS , and Vk := [vj2,j1k ]j2,j1 ∈ RNS×NS .

The following capacity constraints for the user links and the feeder links are required to
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hold:

∑
i:(i,j)∈Ck

yj,ik ≤ Bj
S, ∀j ∈ NS, (4.8a)

∑
j:(j,ℓ)∈Ek

zℓ,jk ≤ Bℓ
G, ∀ℓ ∈ NG. (4.8b)

Here, Bj
S and Bk

G represent the maximum bandwidths of the j-th satellite and ℓ-th GW,

respectively. Furthermore, the sum of the inflow and outflow in each inter-satellite link must

satisfy

vj,ink + vj,out
k ≤ Bj

ISL, ∀j ∈ NS, (4.9)

where vj,ink and vj,out
k represent the inflow and outflow of the j-th satellite with respect to the

inter-satellite links defined by

vj,ink :=
∑

j1:(j1,j)∈Hk
j1 ̸=j

vj,j1k , vj,out
k :=

∑
j2:(j,j2)∈Hk

j2 ̸=j

vj2,jk ,

respectively, and Bj
ISL represents the maximum processing bandwidth that can be used for

the inter-satellite links in the j-th satellite.

To ensure the full and efficient use of resources, the SATCOM network is designed to

conserve the inflow and outflow of each link. Thus, the following conservation laws are

required to hold true:

xi
k =

∑
j:(i,j)∈Ck

yj,ik , ∀i ∈ NU, (4.10a)

vj,ink +
∑

i:(i,j)∈Ck

yj,ik = vj,out
k +

∑
ℓ:(j,ℓ)∈Ek

zℓ,jk , ∀j ∈ NS. (4.10b)

In a case where all the satellites have no payloads for inter-satellite links or the operator

decides not to use the links, Eq. (4.10b) becomes

∑
i:(i,j)∈Ck

yj,ik =
∑

ℓ:(j,ℓ)∈Ek

zℓ,jk , ∀j ∈ NS,

which applies only to user links and feeder links.

Schematic of the constraints defined in this section are displayed in Fig. 4.4.
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Fig. 4.4: Schematics of the constraints defined in this section. (a) Eq. (4.5), (b) Eqs. (4.8a)
and (4.9), (c) Eq. (4.8b), and (d) Eq. (4.10b).

4.2.2 Cost Functions

In this subsection, the author introduces candidate factors for the cost function to ensure a

cost-efficient and flexible design of the SATCOM system. These candidates also include

management strategy factors related to the SATCOM operator.

1. Bandwidth loss: The first factor measures the bandwidth loss of the UTs and is defined

as

Lk :=
∑
i∈NU

max
(
0, dik − xi

k

)
. (4.11)

Minimizing this factor decreases the total bandwidth loss of the UTs. An optimization

problem with the max function in Eq. (4.11) can be transformed into a linear optimization

as described in Section 3.2.

2. Satellite and GW operations factor: The second factor measures the number of active

satellites and GWs to be used. Let the number of active satellites in user links and inter-
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satellite links at time k be represented by N̂S,k and the number of active GWs in feeder links

at time k be represented by N̂G,k. To calculate the number of active satellites considering

both user links and inter-satellite links, a matrix

Fk :=
[
Ck Hk

]
∈ {0, 1}NS×(NU+NS) (4.12)

is defined and an entry of the matrix Fk is denoted as f j,i
k . The row sums of the matrices Fk

and Ek represent the number of connected links for satellites in user links and inter-satellite

links and GWs in feeder links, respectively. Therefore, the number of active satellites and

GWs is represented by

N̂S,k = ∥fk∥0, (4.13a)

N̂G,k = ∥ek∥0, (4.13b)

respectively, where

fk :=

[
NU+NS∑
j=1

f 1,j
k · · ·

NU+NS∑
j=1

fNS,j
k

]⊤
∈ RNS ,

ek :=

[
NS∑
j=1

e1,jk · · ·
NS∑
j=1

eNS,j
k

]⊤
∈ RNG .

By minimizing the factors in Eq. (4.13), the UTs connect to as few satellites and GWs as

possible. Therefore, the SATCOM operator profits because fewer active satellites and GWs

reduce the operating costs of the system. On the other hand, by maximizing these factors,

network disconnection risks due to satellite and GW failures and changes in the propagation

environment can be reduced. This is because the accommodated data per one satellite and

one GW is decreased when the number of active satellites and GWs are increased.

Remark 4.2. The number of active satellites and GWs represented by Eqs. (4.13) can be

written in another form. For N̂S,k and N̂G,k, the following lemma holds.

Lemma 4.1. The numbers of active satellites and GWs are represented by

N̂S,k = rank(Fk),

N̂G,k = rank(Ek),
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respectively.

Proof. As indicated by Eqs. (4.13), the number of active satellites and GWs is represented

by the number of nonzero row vectors of the matrices Fk and Ek, respectively. The row

vectors Ck, which are part of Fk, are linearly independent because the row vectors are

not identical due to the constraint in Eq. (4.5). Similarly, the row vectors of Ek are also

linearly independent. Because the number of linearly independent row vectors of a matrix is

equivalent to the rank of the matrix, the number of active satellites and GWs is represented

by the rank of Fk and Ek, respectively. This completes the proof.

Optimization of the rank functions is shown in Appendix A.

3. Handover factor: The third factor measures the number of satellite handovers. In prac-

tical SATCOM systems, satellite handovers should be managed efficiently because both the

SATCOM operator and the UTs are responsible for the handovers. Let the numbers of satel-

lite handovers in user links, inter-satellite links, and feeder links at each time k be denoted

as nUL
k , nISL

k and nFL
k , respectively. These numbers are defined for k ≥ 2 and represented by

nUL
k =

1

2

∑
i∈NU

∑
j∈NS

|cj,ik − cj,ik−1|, (4.14a)

nISL
k =

1

2

∑
j1,j2∈NS

|hj2,j1
k − hj2,j1

k−1 |, (4.14b)

nFL
k =

1

2

∑
j∈NS

∑
ℓ∈NG

|eℓ,jk − eℓ,jk−1|, (4.14c)

respectively. The factors in Eq. (4.14) directly represent the number of pairs that change

connections in the SATCOM network. By minimizing these factors, frequent changes in

the network can be reduced, resulting in lower power consumption. By maximizing these

factors, the network structure is changed frequently, which makes the network more secure

by reducing wiretap risks.

Combining the factors in Eqs. (4.11)–(4.14), the cost function at time k is defined as

Jk := w1

∑
i∈NU

max
(
0, dik − xi

k

)
+ w2s ∥fk∥0 + w2g ∥ek∥0 + w3c

∑
i∈NU

∑
j∈NS

|cj,ik − cj,ik−1|

+ w3h

∑
j1,j2∈NS

|hj2,j1
k − hj2,j1

k−1 |+ w3e

∑
j∈NS

∑
ℓ∈NG

|eℓ,jk − eℓ,jk−1|, (4.15)
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where w1 ≥ 0, w2s ∈ R, w2g ∈ R, w3c ∈ R, w3h ∈ R, and w3e ∈ R are the weights.

The weights w2s, w2g, w3c, w3h, and w3e can be negative when the corresponding factors are

maximized. The SATCOM operator designs these weights according to their individual

management strategy and can add other factors to the cost function as desired. For k = 1,

the last three terms are neglected because these are defined for k ≥ 2, and the cost is then

set as

J1 := w1

∑
i∈NU

max(0, dik − xi
k) + w2s ∥fk∥0 + w2g ∥ek∥0.

Assume that future UT requests and future connectable pair candidates can be pre-

dicted*5. When an optimization problem is formulated in an MPC manner [78], the cost

function at each time is defined by
∑

τ∈Tp Jk+τ , where Tp represents the prediction horizon

and Tp = {1, 2, . . . , Tp} represents a set of the finite-time horizon. Here, the constraints

must be satisfied across the entire prediction horizon. Using this approach to formulate

the problem, a solution to change the resource allocation and network structure in advance

before the UT requests change can be obtained.

4.2.3 Optimization Problem

In the network optimization problem, the following decision variables are determined:

• Network connection matrices of the SATCOM network: Ck,Hk, and Ek (binary matri-

ces),

• Control input uk to determine the bandwidth allocation of UTs (a real vector),

• Resource flow matrices of the SATCOM network: Yk,Vk, and Zk (real matrices).

Let solutions of the optimization problem be denoted as {Ĉk+τ , Ĥk+τ , Êk+τ , Ŷk+τ , V̂k+τ ,

Ẑk+τ}τ∈Tp , an optical input sequence as {ûk+τ−1}τ∈Tp , and the resulting allocated band-

width as {x̂k+τ}τ∈Tp .

Combining the cost function and constraints defined previously, the following network

optimization problem is formulated.
*5 To obtain these future requests and connectable candidates, future trends of UT requests and the prop-

agation environment must be predicted by analyzing past data. For example, UT requests can be effectively
predicted using actual tracking data of UTs as described in Chapter 3.
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Problem 4.1 (Proposed network optimization problem).

For given NU, NS, NG, B
j
S, B

j
ISL, B

ℓ
G and future values of {C̄k+τ , H̄k+τ , Ēk+τ , d

i
k+τ}τ∈Tp ,

solve

minimize
{Ck+τ ,Hk+τ ,Ek+τ ,Yk+τ ,
Vk+τ ,Zk+τ ,uk+τ−1}τ∈Tp

∑
τ∈Tp

Jk+τ

subject to Eqs. (4.2) – (4.10)

Problem 4.1 is a mixed integer programming problem because uk is a real vector and

Yk,Vk, and Zk are real matrices, whereas Ck,Hk and Ek are binary matrices (i.e., inte-

ger matrices). Although the mixed integer programming problem is NP-hard, this problem

can be efficiently solved using the branch-and-cut algorithm, which is one of the heuristic

algorithms [118].

The SATCOM operator solves Problem 4.1 at every time k and the first optimal input ûk

is utilized to determine the bandwidth allocation x̂k+1 based on the dynamics in Eq. (4.7).

Using this result, the operator manages and controls the satellites and GWs based on the

most suitable resource allocation and network structure for a given objective.

Remark 4.3. The constraints in Eq. (4.5) can be reduced to the following equivalent in-

equality constraints:

∑
j:(i,j)∈Ck

cj,ik ≤ 1, ∀i ∈ NU, (4.16a)

∑
ℓ:(j,ℓ)∈Ek

eℓ,jk ≤ 1, ∀j ∈ NS. (4.16b)

The feasible set of constraints in Eq. (4.16) is equivalent to that of the original constraints

in Eq. (4.5) under the binary variables cj,ik and eℓ,jk . By using these constraints, Problem 4.1

can be solved more efficiently.

4.3 Numerical Experiments

In this section, four types of numerical experiments are conducted to verify the effectiveness

of the proposed network design method in the integrated system, which allows UTs to have

several candidates of satellites to connect to regardless of whether they are GEO or NGEO
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satellites. In Subsection 4.3.1, the basic performance of the proposed method is verified for

simple static UT requests. In Subsection 4.3.2, dynamic UT requests are addressed and the

performance of the proposed method in the integrated system and in the conventional non-

integrated system are compared. In Subsection 4.3.3, the effect of the number of satellites in

the system is investigated and the performance of the integrated and non-integrated systems

are compared. These three examples do not include inter-satellite links (i.e., Hk = ONS
).

The effect of the inter-satellite links in the system is verified in Subsection 4.3.4.

In these simulations, it is assumed that satellites use a different frequency band to pre-

vent interference between communication links. To be consistent with this assumption, the

UTs and GWs are assumed to have antennas that cover all the frequency bands utilized by

the satellites. Furthermore, the influence of the propagation delay due to the propagation

distance is ignored.

To evaluate the performance of the method, the amount of bandwidth loss is defined as

Lk =
∑
i∈NU

Li
k =

∑
i∈NU

max
(
0, dik − xi

k

)
, (4.17)

where Li
k represents the bandwidth loss of the i-th UT at each time k. Here, the bandwidth

loss represents the total amount of the additional bandwidth required to meet UT requests.

The optimization problem is described by the MATLAB YALMIP [114] and solved by

the Gurobi Optimizer [119]. This solver implements the branch-and-cut algorithm to effi-

ciently solve the mixed integer programming problem. These experiments were conducted

using an Intel(R) Xeon(R) E5-2687W CPU at 3.10 GHz with 64 GB RAM.

4.3.1 Example 1: Basic Performance Considering Static Requests

This example focuses on simple static UT requests in one step to confirm the basic per-

formance of the proposed method. Assume that all UT-SAT and SAT-GW pairs can be

connected:

C̄ = NU ×NS, (4.18a)

Ē = NS ×NG. (4.18b)

The simulation parameters are shown in Table 4.1. Each UT request di is generated from
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Table 4.1: Simulation parameters for static UT requests.

NU NS NG Bj
S [MHz] (∀j ∈ NS) Bℓ

G [MHz] (∀ℓ ∈ NG)

10 5 3 100 100

a uniform distribution on [30, 70] as follows:

d =
[
58 36 59 50 34 52 40 61 63 38

]⊤
.

The cost function is defined as the total amount of bandwidth allocated to the UTs:

J :=
∑
i∈NU

max
(
0, di − xi

)
,

where w1 = 1 and the other weights are set to 0 in Eq. (4.15).

The solutions obtained by solving Problem 4.1 were as follows:

x̂ =
[
0 36 59 0 0 41 40 61 60 3

]⊤
,

Ĉ =



1 0 1 1 1 1 0 0 0 0

0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1 0 1

0 0 0 0 0 0 1 0 0 0


,

Ê =


0 1 0 1 0

0 0 1 0 1

1 0 0 0 0

 ,

Ŷ =



0 0 59 0 0 41 0 0 0 0

0 36 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 60 0

0 0 0 0 0 0 0 61 0 3

0 0 0 0 0 0 40 0 0 0


,

Ẑ =


0 36 0 64 0

0 0 60 0 40

100 0 0 0 0

 .
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The bandwidth loss L of each UT was

L =
[
58 0 0 50 34 11 0 0 3 35

]⊤
.

In this example, the simulation conditions were set as inequalities in the total UT re-

quests and the total satellite and GW bandwidths

∑
i∈NU

di (= 491) ≤
∑
j∈NS

Bj
S (= 500),

∑
i∈NU

di (= 491) ≥
∑
ℓ∈NG

Bℓ
G (= 300),

were held fixed. Thus, not all UT requests were accommodated and the UTs only obtained

a total bandwidth of

∑
i∈NU

x̂i = 300.

Therefore, UT-1, UT-4, and UT-5 experienced bandwidth loss, despite their connections to

SAT-1. By weighting each term xi in the cost function, this imbalance can be avoided in

situations with limited bandwidth.

4.3.2 Example 2: Comparison of Integrated and Non-Integrated Sys-

tems

In this example, dynamic UT requests that show temporal variability are simulated. The

simulation parameters are shown in Tables 4.2 and 4.3, and the simulation is conducted in

T = 150 steps with Tp = 1.

There are a total of 65 satellites in the large-scale SATCOM system, which is composed

of five GEO satellites and 60 NGEO satellites divided into four groups. Figure 4.5 shows

the satellite visibility schedule. Over a continuous period of visibility, the corresponding

satellites can connect to all UTs and GWs. The GEO satellites are visible throughout the

entire simulation time interval, whereas the visibility periods of the NGEO satellites are

limited to finite intervals and repeated periodically. In this example, the author assumes that

the period of each NGEO satellite overlaps itself by two steps to enable efficient handovers.

The connectable pair candidate sets C̄k and Ēk are obtained throughout the simulation time



Chapter 4. Management Framework for Massive Connected Networks 79

Table 4.2: Simulation parameters of satellites.

Type of satellites NS
Bj

S [MHz]
Visible period [steps]

(for each satellite)
GEO 5 500 -

NGEO group 1 24 250 5
NGEO group 2 18 250 6
NGEO group 3 12 250 10
NGEO group 4 6 250 20

65 (in total)

Table 4.3: Simulation parameters of UT and GW.

NU NG Bℓ
G [MHz] (∀ℓ ∈ NG)

100 10 500

interval based on this schedule. Furthermore, the time-varying total satellite bandwidth is

calculated from the bandwidth Bj
S of each satellite and this visibility schedule.

Assume that the satellites have beams large enough to connect to all UTs and GWs when

these satellites are visible. The satellites have steerable antennas to connect to multiple UTs

as well as fixed antennas to connect to the GWs. The UTs have steerable antennas to track

the satellites and the GWs have antennas with sufficiently wide beams to track all connected

satellites. Furthermore, assume that the adjacent satellites in the same NGEO group connect

to the same GWs in the overlapped period .

The dynamics of the UT requests are described as

dik+1 = γi
kd

i
k, ∀i ∈ NU, (4.19)

where the initial values of the UT request di1 are generated from a uniform distribution on

[10, 30], and coefficients γi
k are generated from a Gaussian distribution with N (1.0075, 0.05)

in each step.

Figure 4.6 shows the total time-varying UT requests
(∑

i∈NU
dik
)
, the total satellite band-

width
(∑

j:(i,j)∈C̄k∩(j,ℓ)∈Ēk B
j
S

)
, and the total GW bandwidth

(∑
ℓ:(j,ℓ)∈Ēk B

ℓ
G

)
. According

to this figure, the total UT requests exceed the total satellite and GW bandwidth at approx-

imately k = 85 and k = 120, respectively. The total GW bandwidth is larger than the total

satellite bandwidth throughout the simulation time interval.
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Fig. 4.5: Satellite visibility schedule. All the UTs and GWs in the system can connect to
satellites that are in the period of visibility. (Copyright © 2020 IEICE, [77] Fig. 4)

Define the cost function as

Jk :=
∑
i∈NU

max
(
0, dik − xi

k

)
, (4.20)

where w1 = 1 and the other weights are set to 0 in Eq. (4.15). Using this cost, the follow-

ing three methods are compared: the proposed method in the integrated system that solves

Problem 4.1 (Method A), a method to design a random network in the integrated system

(Method B), and a method to design a random network in the conventional non-integrated

system (Method C).

In Methods B and C, the connection pairs (UT and GW to GEO or NGEO satellite

groups) are determined randomly. In addition, in Method B the pairs are determined at each

time step and can be changed in the next step, whereas in Method C the pairs cannot be

changed throughout the simulation. Due to the fixed connection pairs, the network structure

Ck and Ek are determined in advance. Thus, in Methods B and C, the bandwidth allocation

x̂k is obtained by solving the following optimization problem:

minimize Jk

subject to Eqs. (4.6), (4.7), (4.8), (4.10).
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Fig. 4.6: Time-varying total UT requests (blue line), total satellite bandwidth (red line), and
total GW bandwidth (dashed yellow line). (Copyright © 2020 IEICE, [77] Fig. 5)

This is a linear programming problem because Ck and Ek are given and the decision vari-

ables are uk,Yk, and Zk.

Figure 4.7 shows the results of the bandwidth loss Lk among the three methods. The

simulation was conducted in 30 trials for Methods B and C and the average bandwidth loss

was calculated. Method A exhibited better performance than the other methods throughout

the simulation time interval. Specifically, the bandwidth loss was almost zero during the

interval from k = 1 to approximately k = 85 because the total satellite bandwidth exceeded

the total UT requests. Furthermore, the resulting bandwidth loss of the proposed method

achieved a lower bound, which is determined by the total satellite and GW bandwidth and

is represented by

Lk = max
(
0,∆L

k

)
, (4.21)

where

∆L
k = max

∑
i∈NU

dik −
∑

j:(i,j)∈C̄k∩(j,ℓ)∈Ēk

Bj
S,
∑
i∈NU

dik −
∑

ℓ:(j,ℓ)∈Ēk

Bℓ
G

 .

This means the proposed method maximized the use of the available resources.
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Fig. 4.7: Comparison of the bandwidth loss of the proposed method to that in integrated and
conventional non-integrated systems. The red, yellow, and blue lines represent the results of
Methods A, B, and C, respectively.

In the other two methods, the bandwidth loss was not zero at any time and the loss

increased as the total UT requests increased. This was because the GEO or NGEO satellites

to which the UTs can be connected were limited in number. After the time instant k = 85,

the bandwidth loss of Method A also increased because the total UT requests exceeded the

total satellite bandwidth. However, the average bandwidth loss of Method A was reduced

on average by 71.2% from k = 85 to 150 compared to Methods B and C. Furthermore,

Method B exhibited worse performance than Method A, despite both methods involving

the integrated system. This indicates that the performance is reduced by determining the

network randomly, even when the integrated system is considered.

Next, the handover factor in the cost function is activated, which means the cost is de-

fined as

Jk :=
∑
i∈NU

max
(
0, dik − xi

k

)
+ 20

∑
i∈NU

∑
j∈NS

|cj,ik − cj,ik−1|,

where w1 = 1, w3c = 20, and the other weights are set to 0 in Eq. (4.15). The result using

this cost function is compared with the result by setting w3c = 0, which is calculated in the

aforementioned simulation.

Figure 4.8 shows the bandwidth loss and the number of handovers in user links, which
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Fig. 4.8: Comparison of the performance of the proposed method with the handover factor
in the cost function being deactivated (w3c = 0, red line) and activated (w3c = 20, blue line).
(a) The number of handovers in user links and (b) bandwidth loss.
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is the number of UT-SAT pairs changing the connection. In the figure, red and blue lines

represent the result of the proposed method without and with the handover factor, respec-

tively. The red line in Fig. 4.8 is the same as that in Fig. 4.7. Fig. 4.8(a) demonstrates that

the number of handovers were decreased by making the handover factor active in the cost

function. On the other hand, in Fig. 4.8(b), the bandwidth loss was increased compared to

the result without the handover term because decreasing the number of handovers can in-

crease the bandwidth loss by not changing the satellite connection. After k = 99, the results

of these conditions were identical, which means both results reached the lower bound of the

physical constraint of the available bandwidth represented by Eq. (4.21).

These results demonstrate the effectiveness of the proposed method in the integrated

system compared to the conventional non-integrated system.

4.3.3 Example 3: Effect of the Number of Satellites

In this example, the effect of the number of satellites is investigated by a comparison of the

performance of the integrated and non-integrated systems.

Assume that only GEO satellites with BS = 500 MHz exist in the system and that

all pairs can be connected as defined in Eq. (4.18). In this simulation, the number of GEO

satellites is increased from NS = 1 to 30. The cost function and the UT requests are set to the

same as those for Example 2 (see Eq. (4.20)). The number of GWs and the GW bandwidth

are set to NG = 30 and BG = 500 MHz, respectively, so that an inequality
∑

j∈NS
Bj

S ≤∑
ℓ∈NG

Bℓ
G holds for any NS. Note that the total satellite bandwidth corresponding to NS =

14 to 30 exceeds the total UT requests throughout the simulation.

Figure 4.9 shows the bandwidth loss as a function of the number of satellites for the

integrated (Method A) and non-integrated (Method C) systems. For the Method C simula-

tion, the average bandwidth loss of 50 trials was utilized for a given number of satellites. In

Fig. 4.9, the vertical axis represents the time average of the bandwidth loss throughout the

simulation: (1/T )
∑T

k=1 Lk.

This result indicates that the difference in performance depends on the number of satel-

lites that exist in the system. For all NS, the bandwidth loss of Method A was less than that

of Method C and achieved zero when NS ≥ 14. For a small number of satellites, the differ-

ence was small because the total satellite bandwidth was less than the bandwidth of the UT
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Fig. 4.9: Relationship between number of satellites and the time-averaged bandwidth loss.
The red and blue lines represent the results of Methods A and C, respectively.

requests in both systems. However, the difference in bandwidth loss increased as the num-

ber of satellites increased, with an average difference from NS = 14 to 30 of approximately

835 MHz. Therefore, for a large number of satellites (10 ≥ NS ≥ 30), the proposed method

in the integrated system exhibited better performance than the conventional non-integrated

system. When there is a sufficiently large number of satellites, the bandwidth loss can be

zero for Method C also, because the satellites can provide enough resources to satisfy all the

UT requests with any network structure.

Remark 4.4. In the integrated system, if all UTs can obtain a bandwidth equal to the UT

request at time k, the following inequalities hold:

∑
i∈NU

dik ≤
∑
j∈NS

Bj
S ≤

∑
ℓ∈NG

Bℓ
G. (4.22)

However, in the non-integrated system, if all UTs can obtain a bandwidth equal to the UT

request, the following inequalities hold:

∑
i∈N j

U

dik ≤ Bj
S, ∀j ∈ NS and

∑
j∈NS

Bj
S ≤

∑
ℓ∈NG

Bℓ
G. (4.23)

Here, N j
U ⊆ NU is defined as a set of UTs connected to the j-th satellite.
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According to these relationships, the inequalities in Eq. (4.22) hold if those in Eq. (4.23)

hold, which means that all UTs can always obtain a bandwidth equal to the UT request in

the integrated system if this situation is achieved in the non-integrated system. This fact

indicates that the performance of the integrated system is always the same or superior to

that of the non-integrated system. This relationship can be proven by taking the sum of the

former inequality in Eq. (4.23) using j ∈ NS.

4.3.4 Example 4: Effect of Inter-Satellite Links

Finally, the effect of the proposed method for inter-satellite links is verified.

Assume there exist ten UTs (NU = 10), two GWs (NG = 2), and one GEO satellite in

the system. Furthermore, assume there are also a sufficient number of NGEO satellites so

that three NGEO satellites are always visible from the UTs throughout the simulation time

interval. The maximum bandwidths of satellites for user links and inter-satellite links are

shown in Table 4.4. The maximum bandwidth for the inter-satellite links is set much larger

than that for the user links because the inter-satellite links will be typically conducted by

optical links.

In this example, a simple data relay system, as shown in Fig. 4.10, is simulated. In

this setup, a GEO satellite can aggregate signals from three NGEO satellites by using inter-

satellite links. To simulate this system, sets of connectable pair candidates C̄k, H̄k, and Ēk
are set as

C̄ = {(i, 2), (i, 3), (i, 4) | ∀i ∈ NU},

H̄ = {(1, 2), (1, 3), (1, 4)},

Ē = {(1, 1), (2, 2), (3, 2), (4, 2)}.

These settings mean all UTs can connect only to the NGEO satellites and these satellites can

connect to the GEO satellite via inter-satellite links. Half of the GWs have bandwidths of

BG = 500 MHz for the GEO satellite and the other half have bandwidths of BG = 250 MHz

for the NGEO satellites. The cost function is set to the same as that for Example 2 (see

Eq. (4.20)). UT requests are generated from the same Gaussian distribution as that from

Example 2 and the simulation is conducted in T = 150 steps.
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(These UTs can be connected only to NGEO satellites)
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GW-2
(for NGEO satellites)

GW-1
(for GEO satellite)

Inter-satellite links

・・・ ・・・

Fig. 4.10: Data relay system (including inter-satellite links) simulated in Example 4.

Table 4.4: Simulation parameters of satellites for inter-satellite links.

Bj
S [MHz] Bj

ISL [MHz]
GEO satellite 500 1000

NGEO satellite 100 500

Figure 4.11 shows the effect of the inter-satellite links on the proposed strategy. In

Fig. 4.11(a), the bandwidth loss without and with the inter-satellite links are presented. By

introducing the inter-satellite links, the NGEO satellites were connected to the GEO satellite,

which routed the data to the GW as a substitute for the NGEO satellites. As a result, the

bandwidth loss was decreased because the communication data were routed to the GEO

satellite as shown in Fig. 4.11(b). The difference between these results after k = 40 was

50 MHz, which arose from the following difference:∣∣∣∣∣∣B2
G −

∑
j∈{2,3,4}

Bj
S

∣∣∣∣∣∣ = |250− 300| = 50.

The result in this example demonstrated the effectiveness of the proposed strategy for

inter-satellite links.
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Fig. 4.11: (a) Comparison of the bandwidth loss results without and with inter-satellite links.
(b) Inflow to the GEO satellite in the inter-satellite link.
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4.4 Summary

In this chapter, the author proposed a framework for the efficient resource and network man-

agement of large-scale SATCOM systems integrating multiple satellites, UTs, and GWs.

The network optimization problem was formulated for the SATCOM operator to determine

efficient resource allocation and design reliable SATCOM network structure that can ac-

commodate multiple UT requests. In this framework, the SATCOM operator can design

the network according to their individual management strategy by adjusting the weights

of the cost function. The numerical experiments verified the effectiveness of the proposed

method in the integrated system and demonstrated that the proposed management strategy

performed better than the conventional strategy. Finally, increasing the number of satellites

and inter-satellite links was discovered to further improve the performance of the proposed

strategy.





Chapter 5

A Chance-Constrained Approach for

Managing Stochastic Communication

Requests

This chapter is organized as follows. In Section 5.1, the stochastic and time-varying commu-

nication requests are modeled using an auto-regressive integrated moving-average (ARIMA)

model. In Section 5.2, a chance constraint on the bandwidth loss rate is described. A joint

chance constraint is utilized to ensure that the user-specified performance is achieved with

high probability through the prediction horizon. In Section 5.3, the joint chance constraint

is relaxed to the deterministic linear constraint, and then the optimization problem is refor-

mulated. In Section 5.4, the effectiveness of the proposed chance-constrained management

strategy is verified using numerical experiments. Finally, this chapter is summarized in

Section 5.5.

The chance constraint can be applicable to the management framework for both the

frequency flexibility described in Chapter 3 and the massive connected networks described

in Chapter 4. In this chapter, the chance-constrained methodology is incorporated into the

management framework for the massive connected networks. The methodology proposed

in this chapter is also applicable to the frequency flexibility in the same manner.

91
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5.1 Stochastic and Time-Varying Communication Requests

For each time k ≥ 0, each UT can send a communication request to satellites. The amount

of the communication request from the i-th UT is denoted by dik ≥ 0. As described in

Section 1.4, the stochastic and time-varying requests of the SATCOM system behave like

non-stationary stochastic processes. Thus, the dynamics of the i-th UT request is modeled

using an auto-regressive integrated moving-average (ARIMA) model, which enables the

representation of non-stationary stochastic processes [95]. The ARIMA model of order

(ni, ri,mi) is represented by

ϕi(B)dik+1 = θi(B)wi
k + diconst., (5.1)

where wi
k ∈ R is an i.i.d. (independent and identically distributed) Gaussian random vari-

able with distribution N (µi, σ
2
i ), d

i
const. ∈ R is a constant value, B is the backshift operator

that works as Bndk = dk−n, and

ϕi(B) :=

(
1−

ni∑
j=1

ϕjB
j

)
(1−B)ri ,

θi(B) := 1−
mi∑
j=1

θjB
j.

Here, the model in Eq. (5.1) is rewritten as

dik+1 = ϕ̃i(B)dik + θi(B)wi
k + diconst., (5.2)

where ϕ̃i(B) represents a coefficient function only for the past value of dik.

The future value of the requests can be predicted by utilizing the dynamical model in

Eq. (5.2) and calculating a linear sum of the time series of the past requests.

5.2 Network Optimization with Chance Constraint of

Bandwidth Loss Rate

In this section, a chance constraint on the bandwidth loss is described and a network opti-

mization problem with the chance constraint is formulated.
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5.2.1 Chance Constraint of Bandwidth Loss Rate

In this subsection, a chance constraint on bandwidth loss rate is described. The bandwidth

loss rate of the i-th UT at time k is defined as

bik := max

(
0,

dik − xi
k

dik

)
, (5.3)

which represents the ratio of the bandwidth loss to the bandwidth of the requests. This mea-

sure is adopted instead of the absolute bandwidth loss in order to evaluate the performance

of each UT uniformly. The event that represents the bandwidth loss rate remaining below a

threshold level βi
k ∈ [0, 1] is defined as

Bi
k := {ω ∈ Ω | bik ≤ βi

k}, (5.4)

where ω denotes a sample from a sample space Ω.

What is crucial for the reliable operation of the SATCOM network experiencing the

stochastic and time-varying requests is to ensure that the event in Eq. (5.4) is achieved for

all the UTs at all times with a certain reliability level. This required constraint is defined by

Pr

∩
τ∈Tp

Bi,k+τ

 ≥ 1−∆i, ∀i ∈ NU, (5.5)

where Tp is the prediction horizon, Tp = {1, 2, . . . , Tp} is a set of the finite-time horizon,

and ∆i ∈ (0, 1] is the reliability level of the i-th UT. This constraint is called a joint chance

constraint, which is defined as the conjunction of state constraints [120]. In this constraint,

setting a small ∆i represents high reliability (e.g., setting ∆i = 0.1 requires 90% reliability

of the joint probability for the i-th UT).

5.2.2 Optimization Problem with Joint Chance Constraint

Based on the formulated optimization problem in Chapter 4, a SATCOM network opti-

mization problem based on the chance-constrained MPC approach is formulated. The cost
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function in Eq. (4.15) is adjusted for this chapter as follows:

Jk :=



∑
i∈NU

max
(
0, dik − xi

k

)
, (k = 1)

wc

∑
i∈NU

∑
j∈NS

|cj,ik − cj,ik−1|+ wh

∑
j1,j2∈NS

|hj2,j1
k − hj2,j1

k−1 |

+we

∑
j∈NS

∑
ℓ∈NG

|eℓ,jk − eℓ,jk−1|, (k ≥ 2)

(5.6)

where wc ∈ R, wh ∈ R, and we ∈ R are the weights. Adopting the MPC approach, the

SATCOM network can be optimized while estimating future requests of the UTs by using

the ARIMA model in Eq. (5.2). To calculate the future requests of the UTs, the time series

of the past requests {dik−τ}0≤τ≤niri−1, where ni and ri are the orders of the ARIMA model,

is required.

Problem 5.1 (Proposed chance-constrained network optimization problem).

For given NU, NS, NG, B
j
S, B

j
ISL, B

ℓ
G, the time series of past requests {dik−τ}0≤τ≤niri−1, the

future values of {C̄k+τ , H̄k+τ , Ēk+τ , d
i
k+τ}τ∈Tp , and the ARIMA model in Eq. (5.2), solve

minimize
{Ck+τ ,Hk+τ ,Ek+τ ,Yk+τ ,
Vk+τ ,Zk+τ ,uk+τ−1}τ∈Tp

∑
τ∈Tp

Jk+τ

subject to Eqs. (4.2) – (4.10), (5.5), ∀τ ∈ Tp, i ∈ NU

Problem 5.1 is a mixed integer and nonlinear programming problem because Ck,Hk,

and Ek are binary matrices and the joint chance constraint in Eq. (5.5) is a nonlinear con-

straint in the decision variables. As in Chapter 4, the SATCOM operator solves Problem 5.1

at every time k, the first optimal input ûk is utilized to determine the resource allocation

x̂k+1 based on the dynamics in Eq. (4.7), and the SATCOM network is changed according

to the obtained Ĉk+1, Ĥk+1, and Êk+1.

5.3 Reduction to Deterministic Optimization Problem

To solve Problem 5.1 efficiently, the joint chance constraint in Eq. (5.5) is reduced to the

deterministic one through the following two stages:

• Stage 1: Relaxing the joint chance constraint to the individual one.
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• Stage 2: Reducing the individual chance constraint to the deterministic one.

5.3.1 Stage 1: Relaxing Joint Chance Constraint

The following lemma holds for the joint chance constraint.

Lemma 5.1. The joint chance constraint in Eq. (5.5) holds if there exists δik+τ (τ ∈ Tp) such

that

Pr
[
Bi

k+τ

]
≥ 1− δik+τ , (5.7)∑

τ∈Tp

δik+τ ≤ ∆i, δik+τ ≥ 0, (5.8)

hold for all τ ∈ Tp and i ∈ NU.

Proof. For an event Ei and its negation Ēi, Boole’s inequality holds [94]:

Pr

[∩
i

Ei

]
≥ 1−

∑
i

Pr
[
Ēi

]
.

Applying this inequality to the left side of the joint chance constraint in Eq. (5.5) results in

Pr

∩
τ∈Tp

Bi
k+τ

 ≥ 1−
∑
τ∈Tp

Pr
[
B̄i

k+τ

]
, ∀i ∈ NU. (5.9)

Here, setting the right side of the inequality in Eq. (5.9) to 1 − ∆i or more implies the

inequality in Eq. (5.5) holds. That is, the condition that

∑
τ∈Tp

Pr
[
Bi

k+τ

]
≥
∑
τ∈Tp

1−∆i, ∀i ∈ NU (5.10)

holds. Furthermore, the inequality in Eq. (5.10) holds if the inequalities in Eqs. (5.7) and

(5.8) hold. This completes the proof of Lemma 5.1.

Lemma 5.1 means that the joint chance constraint is divided into Tp individual chance

constraints. Thus, the equations in Eq. (5.8) can be regarded as the reliability level ∆i

allocated to each prediction horizon as
∑

τ∈Tp δ
i
k+τ .
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5.3.2 Stage 2: Reducing Chance Constraint

In the next stage, the individual chance constraint in Eq. (5.7) is reduced to the deterministic

one. It is known that the individual chance constraint is transformed to an equivalent deter-

ministic constraint when a cumulative distribution function (CDF) of the random variable

has an analytical form [120].

For simplicity of notation, the time horizon index τ is neglected in the following descrip-

tion. By applying the model in Eq. (5.2) and βi
k ≥ 0, the inequality bik ≤ βi

k is transformed

as

max

(
0,

dik − xi
k

dk

)
≤ βi

k

dik − xi
k

dik
≤ βi

k (∵ βi
k ≥ 0)

(1− βi
k)d

i
k ≤ xi

k

ϕ̃i(B)dik−1 + θi(B)wi
k−1 + diconst. ≤

xi
k

(1− βi
k)

(∵ Eq. (5.1))

ϕ̃i(B)dik−1 + w̄i
k−1 + diconst. ≤

xi
k

(1− βi
k)
,

where

w̄i
k := θi(B)wi

k =

(
1−

mi∑
j=1

θjB
j

)
wi

k. (5.11)

Thus, the event in Eq. (5.4) is equivalent to

Bi
k =

{
ω ∈ Ω

∣∣∣∣ w̄i
k−1 ≤

xi
k

(1− βi
k)

− ϕ̃i(B)dik−1 − diconst.

}
.

The inequality Pr
[
Bi

k+τ

]
≥ 1− δik+τ in Eq. (5.7) is then transformed as

Fw̄i

(
xi
k

(1− βi
k)

− ϕ̃i(B)dik−1 − diconst.

)
≥ 1− δik,

where Fw̄i represents a CDF of w̄i
k. Denoting an inverse function of Fw̄i as F−1

w̄i results in

xi
k

(1− βi
k)

− ϕ̃i(B)dik−1 − diconst. ≥ F−1
w̄i (1− δik). (5.12)

When the CDF Fw̄i is obtained in an analytical form, the inequality in Eq. (5.12) becomes a
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linear inequality constraint on the decision variable.

By using the definition of the random variable w̄i
k in Eq. (5.11), w̄i

k follows the Gaussian

distribution with N (µ̄i, σ̄
2
i ), where

µ̄i =

(
1−

mi∑
j=1

θj

)
µi, σ̄2

i =

(
1−

mi∑
j=1

θ2j

)
σ2
i .

For the Gaussian with N (µ̄i, σ̄
2
i ), the CDF is represented by

Fw̄i(x) =
1

2

(
1 + erf

(
x− µ̄i√

2σ̄2
i

))
,

where erf(·) is the error function defined by

erf(x) =
2√
π

∫ x

0

e−t2 dt.

Therefore:

F−1
w̄i (x) = µ̄i +

√
2σ̄2

i erf
−1(2x− 1).

By using this function and adding the time horizon index τ , the inequality in Eq. (5.12) is

transformed to

xi
k+τ

(1− βi
k+τ )

− ϕ̃i(B)dik+τ−1 − diconst. ≥ µ̄i +
√

2σ̄2
i erf

−1(1− 2δik+τ ). (5.13)

For the given dynamical model in Eq. (5.2) and µ̄i, σ̄
2
i , β

i
k+τ , and δik+τ , the inequality in

Eq. (5.13) is the linear constraint on the resource allocation xi
k+τ .

5.3.3 Relaxed Optimization Problem

From the previous subsections, Problem 5.1 is reduced to the following problem with the

deterministic linear constraint.

Problem 5.2 (Relaxed chance-constrained network optimization problem).

For given NU, NS, NG, B
j
S, B

j
ISL, B

ℓ
G, the time series of past requests {dik−τ}0≤τ≤niri−1, the
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future values of {C̄k+τ , H̄k+τ , Ēk+τ , d
i
k+τ}τ∈Tp , and the ARIMA model in Eq. (5.2), solve

minimize
{Ck+τ ,Hk+τ ,Ek+τ ,Yk+τ ,
Vk+τ ,Zk+τ ,uk+τ−1}τ∈Tp

∑
τ∈Tp

Jk+τ

subject to Eqs. (4.2) – (4.10), (5.8), (5.13), ∀τ ∈ Tp, i ∈ NU

Problem 5.2 can be solved more efficiently than Problem 5.1 because the nonlinear con-

straint is not included. Although Problem 5.2 is still the mixed integer programming prob-

lem, this type of problem can be efficiently solved using the branch-and-cut algorithm. This

is one of the heuristic algorithms [118], as stated in Chapter 4. If Problem 5.2 becomes

infeasible at a certain time because the constraint in Eq. (5.13) is violated, this constraint is

neglected and the total bandwidth loss rate (
∑

i∈NU
bik) is directly minimized instead of the

cost in Eq. (5.6).

Problem 5.2 is solved at every time k by the SATCOM operator to obtain the optimal

resource allocation and network structure. Using this result, the operator manages and con-

trols the satellites and GWs to meet the stochastic and time-varying UT requests.

Remark 5.1. The relaxation attained by using Lemma 5.1 produces a gap between Prob-

lem 5.1 and Problem 5.2 unless Tp = 1 and this gap increases with Tp. Thus, the solution

obtained by solving Problem 5.2 is suboptimal because the obtained solution is actually not

optimal for Problem 5.1.

5.4 Numerical Experiments

In this section, numerical experiments are conducted to verify the performance of the pro-

posed chance-constrained network management methodology with the stochastic and time-

varying communication requests. In this simulation, it is assumed that there are no inter-

satellite links and satellites use different frequency bands to prevent interference between

communication links.

The optimization problem is described by the MATLAB YALMIP [114] and solved by

the Gurobi Optimizer [119]. This solver implements the branch-and-cut algorithm to effi-

ciently solve the mixed integer programming problem. These experiments were conducted

using an Intel(R) Xeon(R) E5-2687W CPU at 3.10 GHz with 64 GB RAM.
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Table 5.1: Simulation parameters of UT and GW.

NU NG Bℓ
G [MHz] (∀ℓ ∈ NG)

50 5 500

Table 5.2: Simulation parameters of satellites.

Type of satellites NS
Bj

S [MHz] Visible period
(∀ℓ ∈ NS) [steps]

GEO 3 500 -
NGEO group 1 24 250 5
NGEO group 2 18 250 6

(in total) 45

5.4.1 Simulation Conditions

The simulation parameters are shown in Tables 5.1 and 5.2. The simulation was conducted

in T = 50 steps and the prediction horizon was set to Tp = 5.

The dynamics of the UT requests in Eq. (5.1) was set to the ARIMA model of order

(1, 1, 2). For all the UTs, the coefficients ϕ1, θ1, and θ2 were generated from the uni-

form distributions on [0.1, 0.2], [−0.2,−0.1], and [−0.5,−0.4], respectively. Furthermore,

diconst. = 0.5 and (µi, σ
2
i ) = (0.4, 5) for all i ∈ NU.

There are a total of 45 satellites, which includes three GEO satellites and 42 NGEO

satellites divided into two groups. As with the setting in Chapter 4, the satellites can con-

nect to all UTs and GWs over a continuous period of visibility. The GEO satellites are

visible throughout the entire simulation time interval, whereas the visibility periods of the

NGEO satellites are limited to finite intervals and repeated periodically. The time-varying

connectable pair candidate sets C̄k and Ēk and the total satellite capacity are calculated based

on the visibility schedule.

Figure 5.1 shows the total time-varying UT requests and the total satellite and GW band-

width. The figure indicates that after k = 43, the SATCOM system could not supply enough

resources to meet all the UT requests.

The reliability level ∆i is set as ∆i = 0.5, 0.3, 0.1, 0.05, and 0.01 for all i ∈ NU,

and results for each ∆i are compared. As shown in Fig. 5.2, the level ∆i is allocated to

each prediction horizon as higher reliability is required in the near future. This means that

δik+1 is the smallest among τ ∈ Tp. This setting satisfies the inequalities in Eq. (5.8) as
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Fig. 5.1: Time-varying total UT requests (blue line), total satellite bandwidth (red line), and
total GW bandwidth (dashed yellow line).

∑
τ∈Tp δ

i
k+τ = ∆i (∀i ∈ NU). Furthermore, the bandwidth loss rate threshold is set to

βi
k = 0.1 for all the UTs throughout the simulation time interval. In the cost function in

Eq. (5.6), the weights are set as wc = 10, we = 1, and wh = 0 for k ≥ 2.

To evaluate the performance of the proposed chance-constrained network design method-

ology, the number of the achieved user-specified events in Eq. (5.4) through the simulation

is defined as

N̄ =
∑
i∈NU

T∑
k=1

N i
k,

where

N i
k =

 1, if Bi
k is achieved,

0, otherwise.

An achieved rate is expressed by N̄/(NUT ), which represents how many times the specified

performance is achieved in all trials. Furthermore, a baseline methodology is introduced for

comparison. In this baseline methodology, the chance constraint is simply replaced by the

corresponding deterministic ones: bik+τ ≤ βi
k+τ ,∀i ∈ NU, τ ∈ Tp.
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Fig. 5.2: Reliability allocation for each ∆i when Tp = 5.

5.4.2 Results

First, the author compares the results of the proposed method with ∆i = 0.1 and the com-

parison method. In Fig. 5.3, the red and blue lines represent the resulting total bandwidth

loss
∑

i∈NU
max (0, dik − xi

k) of the proposed method with ∆i = 0.1 and the comparison

method, respectively. Note that the bandwidth loss was high after k = 43 for both meth-

ods because the SATCOM system could not supply enough resources to meet all the UT

requests. The achieved rate was 69.8% for the proposed method and 36.2% for the compar-

ison method, and thus the proposed method outperformed the comparison method.

Next, the performance of the five different ∆i settings are compared. Table 5.3 shows a

comparison of the achieved rate of the events represented by N̄/(NUT ) for each ∆i. These

results indicate that the achieved rate was increased with smaller ∆i, which means that the

specified performance achieved higher reliability. As a reference, the achieved rate of the

comparison method was 36.2%. Thus, the result of the proposed method with ∆i = 0.01

performed 36.5 percentage points higher than that of the comparison method.

These results demonstrate the effectiveness of the proposed chance-constrained method

in managing the stochastic and time-varying requests in the large-scale SATCOM system.
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Fig. 5.3: Total bandwidth loss of the proposed method with ∆i = 0.1 (red line) and the
comparison method (blue line).

Table 5.3: Achieved rate of the event with ∆i.

∆i(∀i ∈ NU) Achieved rate: N̄/(NUT )

(Comparison method) (36.2%)
0.5 (50% reliability) 66.1%
0.3 (70% reliability) 67.0%
0.1 (90% reliability) 69.8%

0.05 (95% reliability) 70.6%
0.01 (99% reliability) 72.7%

5.5 Summary

In this chapter, the author proposed the chance-constrained resource and network manage-

ment method for large-scale SATCOM systems with stochastic and time-varying communi-

cation requests. To efficiently solve the formulated optimization problem with the joint

chance constraint on the bandwidth loss rate, the constraint is relaxed to the individual

chance constraint and then reduced to the deterministic constraint. From the results of the

numerical simulation, the effectiveness of the proposed method to obtain an efficient SAT-

COM network was verified. Furthermore, the user-specified event in Eq. (5.4) was achieved

with higher reliability when a smaller ∆i is adopted.

In future work, the reliability allocation
∑

τ∈Tp δ
i
k in Eq. (5.8) will be optimized. Fur-

thermore, the gap between Problem 5.1 and Problem 5.2 caused by the relaxation will be

analyzed and reduced.



Chapter 6

Conclusion and Future Work

In this chapter, conclusions of this thesis and future work are provided.

6.1 Conclusion

In this thesis, the author proposed management frameworks for large-scale SATCOM sys-

tems. The proposed management strategy enables the two major difficulties of large-scale

SATCOM systems to be addressed: the time-variability within the system components and

connecting a large number of heterogeneous components, which are detailed in Section 1.4.

First of all, in Chapter 1, the author explained the reasons for the increased SATCOM

demand in recent years by introducing the applications of SATCOM systems. Then, the

recent SATCOM research trends aiming to meet the increasing SATCOM demand were

summarized. The latest research aims to increase the communication capacity and improve

the frequency utilization efficiency because of the current lack of frequency resources. Fur-

thermore, the necessity of the large-scale SATCOM systems and the difficulties of realizing

these systems were described. To tackle the difficulties, the author proposed the following

management frameworks for SATCOM resources and networks.

In Chapter 3, the author proposed the management framework for the frequency flexibil-

ity to efficiently allocate the frequency resources to each beam for coping with time-varying

communication requests from users. The dynamical models of the HTS, which increases

the capacity by using multiple beams, and those of the communication requests were intro-

duced. By incorporating the dynamical models and combining MPC and sparse optimiza-

103
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tion, the proposed method obtains the optimal solution that utilizes the limited bandwidth

efficiently and can cope with the time-varying requests. Numerical experiments showed that

the proposed method reduced the bandwidth loss and NCA in multiple scenarios, such as

the communication demand originating from aircraft.

In Chapter 4, the author proposed the management framework to construct an efficient

SATCOM network connected with a large number of system components consisting of mul-

tiple satellites, user terminals, and gateway stations connected via user links, inter-satellite

links, and feeder links. The proposed method generates efficient resource allocation for UTs

and SATCOM network structure and allows the management of multiple GEO and NGEO

satellites in a unified manner. In numerical experiments simulating time-varying UT re-

quests, the proposed method in the integrated system, which allows UTs to have several

candidate satellites to connect, outperformed the non-integrated system, which allows UTs

to connect only to predetermined satellites. Furthermore, increasing the number of satellites

and inter-satellite links increased the performance of the proposed method.

Finally, in Chapter 5, the author proposed the chance-constrained approach to managing

the stochastic and time-varying communication requests. This method solves the optimiza-

tion problem that includes the chance constraint satisfying the bandwidth loss rate with

user-specified reliability. In the formulation of the optimization problem, the nonlinear joint

chance constraint was relaxed to the linear deterministic one, which in turn allowed the net-

work optimization problem to be solved sub-optimally. This management strategy can be

applied to the management framework for both the frequency flexibility in Chapter 3 and

the massive connected networks in Chapter 4.

The proposed management frameworks contribute to the efficient arrangement of large-

scale SATCOM systems that optimally allocate frequency resources among SATCOM net-

works connected with a large number of satellites, user terminals, and gateway stations.

Furthermore, implementing the proposed strategies enables communication links to meet

various types of communication needs in future communication systems.
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6.2 Future Work

The proposed management framework for large-scale SATCOM systems may be further ex-

tended to enable more flexible operations and to cope with various types of communication

needs as described below.

Management Strategy Including Incentive Mechanism

The proposed management strategy can include an incentive mechanism. The SATCOM

operator should prepare multiple operation strategies to utilize the limited resources of the

large-scale SATCOM system. In some cases, the total user requests exceed the total satel-

lite resources when the SATCOM system includes a large number of users, and each user

requires a large amount of communication resources. To overcome this situation, incorpo-

rating an incentive mechanism into the SATCOM system may work to reduce the strain on

the capacity of the SATCOM system.

In the literature on power systems, a smart grid incorporating an incentive mechanism,

such as a dynamic pricing, is proposed [121,122]. Dynamic pricing is a method designed to

control user power consumption by controlling prices according to the supply and demand

balance. Applying this to the context of SATCOM systems, the incentive mechanism can

be incorporated into a management scheme for communication requests from users (this is

equivalent to drawing an arrow from the SATCOM operator to the users in Fig. 1.6). In

this system, the price of allocating resources should be defined and a user preference func-

tion with respect to the price should be implemented. When the total user communication

requests exceed the total satellite resources, the operator increases the price of the satellite

resources. Users who have high sensitivity to price increases can set the user preference

function to decrease or stop communication if the price reaches a certain level. By con-

tinuously operating this mechanism in the SATCOM system, the operator can ensure that

the total satellite resources exceed the total user requests. This mechanism can be analyzed

according to game theory, which is the study and analysis of strategic interaction among

competitive decision-makers [123].

The author will model SATCOM systems that include an incentive mechanism. The

most important aspects of this system are the price determined by the SATCOM operator and
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the user preference function, which defines user actions. Then, an optimization problem will

be formulated to obtain a more efficient resource allocation and network structure even when

the total satellite resources exceed the total number of user requests. This can be expanded to

a system concept where users select a SATCOM operator from multiple operators to receive

communication services based on their operation strategies.

Multi-Satellite Beamforming

In a system with a large number of satellites using the same frequency band, there is a pos-

sibility of interference caused by beam overlapping and unwanted out-of-band emission.

To avoid this interference, the system should allow satellites to form flexible beams by in-

stalling digital beamformers (DBFs), as introduced in Subsection 1.3.2. By utilizing digital

beamforming functions, satellites can construct multiple beam positions and beamwidths

for multiple situations [41, 124]. Thus, when the beam position and frequency of GEO and

NGEO satellites overlap, the system can avoid the interference by changing not only the

power of the beam, but also the beam position or the beamwidth.

The author will analyze the effect of interference when there is a large number of satel-

lites in a SATCOM system and these satellites use the same frequency band. This analysis

will lead to an understanding of the amount of interference that is caused in each resource

allocation and network structure. Then, an optimization problem will be formulated to de-

termine the optimal beamforming or optimal network structure to avoid this interference.

Security

Security is an important factor in SATCOM systems because it ensures the privacy of com-

munication links. In large-scale SATCOM systems with many satellites connected, the im-

pact of cyber-attacks may extend to the entire system, including the terrestrial system, even

though only a single satellite may be infected. Thus, space security is needed to keep the

systems and signals confidential [125, 126], especially for governmental communication

links.

To provide secure satellite communication links, quantum cryptography methods such

as quantum key distribution (QKD) play an important role [127, 128]. The world’s first
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quantum satellite, named Micius, was launched in 2016 and a number of QKD-based exper-

iments have been conducted with it [129–131]. In addition, quantum transmission can be

conducted by a 50-kg-class microsatellite [132]. Secure links such as the latter two examples

are required in large-scale SATCOM systems with multiple system components connected.

Secure schemes should be applied to not only the physical layers, but also to others layers

such as the data links or networks.

The author will define the degree of security in large-scale SATCOM systems. Then,

an optimization problem will be established to obtain a SATCOM network structure that

maximizes the degree of security. To include the quantum cryptography methods in this

optimization, models of communication signals or networks which are consistent with these

methods should be defined. This result will provide a strategy to make communication links

more confidential.
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[84] J. Lei and M. Á. Vázquez-Castro, “Multibeam satellite frequency/time duality study
and capacity optimization,” Journal of Communications and Networks, vol. 13, no. 5,
pp. 472–480, 2011.
DOI: 10.1109/JCN.2011.6112304

[85] Y. Abe, H. Tsuji, A. Miura, and S. Adachi, “Frequency resource allocation for satel-
lite communications system based on model predictive control and its application to
frequency bandwidth allocation for aircraft,” in Proceedings of the 2018 IEEE Con-
ference on Control Technology and Applications, 2018, pp. 165–170.
DOI: 10.1109/CCTA.2018.8511589

[86] R. K. Ahuja, T. L. Magnanti, and J. B. Orlin, Network Flows: Theory, Algorithms,
and Applications. Prentice Hall, 1993.

[87] K. Xie, J. Cao, X. Wang, and J. Wen, “Optimal resource allocation for reliable and
energy efficient cooperative communications,” IEEE Transactions on Wireless Com-
munications, vol. 12, no. 10, pp. 4994–5007, 2013.
DOI: 10.1109/TWC.2013.081913.121709

[88] L. Bahiense, G. C. Oliveira, M. Pereira, and S. Granville, “A mixed integer disjunctive
model for transmission network expansion,” IEEE Transactions on Power Systems,
vol. 16, no. 3, pp. 560–565, 2001.
DOI: 10.1109/59.932295

[89] T. G. Crainic, “Service network design in freight transportation,” European Journal
of Operational Research, vol. 122, no. 2, pp. 272–288, 2000.
DOI: 10.1016/S0377-2217(99)00233-7

[90] T. Santoso, S. Ahmed, M. Goetschalckx, and A. Shapiro, “A stochastic programming
approach for supply chain network design under uncertainty,” European Journal of
Operational Research, vol. 167, no. 1, pp. 96–115, 2005.
DOI: 10.1016/j.ejor.2004.01.046

[91] Y. Kawamoto, H. Nishiyama, N. Kato, and N. Kadowaki, “A traffic distribution tech-
nique to minimize packet delivery delay in multilayered satellite networks,” IEEE
Transactions on Vehicular Technology, vol. 62, no. 7, pp. 3315–3324, 2013.
DOI: 10.1109/TVT.2013.2256812

[92] H. S. Chang, H. S. Chang, B. W. Kim, C. G. Lee, S. L. Min, Y. Choi, H. S. Yang,
D. N. Kim, and C. S. Kim, “FSA-based link assignment and routing in low-earth orbit
satellite networks,” IEEE Transactions on Vehicular Technology, vol. 47, no. 3, pp.

https://doi.org/10.1109/EuCNC.2015.7194063
https://doi.org/10.1109/JCN.2011.6112304
https://doi.org/10.1109/CCTA.2018.8511589
https://doi.org/10.1109/TWC.2013.081913.121709
https://doi.org/10.1109/59.932295
https://doi.org/10.1016/S0377-2217(99)00233-7
https://doi.org/10.1016/j.ejor.2004.01.046
https://doi.org/10.1109/TVT.2013.2256812


Bibliography 119

1037–1048, 1998.
DOI: 10.1109/25.704858

[93] A. Nemirovski and A. Shapiro, “Convex approximations of chance constrained pro-
grams,” SIAM Journal on Optimization, vol. 17, no. 4, pp. 969–996, 2006.
DOI: 10.1137/050622328

[94] M. Ono, “Joint chance-constrained model predictive control with probabilistic re-
solvability,” in Proceedings of the 2012 American Control Conference, 2012, pp.
435–441.
DOI: 10.1109/ACC.2012.6315201

[95] G. E. P. Box, G. M. Jenkins, and G. M. L. Gregory C. Reinsel, Time Series Analysis:
Forecasting and Control, 5th ed. John Wiley & Sons, 2015.

[96] ITU-R, “Radio regulations articles (Edition of 2016),” 2016.

[97] M. Bousquet, “Satellite communications and space telecommunications frequencies,”
in Handbook of Satellite Applications, J. N. Pelton, S. Madry, and S. Camacho-Lara,
Eds. Springer, 2013, pp. 239–270.
DOI: 10.1007/978-1-4419-7671-0 13

[98] D. Minoli, Satellite Systems Engineering in an IPv6 Environment. Auerbach Publi-
cations, 2009.

[99] D. Mayne, J. B. Rawlings, C. V. Rao, and P. Scokaert, “Constrained model predictive
control: Stability and optimality,” Automatica, vol. 36, no. 6, pp. 789–814, 2000.
DOI: 10.1016/S0005-1098(99)00214-9

[100] M. Ono, L. Blackmore, and B. C. Williams, “Chance constrained finite horizon opti-
mal control with nonconvex constraints,” in Proceedings of the 2010 American Con-
trol Conference, 2010, pp. 1145–1152.
DOI: 10.1109/ACC.2010.5530976

[101] P. D. Christofides, R. Scattolini, D. M. de la Peña, and J. Liu, “Distributed model
predictive control: A tutorial review and future research directions,” Computers and
Chemical Engineering, vol. 51, no. 5, pp. 21–41, 2013.
DOI: 10.1016/j.compchemeng.2012.05.011

[102] A. Richards and J. P. How, “Robust distributed model predictive control,” Interna-
tional Journal of Control, vol. 80, no. 9, pp. 1517–1531, 2007.
DOI: 10.1080/00207170701491070

[103] W. Heemels, K. Johansson, and P. Tabuada, “An introduction to event-triggered and
self-triggered control,” in Proceedings of the 51st IEEE Conference on Decision and

https://doi.org/10.1109/25.704858
https://doi.org/10.1137/050622328
https://doi.org/10.1109/ACC.2012.6315201
https://doi.org/10.1007/978-1-4419-7671-0_13
https://doi.org/10.1016/S0005-1098(99)00214-9
https://doi.org/10.1109/ACC.2010.5530976
https://doi.org/10.1016/j.compchemeng.2012.05.011
https://doi.org/10.1080/00207170701491070


120 Bibliography

Control, 2012, pp. 3270–3285.
DOI: 10.1109/CDC.2012.6425820

[104] D. V. Dimarogonas, E. Frazzoli, and K. H. Johansson, “Distributed event-triggered
control for multi-agent systems,” IEEE Transactions on Automatic Control, vol. 57,
no. 5, pp. 1291–1297, 2012.
DOI: 10.1109/TAC.2011.2174666

[105] D. L. Donoho, “Compressed sensing,” IEEE Transactions on Information Theory,
vol. 52, no. 4, pp. 1289–1306, 2006.
DOI: 10.1109/TIT.2006.871582

[106] M. Nagahara, D. E. Quevedo, and D. Nešić, “Maximum hands-off control: A
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[110] E. Castañeda, A. Silva, A. Gameiro, and M. Kountouris, “An overview on resource
allocation techniques for multi-user MIMO systems,” IEEE Communications Surveys
& Tutorials, vol. 19, no. 1, pp. 239–284, 2017.
DOI: 10.1109/COMST.2016.2618870

[111] Z. Jiang and V. C. M. Leung, “A predictive demand assignment multiple access pro-
tocol for Internet access over broadband satellite networks,” International Journal of
Satellite Communications and Networking, vol. 21, no. 4–5, pp. 451–467, 2003.
DOI: 10.1109/ICC.2002.997385

[112] I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning. MIT Press, 2016.

[113] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge University Press,
2004.
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Appendix A

Rank Optimization

To minimize the rank function, the following rank minimization problem is solved.

Problem A.1 (Rank minimization problem).

minimize rank(X),

subject to X ∈ P ,

where X ∈ Rn×m is a decision variable and P is a convex set denoting system constraints.

The rank minimization problem is an NP-hard problem. Thus, two heuristic methods,

nuclear norm heuristics and log-det heuristics, are proposed to solve the rank minimization

problem [133].

Problem A.2 (Nuclear norm heuristics for the rank minimization problem).

minimize ∥X∥∗

subject to X ∈ P ,

where ∥X∥∗ represents the nuclear norm of the matrix X defined as

∥X∥∗ =
min{n,m}∑

i=1

σi(X),

where σi(X) represents the i-th singular value of the matrix X .

The following log-det heuristics is restricted to a square matrix X ∈ Rn×n.
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Problem A.3 (Log-det heuristics for the rank minimization problem).

minimize log det(X + δIn)

subject to X ∈ P ,

where δ > 0 is a small regularization constant.

In both problems, the rank function is replaced by the nuclear norm or the log-det func-

tion, respectively. The nuclear norm was proven to be the best approximation of the rank

function among other convex functions [134]. On the other hand, to solve Problem A.3,

an iterative linearization and minimization scheme should be applied because the log-det

function is not a convex function [133].
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