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Abstract

Water molecules play important roles for behavior, stability, and functions of biolog-

ical materials. In this study, all-atom MD simulations were performed to investigate

the interactions between water molecules and biological materials, e.g., proteins and

monosaccharide.

First, we showed typical behavior of water molecules around two proteins: prion

protein and rhodopsin. In the case of prion protein, we found that the pathogenic

point mutation T188R makes the buried water molecules unstable and fluctuated.

This fluctuation causes the instability of subdomains in the prion protein. In the

case of rhodopsin, we found the putative solvent pore on cytoplasmic side in the

intermediate state of rhodopsin. Moreover, we provided evidence that this pore is

important for the function of rhodopsin.

Then, hydration structure and water dynamics around monosaccharide in the

aqueous solutions were investigated using both the classical and ab initio MD sim-

ulations. The results of classical MD simulations revealed the effect of isomers,

monosaccharide clustering, and conversion of conformers on its hydration shell. Us-

ing the ab initio MD simulations, we reported the molecular mechanism of blue

shift, and this blue shift was exhibited by the water molecules in the first hydration

shell of monosaccharide.

These results provide new insights on the interactions between water molecules

and various biological materials.
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Chapter 1

Introduction

1.1 Water in biology

The human body contains 70% water, and most biological phenomena occur with

water molecules. Thus, interactions between water molecules and biological mate-

rials play crucial roles in biological process, and there are various contributions of

water molecules to biological materials [1]. A key interaction of water molecules is

hydrogen bond (H-bond). Water molecules form stable H-bonds with other water

molecules as H-bond network in the bulk, and they also form H-bonds with bio-

logical materials. In the biological solutions, these H-bonded water molecules are

distributed around the biological materials, called first hydration shell. These water

molecules contribute to the stability of the biological materials (see Fig. 1.1A) [2].

In the hydration shell, there are two types of H-bonds interacting with biological

material: a donor and acceptor. Donor H-bond is defined when the water molecule

provides a hydrogen atom; on the other hand, acceptor H-bond is defined when the

biological material provides a hydrogen atom (see Fig. 1.1B).

In such a non-bulk environment, however, the interactions are perturbed by other

materials, and the dynamics of the water molecules becomes anomalous. For ex-

ample, in the hydration shell of biological and chemical materials, the rotational

dynamics of water molecules becomes slower than that in the bulk, and the trans-

lational dynamics is similarly retarded [3–9]. Retardation of the rotational and

translational dynamics has also been observed on the lipid-membrane surfaces as

well as other biological materials [10–12]. Although these phenomena are crucial

important for many reactions and dynamics in biological and chemical fields, molec-

ular mechanism and process of many phenomena are still unclear.

In this study, we investigated the interactions between water molecules and bi-
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A

B

Donor

Acceptor

Fig. 1.1 Schematic view of the hydration. (A) In an aqueous solution,
solutes are distributed in the solution. The first hydration shell is located
around the solutes. (B) Two types of H-bonds: a donor and acceptor.

ological materials through two representative biological materials: proteins and

monosaccharide.

1.2 Proteins

Protein is a chain of 20 kinds of amino acids. Water molecules play an important

role for biochemical properties of proteins [13], e.g. protein conformation [14], ag-

gregation of proteins, docking of proteins [15, 16], interaction with other biological

materials [17], and the stability of biological materials [18, 19]. In this study, we

investigated the interactions between water molecules and proteins through two

important proteins: prion protein and rhodopsin.
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1.2.1 Prion protein

The first target protein is a prion protein which is a causal protein for prion dis-

eases. Prion diseases, including Creutzfeldt-Jakob disease and mad cow disease,

are one of the neurodegenerative diseases caused by aggregation of misfolding pro-

teins [20]. Dynamics of the prion protein has attracted researchers for elucidating

prion diseases. The prion diseases are composed of mainly three processes: (i) con-

formational change of secondary structure, (ii) aggregation of transformed prion

proteins, and (iii) accumulation of protein amyloids on nerve cells. Conformational

change and aggregation of prion proteins are quite important because they may

be related to the mechanism of Alzheimer’s disease and Parkinson disease [21, 22].

However, these processes remain an unresolved biological phenomena.

The prion protein has two small β-sheets (β1, β2) located near C-terminal and

three α-helices (H1, H2, H3) with a disulfide bond between C179 and C214 [23]. The

secondary structural change from the α-helix-rich cellular prion protein (PrPc) to a

protease-K resistant β-sheet-rich scrapie prion protein (PrPsc) is also a key process

of prion diseases [24], and is caused by low pH [25–28], high temperature [29], or

pathogenic mutations [30–34].

Water molecules in hydration shell are usually located around a protein; however,

several water molecules are buried in the protein, called buried water molecules [35–

37]. Buried water molecules have hydrogen bonds with amino acids, and contribute

to the formation of secondary structure and the stability of protein [38]. 2 Å crystal

structure has showed that prion protein also has buried water molecules [39]. Using

all-atom MD simulations, De Simone et al. clarified the location of the buried water

molecules and showed that these buried water molecules are quite important for the

stability of secondary structure [40]. They have also investigated an influence on

the buried hydration sites by a pathogenic point mutation (Q217R) located nearby

the buried hydration sites. The results showed that the pathogenic point mutation

disrupts the buried hydration site. However, some recognized pathogenic mutations

are far from the sites. Therefore, it is important to investigate an influence on the

buried hydration sites because there are no studies so far clarifying the effect.

In this study, we perform MD simulations of both the human prion protein wild

type (WT)-PrPc and the pathogenic mutant prion protein (T188R) to clarify an

influence of the pathogenic point mutation T188R on the buried hydration sites.
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The T188R mutation, which is not adjacent to the buried hydration sites, has been

investigated by both experiments [41, 42] and MD simulation [43]. Our results

provide a first evidence that the pathogenic point mutation affects the stability of

buried water molecules far from the mutation point.

1.2.2 Rhodopsin

The second target protein is rhodopsin. Rhodopsin is a GPCR which is transmem-

brane (TM) proteins that transmit a signal from the extracellular to the cytoplasmic

side of cell membranes via G-proteins. GPCRs have become the targets of 30 %

of marketed drugs and are still attractive materials for pharmaceutical and bio-

physical studies [44–46]. Rhodopsin is composed of three parts: seven TM helixes,

a small helix parallel to the membrane that works as an anchor for the interac-

tion with the G-protein, and a light-sensitive chromophore (11-cis retinal) [47].

When the dark-adapted rhodopsin absorbs light, 11-cis-retinal is isomerized to 11-

trans-retinal within 200 fs, which is one of the fastest chemical reactions in the

human body [48–50]. This reaction triggers cascade reactions in the rhodopsin.

Through several intermediate states including the Meta II state [47,51,52], a Schiff

base linkage between the 11-trans-retinal and K296 is disrupted by hydrolysis (see

Fig. 1.2A-D). Finally, the rhodopsin decays into the active state of the rhodopsin,

called Opsin, and the 11-trans-retinal [53].

Rhodopsin has two pores in the cell membrane, called ligand pores. One is

located between TM5 and TM6, and the other is located between TM1 and TM7,

and two ligand pores function in release and uptake of the retinal [54–56]. In

addition to the two pores, it is thought that the Meta II state and Opsin have one

narrow pore on the cytoplasmic side [57, 58]. This narrow pore, called a ‘solvent

pore’, was suggested by Angel et al. using radiolytic hydroxyl labeling and liquid

chromatography coupled to mass spectroscopy [59]. The solvent pore is thought to

provide water molecules from the cytoplasmic bulk to the retinal-binding pocket.

Because it is narrow, it only allows permeations of water molecules and some small

compounds [60,61]. The solvent pore is regarded as functionally important pathway

for the cascade reaction because hydrolysis of the Schiff base linkage requires a

water molecule [56]. Moreover, the internal water molecules around the retinal

stabilize local electric fields by hydrating near polar and charged amino acids [62].

Other GPCRs also have a continuous solvent pore, and its function depends on the
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A C

B D

Dark-adapted�

Meta II�Opsin�

Light�

11-trans-retinal�

11-cis-retinal�

Fig. 1.2 Crystal structure of three states of rhodopsin and stability
of our systems. (a) Activation cycle of rhodopsin. Through several inter-
mediate states including the Meta II state, the rhodopsin is decayed into the
Opsin and the 11-trans-retinal. Crystal structures of the rhodopsin in (b) the
Opsin, (c) the Meta II state, and (d) the dark-adapted rhodopsin are shown.
The retinal is shown in orange VDW format.

state of the GPCRs [63]. Additionally, water molecules passing through the solvent

pore might affect important internal water molecules within the rhodopsin. In

general, internal water molecules play important roles in biological materials, e.g.,

transferring oxygens and protons [64,65], regulating other material permeations [66,

67], and stabilizing biological materials, such as proteins and DNA [1]. In case

of the rhodopsin, internal water molecules contribute to the thermodynamic and

conformational stabilities of the protein [68]. Furthermore, these water molecules

contribute to protein plasticity, and they mediate the activation of protein in other

GPCRs [14]. Fourier-transform infrared spectroscopy has shown that configuration
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of the internal water molecules changes during photoactivation process [62], which

indicates that water molecules exchange between the bulk and the internal hydration

sites. Although the importance of internal water molecules is well known, the

precise pathways of water molecules between the bulk and protein inside remain

poorly understood. Additionally, it remains difficult to investigate the dynamics of

internal water molecules within the solvent pore directly by spectroscopy.

Here, using all-atom MD simulations, we reveal details of water flux between the

bulk and rhodopsin inside. Due to the different secondary and hydration structures

for each intermediate in rhodopsin, we separately prepare and investigate three

states of rhodopsin: the dark-adapted rhodopsin, the intermediate Meta II state,

and the Opsin. Our simulations and computational analyses show that a putative

solvent pore exists on the cytoplasmic side in the Meta II state and the Opsin while

the solvent pore does not exist in the dark-adapted rhodopsin. We clearly provide a

detailed configuration of the solvent pore, showing that there are two narrow regions

that distinguish the bulk and internal hydration sites.

1.3 Monosaccharide

Saccharides are abundant biological materials and used for basic energy storage,

including starch in plants, glycogen in animal cells, and dextran in bacteria. In

addition to energy storage, saccharides play various important roles in living or-

ganisms; e.g., cellulose in cell walls, protein recognition, blood clotting [69], media-

tion of cell–cell interactions [70], and bioprotection in tardigrades [71–73]. Because

monosaccharides are the basic unit of all glycans, knowledge about monosaccharides

provides fundamental information about all glycans.

Most biological saccharides are hydrated to form pyranose. Pyranose has α and

β anomers, the ratio of which depends on the monosaccharide isomer [74, 75]. In

addition to isomers, all monosaccharides have conformers: boat and chair. The most

stable conformer is the chair. A previous study revealed the difference of free energy

change between the two conformers in α/β-D-glucose solution [76]. Over the last two

decades, the molecular behavior of water molecules in saccharide solutions has been

investigated experimentally. In the hydration shell, water dynamics is retarded by

the monosaccharide [77], and the hydration structure depends on the saccharide [78].

The reorientational dynamics of water molecules is also markedly slowed down in

glucose solution [79]. However, the dynamics of molecules in saccharide solution
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remains poorly understood.

Theoretical approaches are powerful to investigate molecular behavior and confor-

mations of monosaccharide and hydrated water molecules [80–84]. Many previous

studies focused on glucose solution due to its impact on chemical and biological

fields, and they revealed characteristics of glucose and water molecules [85–88].

Kräutler et al. performed the MD simulations of β-D-glucose, mannose, and galac-

tose in vacuum and aqueous solutions, and they reported the differences of its

structure in detail [81]. The hydration properties around monosaccharide have

also been investigated. Previous studies using MD simulations revealed the typical

behavior of water molecules around saccharides; e.g., retardation of translational

and rotational motion [85] and increased dipole moment [88]. In β-D-glucose, tre-

halose, and sucrose solutions, these saccharides disrupt the tetrahedral structure

of water molecules [89]. However, no simulation study investigating the properties

of monosaccharide solutions considering multiple factors, including temperature,

concentration, and monosaccharide isomer has been reported. In addition, most

previous studies have used one or a few monosaccharides in the solution systems;

thus they failed to capture monosaccharide clustering and determine its effect on

hydration dynamics.

Here, we prepared two types of simulations to investigate the interactions be-

tween water molecules and monosaccharide. Firstly, we performed MD simula-

tions of six monosaccharide isomers with water molecules to investigate the effects

of temperature and concentration differences on the structure and hydration of

monosaccharide isomers. Using large simulation systems that enable simulations

of monosaccharide–monosaccharide interactions, we examine the hydration struc-

ture of monosaccharides under more physically realistic conditions than previously

reported. Secondly, we investigate the mechanism of the blue shift around vari-

ous monosaccharides using ab initio and classical molecular dynamics simulations,

and Raman spectroscopy. Notably, our results show that the blue shift arises from

weak H-bonded water molecules located in the first hydration shell. The vibrational

state of the OH bond, which is oriented towards the bulk solvent, contributes sig-

nificantly to the observed blue shift. Importantly, these observations provide an

enhanced depiction of the current experimental blue shift at aqueous interfaces.
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1.4 Thesis objective and outline

In this thesis, we investigate the interactions between water molecules and biological

materials. In chapter 2, the computational methodology of MD simulations is intro-

duced. In chapter 3 and 4, interactions between water molecules and proteins are

revealed. In chapter 5, interactions between water molecules and monosaccharide

are investigated. In chapter 6, relationship between the interactions and spectral

changes is discussed.



9

Chapter 2

Methodology of molecular dynamics

simulation

2.1 Numerical integration method for Newton’s equations

of motion

In a many-body system which is consist of N particles, the Newton’s equations of

motion is written as

miẍi(t) = Fi(t), (2.1)

where Fi(t), mi, and xi(t) are a force, mass, and coordinate of the ith particle,

respectively. In molecular dynamics simulations, the Newton’s equations of mo-

tion are solved using a numerical time integration algorithm. In this section, the

most common time integration algorithms, Verlet and Velocity Verlet algorithms

are described. Coordinates ri(t+∆t) and ri(t−∆t) are expanded in Taylor series,

ri(t+∆t) = ri(t) + ∆tṙi(t) +
∆t2

2!
r̈i(t) +

∆t3

3!

...
r i(t) +O(∆t4), (2.2)

ri(t−∆t) = ri(t)−∆tṙi(t) +
∆t2

2!
r̈i(t)−

∆t3

3!

...
r i(t) +O(∆t4). (2.3)

Adding Eqs. (2.2) and (2.3), we have

ri(t+∆t) + ri(t−∆t) = 2ri(t) + ∆t2r̈i(t) +O(∆t4), (2.4)

and with Eq. (2.2), the Eq. (2.3) becomes

ri(t+∆t) = 2ri(t)− ri(t−∆t) +
∆t2

mi
F i(t) +O(∆t4). (2.5)
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Then, we substitute Eq. (2.1) in the Eq. (2.2), and we obtained

ṙi(t) =
ri(t+∆t)− ri(t−∆t)

2∆t
+O(∆t2). (2.6)

Equation (2.5) denotes time evolution of coordinates and Eq. (2.6) denotes time

evolution of velocities. Totally, the two equations are called as Verlet method.

In this study, we mainly used Velocity Verlet method; thus, this section shows

the derivation and characteristic of the Velocity Verlet method. The Velocity Verlet

method is the following equations:

vi(t+∆t) = vi(t) +
∆t

mi

F i(t) + F i(t+∆t)

2
, (2.7)

ri(t+∆t) = ri(t) + ∆tvi(t) +
∆t2

2mi
F i(t), (2.8)

where ∆t shows a time step and vi(t) is the velocity of the ith particle at time t.

Derivation of the equation is as follows. Using time evolution operator, time

evolution of generalized coordinates and generalized conjugate momenta is described

qi(∆t) = exp(iΦ∆t)qi(0), (2.9)

pi(∆t) = exp(iΦ∆t)pi(0), (2.10)

where Φ is the Liouville operator and this operator is defined using the Hamiltonian

of the system

Φ = i

(
∂H

∂qi

∂

∂pi
− ∂H

∂pi

∂

∂qi

)
(2.11)

= i

(
−Fi

∂

∂pi
− q̇i

∂

∂qi

)
. (2.12)

H is the Hamiltonian of the system, qi and pi show generalized coordinate and con-

jugate momentum, respectively, and kinetic and potential energies contains only the

generalized coordinates and momenta as independent variables. Then, the Liouville

operator is decomposed into two operators

Φ = Φ1 +Φ2, (2.13)

Φ1 = −iFi
∂

∂pi
,Φ2 = −iq̇i

∂

∂qi
. (2.14)

According to the Lie-Trotter product formula, since the Liouville operator is based

on exponential functions, this formula can be decomposed into

exp(iΦ∆t) = exp(iΦ1
∆t

2
) exp(iΦ2∆t) exp(iΦ1

∆t

2
) + o(∆t3). (2.15)
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Therefore, after we ignore ∆t3 error, the time evolution of generalized coordinates

and generalized conjugate momenta of Eqs. (2.9) and (2.10) deforms

q(∆t) = exp(iΦ1
∆t

2
) exp(iΦ2∆t) exp(iΦ1

∆t

2
)q(0), (2.16)

p(∆t) = exp(iΦ1
∆t

2
) exp(iΦ2∆t) exp(iΦ1

∆t

2
)p(0), (2.17)

where q(∆t) and p(∆t) are the generalized coordinates and momenta at time t.

Using the Taylor series expansion, we obtain the polynomial representation of time

evolution equations. As a result, the equations are described as

qi(∆t) = exp(iΦ2∆t)qi(0) = exp(q̇i
∂

∂qi
∆t)qi(0) = qi(0) +

∆t

mi
pi(0), (2.18)

pi(∆t) = exp(iΦ1
∆t

2
)pi(0) = exp(Fi

∂

2∂pi
∆t)pi(0) = pi(0) +

∆t

2mi
Fi(0), (2.19)

and

qi(∆t) = qi(0) + ∆tvi(0) +
∆t2

2mi
Fi(0), (2.20)

vi(∆t) = vi(0) +
∆t

2mi
{Fi(0) + Fi(∆t)} . (2.21)

Equations (2.20) and (2.21) are called as the Velocity Verlet method. In the process

of the derivation, we ignored ∆t3 error and the truncation error is on the order of

3, this method is second-order accurate. Moreover, since this method was derived

by using the time evolution operator, the Hamiltonian H is precisely conserved

during the time evolution. The methods with this characteristic are called the

symplectic integrator. The symplectic characteristic shows the physical validity of

this integrator, and this Hamiltonian is useful for validation of the simulations. In

addition to the symplectic characteristic, the Velocity Verlet method has reversibil-

ity of time (reversible reference system propagator algorithm; RESPA). Using the

RESPA method, we reversibly evolves the time with conserved precision. For ex-

ample, we applied the RESPA method as −∆t to the system at ∆t, these operators

are canceled by each other and the system come back at time 0 as follows:

exp(−iΦ1
∆t

2
)exp(−iΦ2∆t)exp(−iΦ1

∆t

2
)q(∆t)

= exp(−iΦ1
∆t

2
)exp(−iΦ2∆t)exp(−iΦ1

∆t

2
)exp(iΦ1

∆t

2
)exp(iΦ2∆t)exp(iΦ1

∆t

2
)q(0)

= exp(−iΦ1
∆t

2
)exp(−iΦ2∆t)exp(iΦ2∆t)exp(iΦ1

∆t

2
)q(0)

= exp(−iΦ1
∆t

2
)exp(iΦ1

∆t

2
)q(0) = q(0).
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2.2 Control of temperature and pressure

In most real or experimental systems, temperature and pressure are constant; there-

fore, methods for controlling temperature and pressure are important. In this chap-

ter, we described the algorithm of controlling method for temperature and pressure.

2.2.1 Nosé-Hoover method

The MD method simulates statistical ensembles of the system, and we can ob-

tain macroscopic physical properties and thermodynamic properties as the expected

value using the statistical ensembles. The representative ensembles are (1) micro-

canonical ensemble (the total number of particles N , the volume V , and the total

energy E of the system are constant), (2) canonical ensemble (N , V , and the tem-

perature T are constant), and (3) isothermal-isobaric ensemble (N , the pressure

P , and T are constant). In order to simulate these ensembles, previous studies

have introduced some methods for controlling the temperature and pressure. In the

derivation process, these methods basically considered the NV T or NPT ensem-

bles as the NV E ensemble with a virtual heat or pressure reservoir. Nosé-Hoover

method is one of the most famous methods for controlling the temperature of the

system. Firstly, Nosé considered a virtual system which is s times faster than the

real system,

∆t =
∆t′

s
(2.22)

pi =
p′
i

s
(2.23)

Then, the Hamiltonian of the whole system is

H =

N∑
i=1

p′2
i

2mis2
+ U(r) +

p2s
2Q

+ gkbT0logs, (2.24)

where r is the coordinates of all the particles. The first and second terms of the

equation show the kinetic and potential energies, and ps is the conjugate momentum

of the s faster coordinates in the virtual system. g is the degree of freedom of

the virtual system, and kb and T0 are the Boltzmann’s constant and the target



2.2 Control of temperature and pressure 13

temperature. From this Hamiltonian, equation of motions for the whole system is

ṙi =
pi
mi

, (2.25)

ṗi = F i −
ṡ

s
pi, (2.26)

ṡ = s
ps
Q
, (2.27)

ps =
N∑
i=1

p2
i

mi
− gkbT0. (2.28)

These equations are Nosé thermostat method. Hoover introduced the following

transformation of the variable:

ζ ≡ 1

s

∂s

∂t
=
ps
Q
, (2.29)

and Eq. (2.25) becomes

ṙi =
pi
mi

, (2.30)

ṗi = F i − ζpi, (2.31)

ζ̇ =
1

Q
(
N∑
i=1

p2
i

mi
− gkbT0). (2.32)

Compared with Eq. (2.25), Eqs. (2.30), (2.31), and (2.32) are consist of thee equa-

tions. Equations from (2.30) to (2.32) are called Nosé-Hoover method.

2.2.2 Langevin Piston method

Anderson found the following equations to simulate NPT ensemble with a isother-

mal integrator

ṙi =
pi
mi

+
1

3

V̇

V
ri, (2.33)

ṗi = F i +
1

3

V̇

V
pi, (2.34)

V̈ =
1

W
[P (t)− P0], (2.35)

(2.36)

where V is the volume, P (t) is the pressure at time t, P0 is the target pressure.

W is the piston mass and related to the frequency of pressure control. The W

does not affect any values of thermodynamic properties but behavior depends on
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the W . Thus, variance of the simulated system is not agreement with that of the

real system. In order to remove the bias, a white noise produce by the Langevin

equation was added to the equations

ṙi =
pi
mi

+
1

3

V̇

V
ri, (2.37)

ṗi = F i +
1

3

V̇

V
pi, (2.38)

V̈ =
1

W
[P (t)− P0]− γV̇ +R(t). (2.39)

Equations from (2.37) to (2.39) is called the Langevin Piston method. Where γ is

frequency of collisions, and R(t) is a random force, and mean of this force is 0 and

variance is

< R(0)R(t) >=
2γkbTδ(t)

W
. (2.40)

2.3 Potential energy between molecules

In the MD simulations, the force is calculated by the potential energy between

particles. However, it is difficult to define the multi-particle interactions strictly.

In general, the potential energy of a multi-particle system can be considered as a

function of coordinates of particles

UN ({r}) = u0 +
∑
i

u1(ri) +
∑
i,j

u2(ri, rj) +
∑
i,j,k

u3(ri, rj , rk). (2.41)

u0 is the constant term. The second term corresponds to external fields, such

as electric or magnetic fields. When we perform the MD simulations, we do not

consider these fields; thus, we omit this and constant terms. The third term shows

the two-body interactions which are defined by coordinates of two particles. As well

as the third term, the forth and fifth terms are defined by coordinates of three and

four particles, respectively (three and four-body interactions). Theoretically, as the

number of considered interactions increases, the precision and computational cost

of the simulations also increase.

2.3.1 Intramolecular potential energy

Interaction can be divided into two types: intramolecular and intermolecular in-

teractions. Intramolecular interactions are defined as the interactions which are
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considered only for atoms within the same molecule. A bond potential energy is

one of the intramolecular potential energy, and it represents the energy between

covalently bonded atoms

UDistance = K
(
rij − r0ij

)2
, (2.42)

where rij is a distance between particles i and j, and r0ij is the equilibrium bond

length. This potential makes the system being equilibrium bond length. An angle

potential energy is also the intramolecular and three-body potential energy. This

potential energy is defined by

UAngle = A
(
θijk − θ0ijk

)2
, (2.43)

where θijk is an angle of particles i, j, and k, and θ0ijk is the equilibrium angle. A di-

hedral potential is the intramolecular and four-body potential energy and described

as

UDihedral =
V

2
[1 + cos(nφ− γ)] , (2.44)

where φ is a dihedral angle between the plane with the particles i, j, and k, and

the plane with the particles j, k, and l. n is frequency, and represents the number

of the optimal points in the conformation. γ is the phase.

2.3.2 Intermolecular potential energy

Intermolecular potential energy is the interaction between the molecules. The van

der Waals interaction is one of the intra- and intermolecular interaction. Intensity

of the attraction by the van der Waals is proportional to r−6 which is shown by

quantum mechanics. On the other hand, repulsion is often described empirically.

Lennard-Jones (LJ) potential is one of the most famous potential energy to simulate

the van der Waals interactions:

ULJ = 4ϵ

[(
σ

rij

)12

−
(
σ

rij

)6
]
. (2.45)

This interaction is proportional to r−6 and r−12; thus, near molecules highly con-

tribute to this interaction. Therefore, we usually use cut-off method and omit

interactions with far molecules.

Coulomb interaction is one of the inter- and intramolecular interactions. In the

classical MD simulations, change of molecules is defined by using point changes.
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Coulomb interaction is defined by interactions between these point changes:

UCoulomb =
qiqj

4πϵ0rij
, (2.46)

where qi is the charge, rij is a distance between point charges i and j, and ϵ0 is the

vacuum permittivity. In case of the LJ potential energy, we can omit interactions

with far molecules because this function rapidly converges to 0. However, in case

of the Coulomb interaction, we can not omit interactions with far molecules since

the coulomb interaction is proportional to r−1. In this study, we mainly used

Ewald method with periodic boundary condition for calculation of the Coulomb

interactions.

2.4 Periodic boundary condition and Ewald method

Real events are mainly observed as macroscopic phenomena which are composed

of Avogadro’s number order of particles. The amount of particles is much larger

than that of particles in the MD simulations. In order to remove the artificial

interactions with the interface and simulate the bulk situation like the real events,

the periodic boundary condition is applied to the simulation system. The periodic

boundary conditions are conditions that a particle is moved to opposite side when

the particle passed through the interface. In the periodic boundary conditions, we

used a space-filling system and calculate interactions and time evolution as all the

space is filled by the system. With the periodic boundary conditions, we can used

a useful method for calculating the Coulomb interactions: the Ewald method. The

Coulomb potential energy under the periodic boundary conditions can be calculated

as

U =
1

2

∑
n

∑
i

∑
j(j ̸=i,n=0)

qiqj
4πϵ0

1

|ri − rj + Ln|
, (2.47)

where n is a vector of the cell position in the periodic boundary conditions, and

n = (0, 0, 0) is the standard cell. The Ewald method calculates a fast-convergence

part in the real space and a slow-convergence part in the reciprocal space, which

results in the efficient calculations. The Ewald method divides Eq. (2.47) into two
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equations:

U = U1 + U ′
2, (2.48)

U1 =
1

2

∑
n

∑
i

∑
j(j ̸=i)

qiqj
4πϵ0

{
1

|ri − rj + Ln|
− erf(α|ri − rj + Ln|)

|ri − rj + Ln|

}
, (2.49)

U ′
2 =

1

2

∑
n

∑
i

∑
j(i̸=j,n=0)

qiqj
4πϵ0

erf(α|ri − rj + Ln|)
|ri − rj + Ln|

, (2.50)

(2.51)

where erf is the error function

erf(x) =
2√
π

∫ x

0

exp(−t2)dt. (2.52)

U1 is the fast-convergence function in the real space; thus, we can apply cut-off

with high precision. U ′
2 is the slow-convergence function in the real space; however,

becomes fast-convergence in the reciprocal space. Let r = ri−rj+Ln, we obtained

the following function

U ′
2 = U2 + U3, (2.53)

U2 =
1

2

∑
n

∑
i

∑
j

qiqj
4πϵ0

erf(αr)

r
, (2.54)

U3 = −1

2

∑
i

q2i
4πϵ0

lim
r→0

erf(αr)

r
. (2.55)

Then, U2 is calculated by the Fourier transform,

U2 =
1

2L3

∑
G(G ̸=0)

∑
i

∑
j

qiqj
4πϵ0

exp[iG · (ri − rj)]
4π

G2 exp(−
G2

4α2
), (2.56)

where G is the reciprocal lattice vector, and we omit G = 0 when the total change

is 0. This function is the fast-convergence function; thus we can apply cut-off.

2.5 Ab initio molecular dynamics simulation

To simulate the vibrational spectra of water molecules, we utilized the ab initio MD

simulations. The ab initio MD is a MD simulation with the quantum mechanics

for calculating the molecular interactions (see Fig. 2.1). For the calculation based

on the quantum mechanics, we have to solve the many-body Schrödinger equation;

however, the equation is basically intractable. Density function theory (DFT) is

a computational quantum mechanical modeling method, and this method provides

the properties of a many-electron system using functionals of electron density.
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Initial condition

Calculate Interaction

Numerical Integration

Renew coordinates and velocities

Calculate properties

Kohn-Sham equation

Effective potential

Electron density

MD simulation

Ab initio

Fig. 2.1 Schematic flow of ab initio MD simulations.

2.5.1 Born-Oppenheimer approximation

Let a system be composed of N electrons and Na nuclei, the Schrödinger equation

is given by
HtotΨtot(r,R) = EtotΨtot(r,R), (2.57)

where Ψtot(r,R) is the wave function of the system, Etot is the total energy, and r

and R are coordinates of electrons and nuclei. Htot is Hamiltonian operator of the

total energy, and is composed of five terms

Htot = −
∑
i

1

2
∇2
i −

∑
I

1

2
∇2
I +

1

2

∑
i ̸=j

1

ri − rj
+

∑
i,I

ZI
ri −Rj

+
1

2

∑
I ̸=j

ZIZJ
Ri −Rj

= Te + Tn + Vee + Vne + Vvv. (2.58)

The first and second terms represent the kinetic energy of the electrons and nu-

clei, and the other terms represent potential energies of electron-electron, nucleus-

electron, and nucleus-nucleus interactions. In real systems, the mass of nucleus is

much greater than that of electron, e.g., the mass of the lightest atom (hydrogen

atom) is 1836 times greater than that of the electron. Therefore, the kinetic energy

of nuclei is much smaller than that of electrons, and we can ignore the second term

in Eq. (2.58). Then, since the motions of electrons and nuclei are separated, and
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the eigenfunction of the Eq. (2.57) also can be described in the electron and nucleus

components
Ψtot(r,R) = Ψel(r,R)Ψnub(R), (2.59)

Ψel(r,R) is the eigenfunction of the Hamiltonian of electrons.

2.5.2 Hohenberg-Kohn theorems

The Hamiltonian of electrons is

H = −1

2

∑
i

∇2
i +

∑
i

Vext(ri) +
∑
i ̸=j

U(ri, rj), (2.60)

where U(ri, rj) is the potential energy of electron-electron interactions, and Vext

is the potential energy from the external field by the nuclei. Hohenberg and Kohn

introduced the electron density function ρ(r) as a basic variable. Then, they made

the two theorems,

• The external potential energy is uniquely determined by the corresponding

ground-state electronic density function ρ0(r) within a additive constant.

• The energy of the electrons as a functional of ρ(r) is the minimum when

ρ(r) = ρ0(r). The energy function EHK [ρ] is

EHK [ρ] = T [ρ] + Eint[ρ] +

∫
drVextρ(r) + EII (2.61)

≡ FHK +

∫
drVextρ(r) + EII , (2.62)

where EII is nuclei-nuclei interactions.

2.5.3 Kohn-Sham equation

The Kohn-Sham equation is the one electron Schrödinger equation of a virtual sys-

tem, called Kohn-Sham system. The energy of ground-state in Kohn-Sham method

is

EKS [ρ] = Ts[ρ] +

∫
drVextρ(r) + EH [r] + Exc[r], (2.63)

where Ts is the Kohn-Sham kinetic energy

Ts = −1

2

∑
σ

∑
i

⟨ψσi |∇2|ψσi ⟩ (2.64)

=
1

2

∑
σ

∑
i

∫
dr|∇ψσi (r)|2, (2.65)
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where σ is spins of electrons. EH [r] is the Hatree energy which is same as classical

Coulomb interactions of electron density

EH[r] =
1

2

∫
drdr′

ρ(r)ρ′(r)

|r − r′|
. (2.66)

Exc is the exchange-correlation energy, and any other external potentials are repre-

sented by the energy including many-body interactions of electrons and interactions

from the nuclei. Then, Kohn-Sham equation is

(Hσ
HK − ϵσi )ψ

σ
i (r) = 0, (2.67)

where Hσ
KS(r) = − 1

2∇
2 + Vext(r) + VH(r) + V σex(r). It provides self-consistent

solutions.

2.5.4 Car-Parrinello MD simulation

The Car-Parrinello MD (CPMD) method is an approximation of the Born-

Oppenheimer MD method which separately develops electron and nuclei. The

CPMD method develops electrons close to the ground-state without the calculation

of self-consistent process. Thus, the computational costs of the CPMD method

is much lower than those of the Born-Oppenheimer MD method. In the CPMD

method, fictitious dynamics of the electrons was introduced and the Lagrangian of

the system is

LCP =
1

2

∑
I

MIṘ
2

I +
N∑
i

∫
µ|ψ̇i(r)|2dr (2.68)

−EKS [ψ,R]−
∑
i,j

Λij [

∫
ψ∗
i (r)ψj(r)dr − δij ], (2.69)

where µ is the fictitious mass of the orbital degree of freedom and Λ is the Lagrangian

multiplier matrix. Newton’s equations of motions are derived by the Euler-Lagrange

equations

d

dt
(
δLCP

δψ̇∗
i (r)

) =
δLCP
δψ∗

i (r)
, (2.70)

d

dt
(
δLCP

Ṙ
) =

δLCP
R

. (2.71)
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Then, equations of motions of Kohn-Sham orbital and nuclei are

µψ̈i(r) = −δEKS [ψ,R]

δψ∗
i (r)

+
∑
j

Λijψj(r), (2.72)

MIR̈I = −∂EKS [ψ,R]

∂RI
+
∑
ij

Λij
∂

∂R

∫
ψ∗
i (r)ψj(r)dr. (2.73)
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Chapter 3

Interactions between water

molecules and prion protein

3.1 Materials and methods

We performed two independent all-atom MD simulations for two systems: the hu-

man WT-PrPc and the pathogenic mutant T188R. All simulations were performed

totally for 1.2 µs. The initial structure of WT-PrPc was obtained from NMR struc-

tural data (PDB code:1HJM) which contains residues 125-228 with a disulfide bond

between C179 and C214 [90]. We made the initial structure of T188R using the

Swiss-PdbViewer [91] by replacing residue 188 from threonine to arginine. Each

prion protein was set on the center of a cuboid box and solvated with TIP3P wa-

ter molecules. The systems contained 12,761 water molecules and three and two

sodium ions in WT-PrPc and T188R as counterions, respectively. All the MD sim-

ulations were carried out with NAMD 2.9 simulation package [92]. The AMBER

ff99SBildn force field was used [93]. The SHAKE algorithm was used for restraint of

the covalent bonds of both prion proteins and water molecules. Langevin dynamics

thermostat and Nosé-Hoover Langevin piston barostat were applied for the temper-

ature and pressure coupling. Switching cutoffs starting from 0.8 nm to 1.4 nm was

applied to both electrostatic and van der Waals interactions. The Particle Mesh

Ewald method was used to calculate the electrostatic interactions. The periodic

boundary condition was applied for each system. First, we performed 1000 steps

of minimization using the conjugate gradient algorithm only for water molecules.

After isothermal 1 ns NV T simulation (number of particles, volume, and tempera-

ture) at a temperature of 310 K, we performed two 600 ns isothermal isobaric NPT

simulations (number of particles, pressure and temperature) for each system at 310
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Fig. 3.1 (A) The Cα-RMSD from 0 ns to 600 ns. We used the notations 1 and
2 to express two different simulations for WT-PrPc and T188R. The reference
structure is a crystal structure obtained from Protein Data Bank. We have
calculated the Cα-RMSDs after fitting to the reference. (B) Cα-RMSF of WT-
PrPc and (C) Cα-RMSF of T188R averaged from 200 ns to 600 ns. The vertical
axis shows amino acid number. Black arrow indicates mutation point residue
188.

K and a pressure of 0.1 MPa with a time step of 2 fs.

3.2 Results

3.2.1 Equilibrium of the systems

Cα-RMSD is an indicator of stability and conformational change of proteins. Since

we are only interested in the region related to secondary structure (from residue

125 to 225), three N and C terminal residues are omitted from following analysis.

Figure 3.1A shows the Cα-RMSDs of WT-PrPc and T188R for all simulations.

All Cα-RMSDs reached equilibrium states at 200 ns; therefore, we determined that

every system reached an equilibrium state at 200 ns. Later analysis was conducted

using the data after equilibrium, which accounts for totally 800 ns simulation data

for WT-PrPc and T188R.
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3.2.2 Fluctuations of amino acids in the protein

For analysis of structural flexibility, we calculated the Cα-RMSF for all simulations.

The Cα-RMSF indicates the intensity of fluctuations, which is defined as

RMSFi =

√√√√ 1

T

T∑
t=1

(xi(t)− xi)2, (3.1)

where xi(t) is the coordinates of Cα of the i th amino acid, x̄i is the averaged

coordinate and T is the measurement time after reaching equilibrium state. Before

the RMSF analysis, we rotate the structure to minimize the Cα-RMSD. Figures 3.1B

and 3.1C show the Cα-RMSFs of WT-PrPc and T188R. The distributions of the

Cα-RMSF values are not dramatically different. There are five peaks in the RMSFs

of WT-PrPc and T188R. These results show that secondary structure does not

dramatically change by the point mutation in this time scale.

3.2.3 Time series of secondary structure

The secondary structure is defined by the Dictionary Secondary Structure of Protein

(DSSP) method [94]. Figures 3.2A and 3.2B show the time series of secondary

structure and snapshots of the WT-PrPc and the T188R, respectively. We confirm

that there are two stable sheets and three helical structures in all simulations. In

T188R, the secondary structure is stable after around 200 ns. Secondary structure

does not dramatically change by the mutation; however, several regions change into

different secondary structures. By the T188R mutation, a part of helix 2 (residue

174 to 178) disrupts and changes into a coil structure, which could induce the

transition into the scrapie form [95–97], and β-sheet 2 also increases. β-sheets are

putative elements for aggregation [98]. Table 3.1 shows the proportion of secondary

structures. This also indicates that T188R causes a decrease of α-helix content and

an increase of β-sheet content.

3.2.4 Buried water molecules

In this section, we focused on the interactions between water molecules and the prion

protein. Hydration structure is directly related to conformation, thermodynamic

properties, and stability of protein [2]. Here, we focus on buried hydration sites. To

identify the buried hydration sites, we used the mean residence time analysis. The
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Fig. 3.2 Secondary structure of WT-PrPc and T188R. (A) Evolution of sec-
ondary structure of WT-PrPc (upper) and T188R (bottom). Secondary struc-
ture is calculated by DSSP method. C, T, G, H, I and B indicate coil, turn,
310-helix, α-helix, π-helix and β-sheet or anti-parallel β-sheet, respectively.
(B) The secondary structures of WT-PrPc and T188R. The secondary struc-
ture is the mean coordinates. The α-helix, β-sheet, random coil, and turn
regions are colored orange, yellow, green, and gold. Residue 188 is shown as
beads form.

residence time is defined as the time in which a water molecule resides in a sphere

centered at an atom in the protein. We used amino-acid-based residence time, while

previous study used grid-based residence time. Because secondary structure is not

stable during the simulations, the amino-acid-based analysis is better than the grid-

based analysis especially for the case of the mutant [40]. The radius of the sphere

was set to 0.4 nm which is larger than ordinal hydrogen bond length. However,
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Table 3.1 Proportion of secondary structures in WT-PrPc and T188R

α-helix 310-helix π-helix β-sheet anti β-sheet
WT-PrPc 1 49.17 6.14 0.003 2.72 8.10
WT-PrPc 2 50.47 5.29 0.000 3.85 5.77
T188R 1 46.44 7.69 0.003 1.92 11.54
T188R 2 46.35 8.60 0.000 4.62 9.26

Table 3.2 Mean residence times, total residence times of (A) WT-PrPc and (B) T188R

(A) WT-PrPc
PrPc 1 Mean [ns] Total [ns] PrPc 2 Mean [ns] Total [ns]
Site 1 199.8 ± 37.81 399.6 Site 1 3.577 ± 2.509 114.5
Site 2 57.34 ± 52.87 401.4 Site 2 7.413 ± 4.383 244.6
Site 3 62.94 ± 33.93 377.9 Site 3 10.94 ± 5.469 404.7
Site 4 7.277 ± 2.890 356.7 Site 4 53.22 ± 28.57 266.1

(B) T188R
T188R 1 Mean [ns] Total [ns] T188R 2 Mean [ns] Total [ns]
Site 1 0.202 ± 0.002 31.28 Site 1 13.08 ± 8.207 366.2
Site 2 3.182 ± 0.736 308.6 Site 2 9.159 ± 5.139 338.9
Site 3 2.955 ± 0.526 428.5 Site 3 15.13 ± 8.914 408.0
Site 4 6.187 ± 1.043 377.4 Site 4 42.78 ± 22.24 299.4

this definition cannot distinguish whether a water molecule completely leaves from

the site or not. Therefore, we determine that a water molecule leaves from the site

when the distance between the protein atom and the water molecule is greater than

0.8 nm.

In Figure 3.3, the mean residence times on each atom are mapped on protein

atoms. Most of the mean residence times are less than 100 ps; however, there are

quite high mean residence times at some atoms, i.e., the buried hydration sites (see

table 3.2). From the high residence time areas, we identified four buried hydration

sites, Site 1(G131, V161, and Q217), Site 2 (Q217, V220, and R228), Site 3 (F175,

R163, and R164), and Site 4 (Y162, F175, and T183) in both WT-PrPc and T188R.

Hence, the mutation does not disrupt the buried hydration sites.

Figure 3.4A shows the locations of the four buried hydration sites superposed on

the secondary structure of WT-PrPc 1. All buried water molecules are basically

fixed by three amino acids. Sites 1 and 2 are composed of G131, V161, Q217, R220,

and R228 [see Fig. 3.4B]. In Site 1, the buried water molecule has hydrogen bonds
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Fig. 3.3 The mean residence times were mapped on atoms of prion protein for
each calculation. The buried water molecules are explicitly visualized in the
sites with residue 188 shown as beads form.

with G131 and V161 as a acceptor and Q217 as a donor. The buried water molecule

in Site 2 also makes hydrogen bonds with Q217 as a donor and with R220 and R228

as a acceptor. In other words, Q217 is structurally stabilized by two buried water

molecules.

The buried water molecules in Sites 3 and 4 are wrapped by Y162, Y163, R164,

F175, C179, and T183 (see Fig. 3.4C). In Site 3, the buried water molecule is fixed

by hydrogen bond with F175 as a donor and with R164 or Y163 as a acceptor. Site

4 is composed of Y162 and F175, and T183 as an acceptor and a donor, respectively.

These buried hydration sites are stable during the MD simulations. Table 3.2 shows

that the mean residence times of the buried hydration sites are much longer than

those of non buried hydration sites. We confirmed that Sites 1 and 3 are identical

to two of the buried hydration sites reported in De Simone et al. [40]. Site 4 was not

reported in previous study, but Sites 4 is located quite near Site 3. In other words,

grid-based analysis cannot distinguish these sites. Site 2 was also not reported

because R228 was truncated in previous study.

We also identify the four buried hydration sites in T188R. However, in T188R
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Fig. 3.4 Position of the water molecules in WT-PrPc 2. (A) The location of the
buried water molecules superposed onto the secondary structure of WT-PrPc.
Amino acids forming hydrogen bonds with the buried water molecules are ex-
plicitly visualized. The pathological mutation is shown as beads shape. (B) Hy-
drogen bond networks with amino acids around the buried water molecules.
Top and bottom buried hydration sites are site 1 and 2. (C) Hydrogen bond
networks around site 3 (top) and 4 (bottom).

1, the mean residence times become smaller, and there are no areas which have

long mean residence times (more than 10 ns). This result implies that the buried

hydration sites become unstable, and the sites cannot keep hydration configuration.

On the other hand, the several buried hydration sites are still stable in T188R 2.

These results show that the pathogenic point mutation T188R sometimes makes

the buried hydration sites unstable.

To investigate a molecular mechanism of the decrease of the mean residence times,

we consider the total residence time defined as a sum of residence times of all water

molecules residing at the site. There are two mechanisms of the decrease of mean

residence times. First, the buried hydration site is more exposed to other bulk water

molecules. In this case, the mean residence time decreases but total residence time

increases or does not change. Second, the buried hydration site is more wrapped

by amino acids and less exposed to other bulk water molecules. Water molecules

trying to access to the site; however, they are interrupted by other amino acids,
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which leads to the decrease of both the total residence time and the mean residence

time. In T188R 1, the mean residence times of Sites 2, 3 and 4 decrease while

the total residence times do not change, which is caused by the first mechanism.

However, both the total and the mean residence times of Site 1 decrease because of

the second mechanism.

3.2.5 Reorientational time correlation function

Because these buried water molecules are stabilized by hydrogen bonds, the rota-

tional motions of the water molecules are also restricted; therefore, reorientational

relaxation time becomes slow [99]. We calculate the reorientational time correlation

function according to the following equation:

C(t) =

⟨
1

2

[
3 {u(t0) · u(t0 + t)}2 − 1

]⟩
, (3.2)

where t0 is the entry time of a water molecule into the sphere, u(t0+ t) is the dipole

vector of the water molecule at time t + t0. Figure 3.5 shows the reorientational

time correlation function of buried water molecules within 1 ns. The results clearly

show that the rotational relaxation of all buried water molecules is dramatically

slower than that of bulk water molecules. All buried water molecules are fixed by

hydrogen bonds with amino acids in all systems.

Basically, the rotational relaxation of water molecules consists of two processes.

First, hydrogen of water molecules librates around the hydrogen bond, called

wobbling-in-the-cone motion. This motion gives rise to a fast rotational relaxation

less than 1 ps [100]. The longer relaxation motion represents breaking and

re-forming of hydrogen bonds with other water molecules, called a jumping and

frame tumbling. Rotational relaxation by jumping and frame tumbling has a

different relaxation time depending on the condition. Figure 3.5 shows that

all water molecules including bulk water molecules have fast relaxation, which

results in initial decrease of reorientational time correlation function. For a longer

relaxation, all rotational relaxations of buried water molecules are found to be

much slower than that of bulk. Because intensity is different for each other, the

availability of switching new hydrogen bond differs [101].
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Fig. 3.5 The reorientational correlation function of the buried water molecules
in WT-PrPc 2. Blue, orange, red, green, and black lines show water molecules
in Site 1, 2, 3, 4, and bulk, respectively. The inset is zoomed range from 0.5 to
1.0.

Table 3.3 Mean distance and coefficient of variance between subdomains S1-
H1-S2 and H2, 3

Mean distance [nm] CV (10−4)
WT-PrPc 1 0.399 26.8
WT-PrPc 2 0.429 44.2
T188R 1 0.347 59.2
T188R 2 0.461 26.9

3.2.6 Relationship between the fluctuations and stability of the buried

hydration sites

Performing MD simulations of WT-PrPc and T188R, we found the following two

key points: (i) T188R mutation affects secondary structure leading to the increase

of β-sheet content and the decrease of helix 2. (ii) Although the mutation point

is located far from the buried hydration sites, the sites become unstable by the

mutation. Previous studies have shown that T188 is an interface between two

subdomains [102, 103]. We divide the prion protein into two subdomains: S1, H1

and S2 (from residue 125 to residue 171), and H2 and H3 (from residue 172 to 228).
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Fig. 3.6 Normalized CV and normalized residence time of each site.

We calculate the mean distance between the centers of mass of subdomains, and the

coefficient of variance (CV) (see table 3.3). In T188R 1, the CV is higher than those

in other simulations. Because all buried water molecules connect two subdomains,

the stability of the distance between two subdomains is critical for survival of the

buried hydration sites. We observe a clear correlation between the CV and the

mean residence time (see Fig. 3.6). It suggests that thes large fluctuations of the

distance make the buried hydration sites fragile.

3.2.7 Molecular configuration around the mutation

We also focus on a configuration around the mutation. In WT-PrPc, side chain

of T188 was embedded in the protein including G200. In T188R, we replaced the

residue 188 from threonine to arginine. Because the side chain of arginine is larger

than that of threonine, the side chain of R188 cannot be embedded in protein and

exposed to the bulk in T188R 1 (see Fig. 3.7A). However, R188 in T188R 2 was

mainly connected to the side chain of G200, which may contribute to the stability

of T188R 2 (see Fig. 3.7B). In the former case, distance between the closest atoms

of R188 and G200 is around 0.3 nm while that in latter case is around 0.2 nm (see

Fig. 3.7) Figure 3.7 shows the distance between the closest atoms of the two residues.
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Fig. 3.7 Distance between the closest atoms of R188 and G200. The mean dis-
tances for T188R1 and T188R2 are 0.288 nm with the standard deviation 0.04
nm and 0.249 nm with the standard deviation 0.05 nm, respectively. (A) and
(B) are snapshots of T188R1 at t=450 ns and T188R2 at t=500 ns, respectively.

R188 is sometimes bent and thus the interaction between the two residues are weak.

This configuration is dominant in T188R 1, while it is not in T188R 2. Moreover,

the statistical test implies that the mean distance in T188R1 is significantly larger

than that in T188R 2. Overall, these data support following three things: 1) T188R

which is not adjacent to the buried hydration sites sometimes makes the sites fragile,

2) subdomains fluctuations are tightly correlated with the stability of the buried

hydration sites, and 3) because of the size of side chain, R188 cannot be embedded in

protein, and this instability may trigger the subdomains fluctuations. Our findings

provide a possible explanation for the instability by mutation which is not directly

adjacent to the buried hydration sites.

3.2.8 Summary

we have performed all-atom MD simulations of WT-PrPc and a pathogenic point

mutant T188R to investigate conformational changes and the buried hydration sites.

By mutation T188R, a part of helix 2 (residue 174 to 178) is disrupted and β-sheet 2

increases in both T188R. In WT-PrPc, we have identified the four buried hydration
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sites, and we have found that the rotational relaxations of all buried water molecules

are much slower than that of bulk water. This means that all buried water molecules

are fixed in stable position by hydrogen bonds with amino acids stably. In one of

T188R simulations, on the other hand, there are no stable buried hydration sites.

These results show that T188R sometimes makes the buried hydration sites fragile.

Subdomain analysis has revealed that the instability of the buried hydration sites

is related to the subdomains fluctuations. While there is the connection between

R188 and G200 in T188R 2, R188 is mainly not connected to G200 in T188R 1.

These data suggest that R188 cannot be embedded due to the size of side chain and

this instability may trigger subdomains fluctuations. Our results provide a possible

explanation for the instability by mutation T188R.
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Chapter 4

Interactions between water

molecules and rhodopsin

4.1 Materials and methods

We used the crystal structures of bovine rhodopsin because only bovine rhodopsin

can be obtained as crystal structure in the three states. The structure of dark-

adapted rhodopsin (PDB ID: 1U19) [104] was used as the initial structure. The

dark-adapted rhodopsin was embedded in a lipid bilayer composed of 170 POPC

lipids, and these systems were hydrated in 6,499 water molecules. In the case

of the Opsin, we used the Opsin structure (PDB ID: 3CAP) [105] in 166 POPC

lipids and 6627 water molecules. The crystal structure of the Meta II state was

obtained from PDB ID: 3PXO [106] . The system was hydrated with 7,400 water

molecules with 169 POPC lipids. The Asp83, Glu122 and Glu113 were protonated

in Meta II state, and Glu113 was protonated in the Opsin. Co-crystalized water

molecules were utilized as initial internal water molecules while palmitic acids were

removed. In all simulations, we added 5 chloride, 2 chloride, and 1 sodium ions

to neutralize the system of the dark-adapted rhodopsin, the Meta II state, and the

Opsin, respectively. These ions were randomly placed in bulk of the systems. A

disulfide bond was added between Cys110 and Cys187. All MD simulations were

conducted using NAMD 2.9 [107] software. The CHARMM 36 forcefield was used for

the lipids [108] and the protein [109] and TIP3P model modified for the CHARMM

forcefield [110]. Force field parameters for the ligand molecules were generated

with the CHARMM General Force Field [111]. Using the VMD [112], we built the

initial structure of our systems. First, we embedded the rhodopsin on the center of

membrane bilayer, and removed overlapping lipid molecules and overlapping water
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molecules. Snapshot of the system is shown in Fig. 4.1A. After the 1 µs simulations,

box sizes of the simulation systems were 80×80×116, 81×81×113, and 81×81×116

Å3 for the systems of the dark-adapted rhodopsin, the Meta II state, and the Opsin,

respectively.

After the initial system setup, the system was subject to 2000 steps minimization

using conjugate gradient and line search method, and NPT simulations of 5 ns were

performed with the constraint on the protein to initial positions by a harmonic po-

tential. Langevin dynamics thermostat and Nosé-Hoover Langevin piston barostat

were applied for temperature and pressure coupling at 310 K and 1 bar. Van der

Waals interactions were smoothly truncated by force switching from 10 to 12 Å. A

time step of 2 fs was used with the SHAKE algorithm applied to constrain the bond

lengths involving hydrogen atoms. All systems were subjected to periodic bound-

ary conditions. Electrostatic interactions were computed using the particle-mesh

Ewald method. Each simulation was performed for 1 µs and the analysis was con-

ducted over the last 0.8 µs trajectories. The data for the first 0.2 µs were discarded

for the equilibration of the simulation, which was judged by backbone RMSD (see

Fig. 4.1B).

To validate the reproducibility of our results, we performed the same systems us-

ing AMBERff99SB-ildn [113] for protein, Slipid for POPC [114], and TIP3P water

models [115]. Additional calculations were performed with GROMACS 5.1.2 [116].

The systems were subject to pressure scaling to 1 bar using Parrinello-Rahman

barostat [117], temperature scaling to 310 K using velocity-rescaling method [118].

Force field parameters for the protonated 11-cis-retinal in the rhodopsin and the de-

protonated all-trans-retinal in Meta II state were prepared using antechamber with

the General Amber Force Field [119] and the AMI-BCC point charges. 1 ns NV T

and NPT simulations were performed with the restrained protein for equilibration.

NPT simulations were performed for 1 µs with 2.0 fs time-step.

4.2 Results

4.2.1 Water molecule accessibility

To investigate interactions between water molecules and internal amino acids of the

rhodopsin, we focused on internal water molecules. Rhodopsins have many internal

water molecules and a flux of water molecules in its inside. Figure 4.2 shows regions
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Fig. 4.1 System for MD simulations of rhodopsin. (A) The system used
for MD simulations of the dark-adapted rhodopsin in a POPC lipid bilayer. The
rhodopsin and lipids are shown in cartoon and cyan lines, respectively. Explicit
water molecules correspond to the upper and lower transparent coatings. The
blue line of the box is a periodic boundary. (B) Backbone RMSDs of the dark-
adapted rhodopsin, the Meta II state and the Opsin. We calculated the RMSDs
only using helical parts of rhodopsin.

where water molecules have accessed during the simulation. A putative solvent

pore was identified on the cytoplasmic side in the Meta II state and the Opsin (see

Figs. 4.2B and 4.2C). This solvent pore flows from the cytoplasmic bulk to the

retinal-binding pocket. However, in the dark-adapted rhodopsin the solvent pore is

clearly separated at the entrance of the solvent pore (see Fig. 4.2A). These results

show that the solvent pore emerges after Meta II state due to the conformational

change of the secondary structure. To validate the reproducibility of these results,

we also performed MD simulations for three states of the rhodopsin using a different

force field. Notably, the solvent pore was also observed in the Meta II state and

the Opsin, while the solvent pore does not exist in the dark-adapted rhodopsin (see

Fig. 4.3).

In all states, the solvent pore has hourglass-shaped entrance at the cytoplasmic

site (see Fig. 4.4). When the water molecules enter into the rhodopsin from the

cytoplasmic side, they pass through the hourglass-shaped entrance, which mediates

optimal water permeation in the case of aquaporin water channels [120]. These

results show that amino acids around the entrance become closed in the dark-

adapted rhodopsin. Although the radius of the solvent pore is wider than the

entrance of aquaporin [121], water molecules are not able to easily pass through
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Fig. 4.2 Accessibility of water molecules. Cross sectional diagrams of
water accessibility with the cross section taken at the middle of the rhodopsin in
(A) the dark-adapted rhodopsin, (B) the Meta II state, and (C) the Opsin. Blue
surfaces represent places where water molecules have reached during last 0.8
µs in the equilibrium state (see Fig. 4.1B). The protein molecules are depicted
with each helix colored from red (the N terminus) to green (the C terminus).
The retinal is shown in orange VDW format. A solvent pore can be identified
in the Meta II state and the Opsin (yellow circle). However, the solvent pore
does not exist in the dark-adapted rhodopsin (red circle).

the solvent pore. This is attributed to two narrow regions shown in the following

analyses.

4.2.2 Configuration of the solvent pore in the Meta II state

Water molecules pass bi-directionally through the solvent pore. From the 1 µs

MD simulation of Meta II state, we could observe 16 times permeations of water

molecules through the solvent pore between the bulk and the retinal-binding pocket.

All the water molecules reached the K296, which means that the solvent pore can

provide water molecules from the bulk to the Schiff base linkage. Figure 4.5 shows

extracted trajectories of 16 water molecules passing through the solvent pore. The
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Fig. 4.3 Accessibility of water molecules. Cross sectional diagrams of
water accessibility with the cross section taken at the middle of the rhodopsin
in (A) the dark-adapted rhodopsin, (B) the Meta II state, and (c) the Opsin
using Amber force field. Blue surfaces represent places where water molecules
have reached during the last 0.2 µs. The protein molecules are depicted with
each helix colored from red (the N terminus) to green (the C terminus). The
retinal is shown in orange VDW format. A solvent pore can be identified in
the Meta II state and the Opsin (yellow circle). However, the solvent pore does
not exist in the dark-adapted rhodopsin (red circle).

trajectories reveal two narrow regions that distinguish the bulk and the internal hy-

dration sites. The first narrow region, which is bent into the L shape (see Fig. 4.5A),

comprises three amino acids, L128, M257, and Y306. The water pathway is narrow

owing to the L128 and M257 amino acids, which are parallel to z axis. Below this

region, the water pathway becomes bent due to Y306, and it is connected to internal

hydration sites. The second narrow region comprises two amino acids, F261 and

Y306. The two narrow regions are hydrophobic due to three amino acids, leucine,

tyrosine, and phenylalanine. We calculated the distance distributions of the amino

acids, and the presence of single peak indicates that the solvent pore have only one

state (see Fig. 4.6).
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a	


Fig. 4.4 Hourglass-shaped entrance of the solvent pore at the cyto-
plasmic site. Right figure shows the channel radius versus position along the
pore axis. The center of the membrane is at 0 Å. The scale of the membrane
corresponds with the left figure. The error bars drawn as transparent are given
by standard deviation.

After passing through the two regions, water molecules flow into important hy-

dration sites, including the sites adjacent to the conserved structural motif, which is

called “NPxxY”. This NPxxY motif, which is highly conserved in the GPCR family,

is crucial for activation of GPCRs, and comprises asparagine (N; 75% , D; 21%),

proline (P; 96%), two hydrophobic residues X and tyrosine (Y; 92%, F; 3%) [122].

The internal water molecules adjacent to the NPxxY motif mediate GPCR activa-

tion and stabilize the active state of GPCRs [68,123].

These results mean that the solvent pore provides water molecules not only for

the retinal-binding pocket, but also for internal hydration sites adjacent to the key

conserved motif NPxxY.

4.2.3 Water displacements within the solvent pore in the Meta II state

The analysis of water trajectories in the solvent pore provides more details about the

permeation process of water molecules [124]. Figure 4.7 shows water displacements

in z-coordinate within the solvent pore when one water molecule passed through

the solvent pore (other 15 trajectories of water permeation observed during 1 µs

MD simulation are shown in Fig. 4.8). There are three characteristic positions
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A

a

b
B

Fig. 4.5 Configuration of the solvent pore on the cytoplasmic side
with ribbon representation of the Meta II structure. Extracted 16
trajectories of water molecules that passed through the solvent pore are shown
in different colors. Residues of the NPxxY are shown as purple and in the red
circle. The retinal is shown in orange VDW format. (A) Close-up view of the
first narrow region and (B) the second region are shown. Only five trajectories
are shown. The first narrow region comprises L128, M257, and Y306, and the
second narrow region comprises F261 and Y306.

in the trajectories distinguished by the two narrow regions. The entrance of the

solvent pore (less than −10 Å) is filled with bulk water, and most of the water

molecules are blocked by the first narrow region which is composed of L128, M257

and Y306. The first narrow region is located between the entrance and the nearest

internal hydration site (position 1). After this position 1, there is the second narrow

region which is composed of F261 and Y306. The second narrow region is located

between the positions 1 and 2. Internal hydration sites between the position 2

and sites around the retinal (position 3) are separated by N302 and W265. We

found stable hydration sites (around −5 and −2.5 Å) in positions 1 and 2 (see

Fig. 4.6B). The former water molecule has a hydrogen bond with Y306 and M257

as a donor, while the latter water molecule has a hydrogen bond with Y306 as an

acceptor. Other water molecules that pass through the solvent pore are also trapped
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Fig. 4.6 Characteristic regions within the solvent pore. (A) Distance
distribution of amino acids related to the narrow regions. The distance was
calculated between the nearest two atoms. The first narrow region is composed
of L128, M257 and Y306, and the second narrow region is composed of F261
and Y306. The distance distributions of amino acids related to the narrow
regions are unimodal. (B) In hydrophobic layer, two stable hydration sites
are stable during the simulation. Red water molecule has hydrogen bond with
Y306 and M257 as donor (z coordinate is -5 Å). Orange water molecule has
hydrogen bond with Y306 as acceptor (z coordinate is -2.5 Å).

in these positions (see Fig. 4.8). Because the two hydration sites are stable, we could

always identify water molecules within the two hydration sites during the simulation.

These water molecules have been already reported as the extended hydrogen bond

network using the crystal structure [57]. Time series of the number of internal

water molecules show that these internal water molecules were stable during our

simulations, in particular in the Meta II state (see Fig. 4.9). The definition of

internal water molecules was that water molecules within 7 Å of some amino acids

located on the center of helixes, where G51, V87, F88, I123, I217, F261, V300,

Y301, and N302 are chosen for the dark-adapted rhodopsin; and G51, I123, A124,

L125, W126, S127, I217, and K296 are chosen for the Meta II state and Opsin. We

note that the number of internal water molecules in MD simulations is generally
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Fig. 4.7 Water displacements in z-coordinate within the solvent pore
when one water molecule passes through the solvent pore. The
trajectory of the target water molecule is shown by a thick black line. The
hydrophobic region and some internal hydration sites (from −10 to 0 Å) cor-
respond to the area between the first and second regions. The trajectory has
four characteristic states and upper snapshots express each characteristic state
with the target water colored as blue. Residues of two narrow gates are shown
as cyan. Positions 1, 2 and 3 are located between −10 and −5 Å, −5 and 0 Å,
and 0 and 5 Å, respectively.

more than that in the crystal structure, because MD simulations can consider all the

internal water molecules which include dynamical water molecules. When a water

molecule passes through the narrow regions, the water molecule jumps or replaces

a preceding water molecule. These results show that unlike in aquaporin, where

water molecules diffuse in single file, water molecules in the solvent pore diffuse by

pushing or sometimes jumping a preceding water molecule due to the geometry of

the solvent pore.

4.2.4 All water pathways between the bulk and the retinal-binding pocket

in the Meta II state

As we mentioned above, the direction of water molecules through the solvent pore

was not unidirectional. Therefore, one or more other pathways are needed for the

equilibration of internal water molecules. The accessibility of water molecules (see
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Fig. 4.8 Trajectories of all water molecules which passed through the
solvent pore in z coordinate. The positions 1 and 2 are separated by the
first narrow region which is composed of L128, M257 and Y306. The positions
2 and 3 are separated by the second narrow region which is composed of F261
and Y306.

Fig. 4.1) also indicated the presence of other pathways. Extracted trajectories of

water molecules passing between the bulk and the retinal-binding pocket allowed

us to observe other pathways. First, we found that a cleft between TM4 and

TM5 also becomes functional as a water pathway (see Fig. 4.10). Results from a

previous study using random acceleration MD simulation suggested that the biggest

cleft exists between TM4 and TM5 [54]. We also observed that water molecules

passed through the two ligand pores. The ligand pore between TM1 and TM7 is

composed of M39, L40, Y43, M44, F91, F94, T289, and F293, and the ligand pore

between TM5 and TM6 is composed of V204, I205, M207, F208, A272, F273, and

F276 [56]. Two ligand pores also become functional as water pathways in the present

study. A water molecule penetrated into the membrane from the cytoplasmic side

after diffusing on the membrane. Since the insides of the two ligand pores are

hydrophobic, the number of water molecules which passed through the ligand pores

is few. There are two mechanisms for water permeation across the membrane. (i)

Although membranes in our systems are stable (see Fig. 4.11), the water molecule

penetrates into the membrane. Then, since the inside of the membrane is high

free energy for water molecules [125], the water molecule evacuates the inside of
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Fig. 4.9 Times series of the number of internal water molecules in
each state. The distributions of the internal water molecules (transparent
cyan surface) are shown in the lower figures. The definition of internal water
molecules is that water molecules within 7 Å of some amino acids located on
the center of helixes.
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A

B

C

Fig. 4.10 Other water pathways between the bulk and the retinal-
binding pocket. Blue spheres show trajectories of oxygen atoms in a water
molecule every 1 ps. (A) Water pathway through the cleft between TM4 and
TM5. Each color shows trajectories of different water molecules. (B) and (C)
show trajectories of water molecules through the ligand pore A and ligand pore
B, respectively.
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Fig. 4.11 Stability of the simulation systems. (A) Area (box size Lx ×
Ly) and (B) thickness (difference between averaged z coordinates of phosphorus
atoms in each leaflet) of membrane in each simulation. Membranes are stable
during our simulations.

the membrane, which consequently leads to entrance into the cleft. (ii) The water

molecule reaches the cleft along the interface between the protein surface and the

membrane.

4.2.5 Summary

In summary, using all-atom MD simulations, we have examined the identification of

the putative solvent pore on the cytoplasmic side. The solvent pore was identified in

the Meta II state and Opsin, which is consistent with the experimental results. In the

solvent pore, there are two narrow regions that distinguish the bulk and the internal

hydration sites. The solvent pore also passes through the important hydration sites

adjacent to the conserved structural motif “NPxxY”. We also revealed that unlike

in aquaporin, where water molecules diffuse in single file, water molecules in the

solvent pore diffuse by pushing or sometimes jumping a preceding water molecule

due to the geometry of the solvent pore.

In association with conformational changes, the number of internal water

molecules also changes through the intermediate states [126,127]. A previous study

showed that internal water molecules contribute to the thermodynamic stability

of the entire rhodopsin [68]. In particular, the internal water molecules around

the retinal stabilize local electric fields by hydrating near polar and charged amino

acids [62]. In this study, we also identified the stable internal water molecules

around the retinal, which has been reported in crystal structure [106]. These water

molecules have hydrogen bonds with E113, E181, S186, K296 and the retinal. It
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was also suggested that internal water molecules contribute to functional plasticity

and mediate the structural transitions from the dark-adapted rhodopsin to Opsin

in all family A GPCRs [59].

Ronny et al. suggested that the solvent pore mediates water access [56]. We were

able to show that the flow in solvent pore connects to the retinal-binding pocket,

and the solvent pore also passes across the important hydration sites, such as the

sites adjacent to the NPxxY motif and the extended hydrogen bond network. These

results suggest two significance of the solvent pore: (1) the solvent pore provides

water molecules to the retinal-binding pocket, and (2) the configuration and amount

of important internal water molecules are controlled through the solvent pore.
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Chapter 5

Interactions between water

molecules and monosaccharide

5.1 Materials and methods

We prepared only the chair conformer as the initial structure of all the monosac-

charides, and all the monosaccharides were arranged so that the molecules were

more than 6.5 Å apart. We performed the MD simulations using TIP3P [115] and

the modified GLYCAM06 force field [128] for water and all the monosaccharides,

respectively. The modified GLYCAM06 force field improves modeling of monosac-

charide aggregation compared with that of the original GLYCAM06 force field [129].

The 20, 100, and 200 monosaccharides were added to 11,070 water molecules to give

monosaccharide solutions with concentrations of 0.1, 0.5, and 1 M, respectively (see

Fig. 5.1).

Each system was first minimized for 5000 steps. After 1.2 ns of NV T constant

simulation, 60 ns NPT constant simulations were carried out for production runs.

The data for the first 12 ns were discarded because the relaxation of monosaccha-

ride conformers occurred during this time (see Fig. 5.9A). The temperature was

maintained using the Langevin thermostat with a Langevin damping coefficient of

1.0 ps−1 and the Langevin piston barostat at 1 bar. Long-range electrostatic in-

teractions were calculated using the Particle Mesh Ewald method with a real-space

cut-off of 10 Å. Van der Waals interactions were cut off at 10 Å. A time step of

2 fs was used with the SHAKE algorithm applied to constraint all hydrogen bonds

(H-bonds). Periodic boundary conditions were applied to all systems.

We used six types of monosaccharides to investigate the differences between the

isomers: α/β-D-glucose, α/β-D-mannose, and α/β-D-galactose. All MD simula-
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α-D-glucose α-D-mannose α-D-galactose

β-D-glucose β-D-mannose β-D-galactose

5

3 2
1

4

6
A

B

1 M 0.5 M 0.1 M

Fig. 5.1 Monosaccharide conformation and simulation systems. (A)
Schematic of the conformations of all the monosaccharides. Oxygens are labeled
with the same number as that of the bonded carbon. (B) Snapshots of 0.1, 0.5,
and 1 M α-D-glucose solutions after equilibration.

tions were conducted using NAMD 2.9 software [130]. Various temperatures (298,

310, 320, 330, 340, and 350 K) and concentrations (0.1, 0.5, and 1 M) were used to

explore a wide range of conditions.

5.2 Results

5.2.1 Hydration structure of monosaccharides

We analyzed the hydration structure around each monosaccharide. The RDF of

water oxygen-oxygen is in good agreement with a previous study which used MD

simulations and neutron diffraction with isotopic substitution experiments [87] (see

Fig. 5.2). As concentration increases, the first peak of the RDF becomes stronger

and broader. The SDF [131] shows the probability that water molecules exist around
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Fig. 5.2 RDFs of water oxygen-oxygen. Green, red, and blue lines show
α-D-glucose solution at 0.1, 0.5, and 1 M, respectively.
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Fig. 5.3 SDFs of water molecules around each monosaccharide. Red
and white regions represent oxygen and hydrogen atoms of water molecules,
respectively. Only higher-value regions (more than 3.5 and 2.5 for oxygen and
hydrogen atoms, respectively) are shown. The field is approximated on a square
mesh with 0.1 Å mesh resolution.
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a monosaccharide, which is calculated by

g(x, y, z) =
1

N

N∑
i=1

⟨ni(x, y, z)⟩
ρdv

, (5.1)

where ρ is the density of target particles, dv is the unit volume, and ni(x, y, z) is

the number of target particles at the relative coordinate x, y, and z fixed to the ith

monosaccharide, ⟨⟩ is time average, and N is the number of monosaccharides. Fig-

ure 5.3 shows the SDFs of water molecules around each monosaccharide. Using the

SDFs of the oxygen and hydrogen atoms of water molecules, we clarified not only

the locations but also the orientations of water molecules. The SDFs clearly showed

that the orientation of monosaccharide OH groups (equatorial or axial) causes dra-

matic changes of the hydration shell around each monosaccharide. Around all the

OH groups, there are two hydration sites where water molecules are acceptors, and

one hydration site where a water molecule is a donor (see Fig. 5.4A). Most of the

hydration shells overlap with those of neighboring OH groups. Because the degree

of freedom of a hydroxymethyl group is higher than that of an OH group, the SDF

around hydroxymethyl groups is bigger than that around OH groups (see Fig. 5.4B).

Because of the bigger hydration shell around a hydroxymethyl group compared with

that around each OH group, hydration shells of OH groups (O4, see Fig. 5.4A) next

to a hydroxymethyl group are skewed (see Fig. 5.4C). We found that a stable hydra-

tion shell formed between axial OH groups (O2 or O4) and pyranose oxygen (O5),

like a bridge. This bridged H-bond only existed in α/β-D-mannose and α/β-D-

galactose because α/β-D-glucose do not have an axial OH group. Among all donor

H-bonds, the bridged H-bond is the most stable (see Fig. 5.6). As temperature

increases, the high-value regions of SDFs shrink uniformly in all the monosaccharide

solutions (see Fig. 5.5). This result indicates that thermodynamic fluctuation makes

the first hydration shell of the monosaccharides unstable. Notably, the magnitude

of hydration shell shrinkage depends on the location of the hydration shell and type

of monosaccharide isomer. For example, as temperature increases, the hydration

shell of the hydroxymethyl group in α-D-glucose disappears. In contrast, the hy-

dration shells of the hydroxymethyl groups in β-D-glucose and α/β-D-galactose are

still stable.
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A B C Hydroxymethyl

Fig. 5.4 Typical characteristics of the hydration shell around a
monosaccharide. (A) Around all the hydroxyl (OH) groups of the monosac-
charides, there are two hydration sites where water molecules are acceptors, and
one hydration site where a water molecule is a donor. (B) The SDF around a
hydroxymethyl group is bigger than that around a OH group. (C) Hydration
shells of OH groups next to a hydroxymethyl group are skewed.

α-D-glucose	
 α-D-mannose	
 α-D-galactose	


β-D-glucose	
 β-D-mannose	
 β-D-galactose	


Fig. 5.5 SDFs of the oxygen atoms of water molecules around each
monosaccharide at 298 and 350 K. Transparent cyan and glass red regions
show SDFs at 298 and 350 K, respectively. Only high-value regions (more than
3.5) are shown. The field is approximated on a square mesh with 0.1 Å mesh
resolution.

5.2.2 Water arrangement in the hydration shell

The stability of the hydration shells is strongly related to the status of H-bonds. In

this section, we investigate the status of H-bonds using the TOP [132]. In the bulk

water, each water molecule can form four H-bonds, two donors and two acceptors,

and the water molecules are tetrahedrally arranged [133]. The TOP measures the
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α-D-glucose	
 α-D-mannose	
 α-D-galactose	


β-D-glucose	
 β-D-mannose	
 β-D-galactose	


Fig. 5.6 SDFs of water molecules around each monosaccharide. Only
higher-value regions (more than 8.5 and 7.5 for oxygen and hydrogen atoms,
respectively) are shown. The filed is approximated on a square mesh with 0.1
Åmesh resolution.

degree of the tetrahedral arrangement of water molecules. The TOP for a water

molecule i is calculated by

qi = 1− 3

8

3∑
j=1

4∑
k=j+1

(cos(θj,k) +
1

3
)2, (5.2)

where θj,k is the angle between the vectors ri,j and ri,k. j and k are the four

nearest-neighbor oxygen atoms of the water molecule i. We calculated two types

of TOPs [134], one using the nearest oxygen atoms of only water molecules (with-

out monosaccharide), and the other using the nearest oxygen atoms of water and

monosaccharide molecules (with monosaccharide). Figure 5.7A shows the TOPs of

water molecules in the first hydration shell with and without monosaccharide oxygen

atoms. The TOP without monosaccharide decreases near the monosaccharide be-

cause the monosaccharide perturbs the tetrahedral arrangement of water molecules.

Conversely, the TOP with monosaccharide is equal to or larger than that of the bulk.

These results reveal that the oxygen atoms of some water molecules are replaced

with monosaccharide oxygen atoms as a component of the tetrahedral arrangement

of water molecules. Figure 5.7B shows effects of temperature and concentration
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Fig. 5.7 Water structure in the hydration shells of monosaccharides.
(A) Average TOPs as a function of the distance between monosaccharide oxy-
gen atoms and water molecule oxygen atoms in 1 M α-D-glucose at 298 K.
Red and blue show the calculation result without and with monosaccharide
oxygen atoms, respectively. (B) Effects of temperature and concentration on
the TOPs without monosaccharide in α-D-glucose. Squares and circles show
the results for different concentrations and temperatures, respectively. (C) Ef-
fects of monosaccharide isomer type at 298 K and 1 M. (D) Average number of
H-bonds between water molecules in 1 M α-D-glucose at 298 K. Blue, red, and
black show the target water molecules that form H-bonds as a donor, acceptor,
and either donor or acceptor, respectively.

on the TOPs without monosaccharide. In general, as temperature increases, water

molecule dynamics is enhanced, which leads to a decrease of the TOPs. In the first

hydration shell of monosaccharide, the TOPs also lower with rising temperature. In

contrast, the TOPs increase with decreasing concentration because of the decrease

in perturbation caused by the monosaccharide. The SDFs revealed the difference

of hydration distribution in the various monosaccharide solutions; however, average

TOPs were not effected by the type of monosaccharide isomer (see Fig. 5.7C).

When water molecules are arranged tetrahedrally, a water molecule has two donor

H-bonds and two acceptor H-bonds. We calculated the distribution of the number

of H-bonds, and separated the H-bonds into donor and acceptor types. H-bonds

were defined geometrically as Roo ≤ 3.5 Å, and θ ≤ 30◦, where Roo is the distance
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Fig. 5.8 Clustering of monosaccharides. Cluster formation is defined as
when the distance between monosaccharide oxygen atoms is less than 3.5 Å.
(A) Distribution of monosaccharide clusters as a function of cluster size for
each 1 M monosaccharide solution at 298 K. The inset shows a magnified view
of the distribution between the cluster sizes of 7 and 8. (B) Distribution of α-
D-glucose clusters as a function of cluster size for each solution concentration
at 298 K. (C) Distribution of monosaccharide clusters in 1 M α-D-glucose
solution at different temperatures. (D) Lifetimes of the α-D-glucose clusters
as a function of cluster size at 298 and 350 K. (E) SDF of monosaccharides
around a monosaccharide. Red and blue regions represent monosaccharides
and oxygen atoms of water molecules, respectively. The SDF was calculated
using monosaccharide oxygen atoms.

between two oxygen atoms, and θ is the angle of the H-bond [135]. Figure 5.7D

shows the average number of H-bonds between water molecules as a function of the

distance between monosaccharide oxygen atoms and water molecule oxygen atoms

in α-D-glucose. We note that the total number of H-bonds around sugar is similar to

that in the first hydration shell of various proteins [7]. As we expected, the decrease

of the total number of H-bonds at less than 3.5 Å corresponds to the decrease of

the TOP without monosaccharide. In the 2.4–2.8 Å region, donor H-bonds with

other water molecules are more abundant than acceptor ones. In this region, water

molecules act as the acceptor in the H-bonds forming with the monosaccharide.

In the 2.8–3.3 Å region, acceptor H-bonds with other water molecules are more

abundant than donor ones. In this region, water molecules act as the donor in the

H-bonds they form with the monosaccharide.

In the 2.4–2.8 Å region, the TOP with monosaccharide oxygen atoms is larger

than or equal to that in the bulk around 0.55; conversely, the TOP with monosac-

charide is smaller than that in the bulk in the 2.8–3.3 Å region (see Fig. 5.7A).

These results suggest that two interesting types of H-bonds form between monosac-



5.2 Results 57

A B

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0  10  20  30  40  50  60

Bo
at

 c
on

te
nt

Time [ns]

298 K
310 K
320 K
330 K
340 K
350 K

Fig. 5.9 Conversion of monosaccharide conformers. (A) Content of
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charide and water molecules: (i) when a water molecule behaves as an acceptor,

the oxygen atom of the water molecule is located at 2.4–2.8 Å from monosaccharide

oxygen atom, and these oxygen atoms are arranged tetrahedrally; and (ii) when a

water molecule acts as a donor, the oxygen atom of the water molecule is located

2.8–3.3 Å from the monosaccharide oxygen atom, and the tetrahedral arrangement

of these oxygen atoms is perturbed.

5.2.3 Clustering of monosaccharides

Clustering of monosaccharides strongly affects their hydration shell. When solutes

form a cluster, the hydration shells are overlapped or depleted [9]. A cluster is

defined as any array of monosaccharides such that (i) every monosaccharide is con-

nected to at least one other monosaccharide, and (ii) two monosaccharides are said

to be connected if the nearest distance between two heavy atoms is less than 3.5 Å.

Existence probabilities decrease exponentially as the cluster size increases for all

the monosaccharide isomers (see Fig 5.8A-C). Figure 5.8A reveals that the degree

of clustering in all the solutions decreases exponentially as the cluster size increases.

We found that α/β-D-glucose have the highest clustering propensity and α/β-D-

galactose have the lowest of the monosaccharides. As monosaccharide concentra-

tion increases, the degree of clustering increases uniformly for all cluster sizes (see

Fig. 5.8B). Figure 5.8C shows the degree of clustering at various temperatures. The

results indicate that temperature does not have a large effect on clustering propen-
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Table 5.1 Average lifetime, content, and free energy change of the conformers.
T , C, L are temperature, concentration and lifetime, respectively

T [K] C [M] L [ns] Content [%] ∆G [kcal/mol]

α-D-glucose 350 1.0 0.96 10.9 0.633
α-D-glucose 298 1.0 3.69 5.99 0.708
α-D-glucose 298 0.5 3.46 6.29 0.694
α-D-glucose 298 0.1 3.31 6.61 0.681
α-D-mannose 298 1.0 0.63 4.06 0.813
α-D-galactose 298 1.0 6.60 4.18 0.805
β-D-glucose 298 1.0 0.24 0.283 1.51
β-D-mannose 298 1.0 0.01 <0.01 2.40
β-D-galactose 298 1.0 0.19 0.03 2.08

sity. There are two main attributes that increase cluster probability: (i) increase

of cluster stability, and (ii) increase of clustering frequency. As the monosaccha-

ride concentration increases, increasing cluster frequency mainly contributes to the

increase of cluster probability. Figure 5.8D shows the lifetime of the clusters as a

function of cluster size. For all cluster sizes, the lifetime decreases as temperature

increases. These results mean that increasing clustering frequency cancels out the

effect of decreasing lifetime with rising temperature.

5.2.4 Boat and chair conformers

During the MD simulations, monosaccharides converted between boat and chair

conformers. The chair conformer, which is the most stable, has an average dihedral

angle of 60◦ because of the gauche interactions. The average dihedral angle of the

boat conformer is much smaller than that of the chair. We defined the boat state

such that: (i) the average dihedral angle is smaller than 45◦; and (ii) state (i) is

stable for more than 5 ps. Our definition clearly separated two monosaccharide

conformers (see Fig. 5.10). In this study, the twist-boat conformer was also consid-

ered as a boat conformer. Figure 5.9A shows the content of the boat conformer as

a function of time. In the initial setup, we prepared only the chair conformer, and

the content of the boat conformer increased over time. From this result, we consid-

ered that the systems were relaxed after around 10 ns. The content of conformers

influences hydration properties because hydration shell is dramatically different be-

tween the boat and chair conformers (see Fig. 5.9B). Table 5.1 lists the average

lifetime and average content of the boat conformer for the different monosaccharide

solutions. The lifetime of the boat conformer is the order of 1-10 ns. Experimental
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Fig. 5.10 Definition of the boat conformer. Upper shows dihedral angle
of a monosaccharide as a function of time with the threshold 45◦. Lower shows
the boat states during the simulation. The results show that our definition
clearly separated two monosaccharide conformers.

studies using the ultrasonic absorption spectroscopy provided valuable insights on

relaxation time of sugar solutions [136,137], and relaxation time of pseudorotation

is on the order of 100 ns [138]. The boat conformer is much unstable than the

chair conformer; thus, we infer the lifetime of the boat conformer is much less than

100 ns. Our results show that the scale of the lifetime is in good agreement with

the experimental suggestions. Moreover, a previous study using MD simulations

also showed similar lifetime of the boat conformer in α-D-glucose [76].

Using the average content of the boat conformer, we calculated the free energy

change between the boat and chair conformers as follows:

∆G = −RT InK, (5.3)

where K is an equilibrium constant, T is temperature, and R is the gas constant.

As temperature increases, the free energy change between the boat and chair con-
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formers decreases, which means that the number of molecules in the boat conformer

increases. These results suggest that the increased content of the boat conformer

contributes to the change of the average hydration shell of the monosaccharides with

rising temperature (see Fig. 5.5). The content of the boat conformer increased with

decreasing monosaccharide concentration. The α-D-mannose and α-D-galactose

show higher free energy changes than α-D-glucose. It is immediately apparent that

the free energy change of β-D-monosaccharides is much higher than that of α-D-

monosaccharides.

The difference between each monosaccharide is only the direction of OH groups;

thus the differences of conformer stability between the monosaccharides are also

attributed to the direction of OH groups. Figure 5.11 illustrates the location of

flagpole of the boat conformer. Atoms are rendered as the average rate of being the

flagpole when a monosaccharide adopts the boat conformer. The results indicated

that the pair consisting of C2 and C6 has the highest probability of becoming the

flagpole of the boat conformer in α-D-glucose, α-D-galactose, and β-D-galactose,

while C1 and O5 pair has the highest probability of being the flagpole in α-D-

mannose, β-D-glucose, and β-D-mannose. Because we considered that the twist-

boat conformer was also a boat conformer, the ratio of flagpole atoms became

asymmetric on the pyranose ring.

5.2.5 Summary

We performed MD simulations of monosaccharide solutions to investigate the ef-

fects of temperature, concentration, and monosaccharide isomer on monosaccha-

ride hydration structure and water dynamics in the hydration shell. Around the

monosaccharide OH groups, there are two hydration sites where water molecules

act as acceptors, and one hydration site where a water molecule is a donor. We

found that a stable hydration shell formed between an equatorial OH group and

pyranose oxygen like a bridge only in α/β-D-mannose and α/β-D-galactose.

In the hydration shell, the water molecule network is perturbed by the monosac-

charide. Our analysis revealed that some water molecules are replaced with

monosaccharide oxygen atoms as a component of the tetrahedral arrangement of

water molecules. According to donor/acceptor H-bond analysis, we separated this

perturbation into two regions. In the 2.4–2.8 Å region, water molecules mainly

form acceptor H-bonds with the monosaccharide, and the number of donor H-bonds
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is greater than that of acceptor H-bonds. In contrast, in the 2.8–3.3 Å region,

water molecules mainly form donor H-bonds with the monosaccharide. These

results reveal that two types of H-bonds form between the monosaccharides and

water molecules: (i) when a water molecule acts as an acceptor, the oxygen atoms

of the water molecule is located 2.4–2.8 Å from the monosaccharide oxygen atoms,

and these oxygen atoms are arranged tetrahedrally; and (ii) when a water molecule

acts as a donor, the oxygen atom of the water molecule is located 2.8–3.3 Å from

monosaccharide oxygens, and the tetrahedral arrangement of these oxygen atoms

is perturbed. Our results for the clustering of monosaccharides demonstrated that

this factor affects the hydration structure of the monosaccharides. In clusters,

monosaccharides are distributed around the OH groups of other monosaccharides

as well as water molecules. This means that water molecules are replaced with

monosaccharides as their concentration increases. In all isomer solutions, we

observed the same characteristics about the tetrahedral arrangement of oxygen

atoms and the clustering of monosaccharide; thus, these results could be generalized

to other monosaccharide isomers.

Conversion of monosaccharide conformers also strongly affects the hydration

structure of the monosaccharides. We revealed that the hydration shell is dramati-

cally different between the boat and chair conformers of the monosaccharides, and
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the increased content of the boat conformer contributes to the changes of the av-

erage hydration shell with rising temperature. This study provided comprehensive

information about monosaccharide solutions.
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Chapter 6

Blue shift of water molecules in the

first hydration shell around

monosaccharide

6.1 Blue shit and dangling water molecules

The molecule behavior of water molecules at interfaces of materials plays an im-

portant role in all chemical, thermodynamic, and biological processes [1, 139, 140].

Materials are classified as either being hydrophobic or hydrophilic, according to

their affinity to water. At hydrophobic interfaces, the hydrogen-bond (H-bond)

network between water molecules is perturbed by the material, and conse-

quently the H-bonds of some water molecules are broken forming a “dangling

water molecule” [141]. Using either Raman spectroscopy or infrared-visible sum

frequency generation spectroscopy, these dangling water molecules have been

observed to exhibit a blue shift at many interfaces, such as alcohol [142, 143],

tetraalkylammonium [144], fullerene derivatives [145], polyethylene glycol [146],

and neopentane [147].

Hydrophilic materials, on the other hand, form stable H-bonds with water

molecules. This interaction causes the spectral peak around 3200 cm−1 to become

red shifted, as a response to change in the strength of the H-bond [148, 149].

Nevertheless, some experimental studies have reported that a blue shift was also

observed in the aqueous solutions of hydrophilic materials, e.g., alkali halide

ions [150] and acetonitrile [151]. These controversial phenomena demonstrated by

hydrophilic materials have been attributed to a combination of both inter- and

intra-molecular interactions. Although the observed blue shift has been linked to
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Fig. 6.1 I-shaped channel used for Raman experiments. (A) top view
and (B) cross sectional view of the I-shaped channel are illustrated.

the presence of dangling water molecules at the interfaces, until now the exact

molecular mechanism governing the blue shift has remained unclear for both

hydrophobic and hydrophilic interfaces.

Here, we investigate the mechanism of the blue shift around various monosac-

charides using ab initio and classical molecular dynamics simulations. Notably, our

results show that the blue shift arises from dangling water molecules located in

the first hydration shell. The vibrational state of the OH bond, which is oriented

towards the bulk solvent, contributes significantly to the observed blue shift. Impor-

tantly, these observations provide an enhanced depiction of the current experimental

blue shift at aqueous interfaces.

6.2 Materials and methods

6.2.1 Raman Data Collection and Multivariate Curve Resolution Methods

In this study, Raman spectra of the D-glucose solutions at 0, 0.05, 0.1, 0.3, and 0.5

M were collected. These experiments were conducted using an I-shaped channel (the

detail is shown in Figure 6.1). The top and bottom walls of the channel were made

of borosilicate glass, and the side wall was made of polydimethylsiloxane (PDMS).

The depth and width of the channel was set to 1 mm and 5 mm, respectively. The

measurement point was midpoint of the channel.

All the Raman spectra were collected using the Raman spectrometer Invia Raman

Microscope (RENISHAW) equipped with the Nd:YAG laser (532 nm) and DM2500

(LEICA) model microscope. The experiments were coupled with a CCD camera

(operating with 1024× 256 pixel) mounted to a 250 mm focal length imaging spec-
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trograph with a 1800 l/mm grating. The laser beam was focused on the samples

with a 50× objective lens and a numerical aperture (NA) of 0.75 to the spot of

0.9 µm. The average laser excitation power was 150 mW, and exposure time of the

camera was set to be 5 s. 10 images were accumulated as one spectrum and this

procedure was repeated three times at each concentrations.

The self-modeling curve resolution (SMCR) algorithm was performed as a mul-

tivariate curve resolution method. In the pre-processing phase, almost zero signals

in the spectral regions (∼ 2800 cm−1 and ∼ 3900 cm−1) were subtracted, and the

input Raman spectra were normalized by their area. Then, we concatenated all the

spectra into a data matrix (n ×m) containing n spectra of the length m, and the

SMCR algorithm was applied to the data matrix.

6.2.2 Ab Initio Molecular Dynamics Simulations

Ab initio molecular dynamics simulations were performed by the CPMD code [152]

using the Car-Parrinello method [153]. Before the CPMD simulations, we per-

formed classical MD simulations to obtain initial structure of the systems. The

MD simulations and energy minimizations were conducted using the NAMD 2.9

software [107] with the GLYCAM 06 [154] and TIP3P water model [115]. Periodic

boundary conditions were applied in all three directions of the cubic box. The last

length of the NPT MD simulation was used to determine the side length of cubic

box in the CPMD simulation. Furthermore, the initial structures in the CPMD

simulation were taken from the last structures of 10 ns MD simulations.

In the CPMD simulations, our systems were treated according to the density

function theory using the Predew-Burke-Ernzerhof functional for the approximation

of the exchange-correlation terms [155]. The core electrons were treated using norm-

conserving pseudo potentials with the Kleinman-Bylander separation scheme for

carbon, hydrogen, and oxygen [156]. We described the valence-core interaction using

the Martins-Troullier pseudo potentials [157]. Plane wave functions were used for

the basis of the calculations and set with an energy cutoff of 80 Ry. The systems were

composed of a monosaccharide and a set number of water molecules. Specifically, the

monosaccharide α and β-D-glucose/D-mannose/D-galactose were paired with 108,

108, 101, 107, 103, and 103 water molecules, respectively. The simulation time step

was 0.097 fs in the NV T ensemble using Nosé-Hoover thermostat, and the fictitious

electron mass was set as 0.22 atomic mass unit. Each simulation was performed for



66Chapter 6 Blue shift of water molecules in the first hydration shell around monosaccharide

60 ps, and the analyses were conducted over the last 52 ps trajectories. We also

performed the CPMD simulation of NaBr solution with the same parameters and

conditions as the monosaccharide solutions. The system contains a Na+, Br– , and

100 water molecules. The simulation was performed for 96.6 ps, and the analyses

were conducted over the last 92.6 ps trajectories.

Classical MD simulations of the α-D-glucose solution with TIP3P [115] and

TIP5P [158] were performed using the NAMD-2.9 [130] and GROMACS-5.1.2 [116]

softwares, respectively. We performed the MD simulations using the modified GLY-

CAM06 force field [128] for α-D-glucose. The modified GLYCAM06 force field

improves the modeling of monosaccharide aggregation compared with that of the

original GLYCAM06 force field [129]. For the simulation we chose a 0.1 M α-D-

glucose system composed of 20 α-D-glucose and 11,070 water molecules. NPT

constant simulations at 298 K and 1 bar were carried out for 200 ns, with the data

from the first 10 ns being discarded due to the relaxation. Periodic boundary con-

ditions were applied to all systems. In the simulation using the NAMD software,

the temperature was maintained using the Langevin thermostat with a Langevin

damping coefficient of 1.0 ps−1 and the Langevin piston barostat. Long-range elec-

trostatic interactions were calculated using the Particle Mesh Ewald method with

a real-space cut-off of 10 Å. Van der Waals interactions were cutoff at 10 Å. A time

step of 2 fs was used for the SHAKE algorithm that was applied to constraint all

H-bonds. In the simulation using the GROMACS software, the pressure and tem-

perature of the system were controlled using Parrinello-Rahman barostat [117] and

velocity-rescaling method [118], respectively. Long-range electrostatic interactions

were calculated using the Particle Mesh Ewald method with a real-space cutoff of

12 Å. Van der Waals interactions were cut off at 12 Å. A time step of 2 fs was

used for the linear constraint solver (LINCS) algorithm applied to constrain all

H-bonds [159].
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6.3 Methods for analysis

6.3.1 Frequency Calculations: Fourier and Wavelet Transforms

Vibrational spectra were obtained from the vibrational density of states

(VDOS) [160],

P (ω) =

N∑
k=1

∫ ∞

−∞
⟨ṙk(0)ṙk(t)⟩eiωtdt, (6.1)

where ⟨ṙi(0)ṙi(t)⟩ is the time-series velocity auto-correlation function. The velocity

auto-correlation function was calculated for 2.8 ps and averaged over all sugar-

hydroxyl groups and simulation times. The Hann window function was employed

for filtering before the Fourier transform [161] and the Loess method was used for

smoothing in the MATLAB package with a span of 0.015 %.

The time dependent vibrational spectra were calculated by wavelet analysis [162],

Lψf(a, b) = a−
1
2

∫ ∞

−∞
f(t)ψ(

t− b

a
)dt, (6.2)

where a and b are the parameters, and the time series of OH relative velocities

were used as f(t). The parameter b shifts a window at t = b, and the parameter

a determines the window scale and is directly related to frequency. The wavelet

function provides a frequency at time t = b. In previous studies, wavelet analysis was

successfully applied for spectral dynamics of water molecules in ion solutions [163–

165]. In this study, the Morlet-Grossman function [166] was chosen as the mother

wavelet ψ(t),

ψ(t) =
1

σ
√
2π
e2πλite−

t2

2σ2 , (6.3)

where λ and σ are parameters. Following a previous study [162], the values 1 and

2 was set for λ and σ, respectively.

6.3.2 Tetrahedral Order Parameter

The TOP represents the degree of tetrahedral arrangement of water molecules. The

TOP for a water molecule i is calculated by

q = 1− 3

8

3∑
j=1

4∑
k=j+1

(cos(θj,k) +
1

3
)2, (6.4)
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Fig. 6.2 Raman spectra of D-glucose solutions at concentrations be-
tween 0 and 0.5 M.

where θj,k is the angle between the vectors ri,j and ri,k. The terms j and k repre-

sent the four nearest-neighbor water molecule oxygen atoms of the original water

molecule i.

6.4 Results

6.4.1 Hydration-shell spectra of monosaccharides

We applied multivariate curve resolution (MCR) to Raman spectra of D-glucose

solutions at concentrations between 0 and 0.5 M (see Fig. 6.2). Our Raman-MCR

results were obtained using the self-modeling curve resolution (SMCR) algorithm

(see Materials and Methods for more details). The SMCR algorithm is used to de-

compose spectra into bulk-water-correlated and solute-correlated (SC) components.

Figure 6.3A shows the SC and bulk-water spectra. The peak at 2900 cm−1 denotes

the monosaccharide CH groups, and the two overlapping peaks at 3200 cm−1 and

3400 cm−1 correspond to H-bonded OH groups [143]. The OH peaks in the SC

spectra arise from the monosaccharide itself and water molecules in the hydration

shell. However, a previous study showed that the SC spectra mostly contains infor-

mation arising from water molecules in the hydration shell, by using various aqueous
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Fig. 6.4 OH vibrational spectra for all water molecules in the system
obtained by CPMD simulations. The spectra were obtained by the Fourier
transform of the OH relative velocity correlation function. The Loess method
was used for smoothing. The results are in good agreement with the water
spectra obtained experimentally

alcohols [143]. Moreover, the OH peaks of the SC spectrum were as broad as those

of the bulk-water spectrum, which provides evidence that the peaks were correlated

to water molecules in the hydration shell of monosaccharide. Compared with the

bulk-water spectrum, blue shift of the OH peaks was observed in the SC spectrum.

To reveal molecular mechanism of the blue-shift, we also calculated OH vibra-

tional spectra around monosaccharide using the ab initio MD simulations (see

Fig 6.4). Most hydration shells in aqueous monosaccharide solutions are known

to be distributed around monosaccharide oxygen atoms [167, 168]. Therefore, in

this study, we focused on the hydration shells around all oxygen atoms present

in the monosaccharide. Figure 6.3B shows the OH vibrational spectra obtained

by the wavelet analysis (see Materials and Methods for more details) of the water

molecules that are within 3.5 Å of the monosaccharide oxygen atoms. Notably, we

also observed blue-shift of OH peak in hydration shell of monosaccharide, which is

in agreement with the result of SC Raman spectrum. In a water molecule, the OH

bond that is H-bonded with the monosaccharide is classified as the “near” OH bond,

and the opposing OH bond known as the “far” OH bond. We observed a large blue

shift in the “far” OH vibrational spectra, however, no blue shift was observed in

the spectra of the “near” OH vibrational spectra (see Fig. 6.3C). Presence of this

blue shift around all six isomers of the monosaccharide suggests that blue shift is
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Fig. 6.5 OH vibrational spectra of water molecules within 3.5 Å of
all isomers. The spectra were obtained by the wavelet analysis. Red and blue
lines show “Near” and “far” OH bonds from monosaccharide oxygen atoms.

a fundamental phenomenon found at the interfaces of many cyclic compounds (see

Fig. 6.5).

6.4.2 The relationship between water arrangement and the observed blue

shift

In liquid water, the water molecules are tetrahedrally arranged and each water

molecule has four H-bonds: two donor and two acceptor H-bonds [133]. To un-

derstand the correlation between the observed blue shift and the water molecule

network, first we calculated the TOP [134], which represents the degree of tetrahe-

dral arrangement of water molecules. Two forms of the TOP were calculated: (i)

the TOP between water and sugar oxygen atoms, and (ii) the TOP between only

water oxygen atoms (see Materials and Methods for more details). Figure 6.6A

shows the TOPs of water molecules as a function of the distance between oxygen

atoms of monosaccharide and water molecules. In the first hydration shell, the TOP

between only water oxygen atoms is lower than that of the bulk solution because

the tetrahedral arrangement of these water molecules is perturbed by the monosac-

charide. On the other hand, the TOP between water and sugar oxygen atoms is

equal to or greater than that of the bulk solution, which means that the sugar oxy-

gen atoms are involved in the tetrahedral arrangement of water molecules. At a

distance of 4 Å, both the TOPs converge to 0.8 corresponding to the value for the
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Fig. 6.6 Relationship between water arrangement and vibration in
α-D-glucose solution. (A) Average tetrahedral order parameters as a
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D) “near” and “far” OH vibrational spectra of water molecules separated by
the characteristic regions in the TOP between water and sugar oxygen atoms.
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bulk solvent.

Next, we separated the hydration shell into three regions according to the TOP

values between water and sugar oxygen atoms: (i) the TOP is equal to or greater

than that in the bulk (nearTOP region; the water molecule oxygen is located between

the 2.4–2.8 Å), (ii) the TOP is lower than that in the bulk (middleTOP region; the

water molecule oxygen is located between 2.8–3.3 Å), and (iii) the TOP is equal

to that in the bulk (farTOP region; the water molecule oxygen is locate between

3.3–4.0 Å). To clarify the relationship between these regions and the hydration shell

depth, we calculated the RDF between the water and monosaccharide oxygen atoms

(see Figure 6.6B). The boundary between the nearTOP and middleTOP regions is

represented by the first peak of the RDF at a distance of 2.8 Å. The boundary

between the middleTOP and farTOP regions is depicted by the first minimum of the
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RDF, at the distance of 3.3 Å. We demonstrated that the first hydration shell is

the most perturbed by the monosaccharide at a distance of 2.8–3.3 Å , i.e. in the

middle region.

Figures 6.6C and 6.6D show the “near” and “far” OH vibrational spectra of water

molecules in each of the above three regions. In the nearTOP region, water molecules

form a cooperative H-bond network with other water molecules and monosaccharide

oxygen atoms. Due to this stable network, the “far” OH vibrational spectra are

shifted to lower frequencies (red-shift). Notably, in the middleTOP region, the “far”

OH vibrational spectra are clearly shifted to higher frequencies (blue shift). As

we showed above, the weak H-bonded water molecules in the middleTOP region

contribute to this blue shift, which is similar to the observation at hydrophobic

interfaces [144].

6.4.3 Distribution of the dangling water molecules

We performed simulations for six isomers of a monosaccharide, which differ only in

the orientation of their hydroxyl groups. Using the SDF, we visualize the probabil-

ity density of the water molecules around the monosaccharides (see Fig. 6.7). Due

to the different orientation of the hydroxyl groups, distribution of the hydration

shell is unique to each isomer. The weak H-bonded water molecules are distributed

throughout this hydration shell, with all the hydroxyl groups encompassing the

water molecules. Thus, the blue shift was observed in all the monosaccharide solu-

tions. Furthermore, these results suggest that weak H-bonded water molecules can

be found at the interfaces of many other cyclic compounds.

To further investigate the mechanism of the blue shift, we analyzed the H-bond

status (donor or acceptor) in the different regions of the first hydration shells.

To achieve a large ensemble for this analysis, we additionally performed classical

MD simulations. Figure 6.8A shows the average number of H-bonds between wa-

ter molecules, and the formation process of the observed weak H-bonded water

molecules around the monosaccharides is schematically illustrated in Fig. 6.8B. Im-

portantly, the regions defined by the TOP using the CPMD are in good agreement

with results from the classical MD simulations. In the nearTOP region (2.4–2.8 Å),

donor H-bonds between water molecules are more abundant than acceptor H-bonds,

meaning that the two hydrogen atoms are largely oriented towards the bulk solvent

(observed as the red region in Fig. 6.8B). The H-bonds of these water molecules are
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α-D-glucose	
 α-D-mannose	
 α-D-galactose	


β-D-glucose	
 β-D-mannose	
 β-D-galactose	


Fig. 6.7 Density of water molecule oxygen atoms around all the
monosaccharides. Blue colored regions represent the first hydration shells,
and red colored regions represent the location of dangling water molecules,
which are defined as water molecules located in the middleTOP region with low
value of the TOP between water and sugar oxygen atoms.

very stable, and essentially, the water molecules are compatible with the structure of

both the monosaccharide and the bulk solvent. Conversely, in the middleTOP region

(2.8–3.3 Å), acceptor H-bonds between water molecules are more abundant than

donor H-bonds, meaning that the water molecules predominantly act as a donor

to the monosaccharide (observed as the blue region in Fig. 6.8B). These results

are in agreement with the CPMD result that the “far” OH exhibits a blue shift,

whereas the “near” OH exhibits a red shift (see Figs. 6.6C and 2D). We confirmed

these results had no dependence on the water model of classical MD simulation and

H-bond definitions (see Fig. 6.9).

From these results, we propose a mechanism of the formation process of the first

hydration shell around the monosaccharide. First, the closest water molecules (in

the region of 2.4–2.8 Å) primarily form acceptor H-bonds with the monosaccharide,

and these water molecules are as stable as the bulk solvent. Secondly, empty spaces

in the first hydration shell are filled with other water molecules (in the region

of 2.8–3.3 Å). In this region, water molecules mainly form donor H-bonds with the

monosaccharide. These inner H-bonds of the water molecules are strongly attracted
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Fig. 6.8 Formation process of the observed dangling water molecules
around the monosaccharide. (A) Average number of H-bonds between
water molecules and RDF as a function of the distance between oxygen atoms
of monosaccharide and water molecules. These results were obtained by the
classical MD simulations of α-D-glucose solution at 298 K and 1 M using TIP3P
water model. Blue, red, and black represent the number of donor, acceptor, and
total H-bonds, respectively. (B) Schematic view of the formation process of the
dangling water molecules. Red region shows 2.4–2.8 Å where water molecules
mainly form acceptor H-bonds with monosaccharide. These water molecules
are compatible with structure of both the monosaccharide and the bulk. Blue
region shows 2.8–3.3 Å where water molecules mainly acts as an donor with
monosaccharide. In this regions, H-bonds with outer water molecules are un-
stable.

A B C

 0.4

 0.8

 1.2

 1.6

 2

 2.4

 2.8

 3.2

 3.6

 2.5  3  3.5  4  4.5
 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

H
−b

on
d 

nu
m

be
r

R
D

F

Distance [Å]

Donor
Acceptor
Total
RDF

 0.8

 1.2

 1.6

 2

 2.4

 2.8

 3.2

 2.5  3  3.5  4  4.5
 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

H
−b

on
d 

nu
m

be
r

R
D

F

Distance [Å]

Donor
Acceptor
Total
RDF  1.2

 1.6

 2

 2.4

 2.8

 3.2

 3.6

 4

 2.5  3  3.5  4  4.5
 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

H
−b

on
d 

nu
m

be
r

R
D

F

Distance [Å]

Donor
Acceptor
Total
RDF

Fig. 6.9 Average number of H-bonds between water molecules and
RDF as a function of the distance between oxygen atoms of monosac-
charide and water molecules. (A) These results were obtained by the clas-
sical MD simulations of α-D-glucose solution at 298 K and 0.1 M using TIP5P
water model. (B)(C) Different H-bond criteria using TIP3P water model with
(B) Roo ≤ 3.3Å, and θleq25◦ and (C) Roo ≤ 3.7Å, and θ ≤ 35◦.

and perturbed by the monosaccharide; thus, the outer H-bonds between other water

molecules become relatively unstable. The unstable H-bond causes the dangling

motions, and these water molecules exhibit the observed blue shift.

From these results, we propose a mechanism of the formation process of the first

hydration shell around the monosaccharide. First, the closest water molecules (in
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the region of 2.4–2.8 Å) primarily form acceptor H-bonds with the monosaccharide,

and these water molecules are as stable as the bulk solvent. Secondly, empty spaces

in the first hydration shell are filled with other water molecules (in the region

of 2.8–3.3 Å). In this region, water molecules mainly form donor H-bonds with the

monosaccharide. These inner H-bonds of the water molecules are strongly attracted

and perturbed by the monosaccharide; thus, the outer H-bonds between other water

molecules become relatively unstable. The unstable H-bond causes the dangling

motions, and these water molecules exhibit the observed blue shift.

6.4.4 Summary

In summary, we have used Raman spectroscopy and ab initio MD simulations to

investigate the molecular mechanism of the blueshift of water molecules around

six isomers of a monosaccharide. We observed the blueshift of water molecules in

hydration shells of monosaccharides in both experiments and simulations. Using the

simulations, it was demonstrated that in the first hydration shell, the closest water

molecules (2.4 to 2.8 Å) mainly form acceptor H-bonds with the monosaccharide,

and the water molecules are stable. Conversely, in the region of 2.8 to 3.3 Å,

water molecules mainly form donor H-bonds with the monosaccharide, and these

water molecules exhibit a blueshift. The vibrational state of the OH bond, which

is oriented toward the bulk solvent, highly contributes to the observed blueshift.

These results indicate that the weak H-bonded water molecules are arranged to be

compatible not with the bulk water molecule but with the monosaccharide.

This molecular mechanism of the blue shift may be general for many other solu-

tions. A previous study also observed the blue shift in an aqueous NaBr solution

by using SC-Raman spectroscopy [150]. To validate the molecular mechanism, we

performed a CPMD simulation of a NaBr solution. We applied the same analysis

as we used for the monosaccharide solutions to the hydration shell around Na+ and

Br– . By the “near” and “far” analysis, we found the blue shift arising only from

“far” OH bond of water molecules around Br– (see Fig. 6.10). This result supports

the validity and generality of this molecular mechanism of the blue shift.

Furthermore, we demonstrated the relationship between the blue shift and the

perturbation of the tetrahedral structure in water molecules at the hydrophilic in-

terface. This perturbation of water molecules in the first hydration shell has pre-

viously been observed for many biological materials, e.g., DNA [169], small pep-
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Fig. 6.10 Spectra and water arrangement of water molecules in the
NaBr solution. (A and B) “near” and “far” OH vibrational spectra of water
molecules in the first hydration shell of Na+ and Br– , respectively.

tides [170–172] and for various proteins [134]. Therefore, it can be extrapolated

that the the observed blue shift occurs not only at monosaccharide interfaces, but

also at the other materials, and that these properties are essential to understanding

the complex nature of many water-material interfaces.
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Chapter 7

Conclusions

In this study, we have investigated the interactions between water molecules and

biological materials using the MD simulations of the prion protein, rhodopsin, and

monosaccharide.

First, we focused on the interactions between water molecules and the prion pro-

tein. The conformational change from the PrPc to the PrPsc is a key process in

prion diseases. The prion protein has buried water molecules which significantly

contribute to the stability of the protein; however, there has been no report inves-

tigating the influence on the buried hydration sites by a pathogenic mutation not

adjacent to the buried hydration sites. We performed molecular dynamics simula-

tions of wild type (WT) PrPc and pathogenic point mutant T188R to investigate

conformational changes and the buried hydration sites. In WT-PrPc, four buried

hydration sites were identified by residence time and rotational relaxation analysis.

However, there are no stable buried hydration sites in one of T188R simulations,

which indicates that T188R sometimes makes the buried hydration sites fragile. We

also found that fluctuations of subdomains S1-H1-S2 and H1-H2 increase in T188R

when the buried hydration sites become unstable. Since the side chain of arginine

which is replaced from threonine in T188R is larger than of threonine, the side chain

cannot be embedded in the protein, which is one of the causes of the instability of

subdomains. These results showed correlations between the buried hydration sites

and the mutation which is far from them, and provide a possible explanation for

the instability by mutation.

Second, we investigated the interactions between water molecules and rhodopsin.

Rhodopsin is a light-driven G-protein-coupled receptor that mediates signal trans-

duction in eyes. Internal water molecules mediate activation of the receptor in a

rhodopsin cascade reaction and contribute to conformational stability of the recep-



80 Chapter 7 Conclusions

tor. However, it remains unclear how internal water molecules exchange between

the bulk and protein inside, in particular through a putative solvent pore on the

cytoplasmic. Using all-atom molecular dynamics simulations, we identified the sol-

vent pore on cytoplasmic side in both the Meta II state and the Opsin. On the other

hand, the solvent pore does not exist in the dark-adapted rhodopsin. We revealed

two characteristic narrow regions located within the solvent pore in the Meta II

state. The narrow regions distinguish bulk and the internal hydration sites, one

of which is adjacent to the conserved structural motif “NPxxY”. Water molecules

in the solvent pore diffuse by pushing or sometimes jumping a preceding water

molecule due to the geometry of the solvent pore. These findings revealed a to-

tal water flux between the bulk and the protein inside in the Meta II state, and

suggested that these pathways provide water molecules to the crucial sites of the

activated rhodopsin.

Finally, we focused on the interactions between water molecules and monosac-

charide. Water-monosaccharide coupled interactions are essential for the function,

stability, and dynamics of all glycans. Using molecular dynamics simulations, we

investigated the effects of temperature, concentration, and monosaccharide isomer

on the hydration structure and water dynamics in the hydration shell of monosac-

charides in solution. We found that perturbations of the hydrogen-bond (H-bond)

network in the first hydration shell around each monosaccharide molecule can be

separated into two regions: one rich in water molecules with donor H-bonds (in

the 2.4-2.8 Åregion) and the other rich in water molecules with abundant acceptor

H-bonds (in the 2.8-3.3 Åregion). Moreover, we investigated the dependencies of

clustering and conversion of the conformers of the monosaccharides on temperature

and concentration. Increasing the concentration enhances monosaccharide cluster-

ing in all the monosaccharide solutions, while cluster formation does not depend

on temperature. In the clusters, some water molecules in the hydration shell are

replaced with monosaccharide oxygen atoms, which contributes to the shrinkage of

the hydration shell with increasing monosaccharide concentration. The monosac-

charides basically adopt one of two conformers, the stable chair or the unstable boat

conformer. We revealed that the hydration structures of the boat and chair con-

formers were dramatically different. As the temperature increases, the content of

the chair conformer decreases. Thus, the conversion of conformers strongly affects

the hydration structure around the monosaccharide. These results are critical to
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understand the important roles of the hydration structure in glycan solutions.

We also found that the interactions between water molecules and monosaccharide

caused the high-frequency motions of water molecules. A variety of spectroscopic

studies have observed a high-frequency motion in these water molecules, represented

by a blueshift, at both hydrophobic and hydrophilic interfaces. However, the molec-

ular mechanism behind this blueshift has remained unclear. Using Raman spec-

troscopy and ab initio molecular dynamics simulations, we revealed the molecular

mechanism of the blueshift of water molecules around six monosaccharide isomers.

In the first hydration shell, we found weak hydrogen-bonded water molecules that

cannot have a stable tetrahedral water network. In the water molecules, the vibra-

tional state of the OH bond oriented toward the bulk solvent strongly contributes

to the observed blueshift. Our work suggests that the blueshift in various solutions

originates from the vibrational motions of these observed water molecules.

From these results, we concluded that water molecules play fatal roles for the

stability, fluctuations and functions of many biological materials, and this study

provides essential information for understanding of the interactions between water

molecules and biological materials.
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Abbreviations and symbols

MD Molecular dynamics
CPMD Car-Parrinello molecular dynamics
DFT Density function theory
PrPc α-helix-rich cellular prion protein
PrPsc β-sheet-rich scrapie prion protein
GPCR G protein coupled receptor
POPC Palmitoyl-oleoyl-phosphatidylcholine
RMSD Root mean square deviation
RMSF Root mean square fluctuation
RDF Radial distribution function
SDF Spatial distribution function
TOP Tetrahedral order parameter
SC Solute correlated
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