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Abstract

Recently, processing platforms which have a host CPU and  accelerators such as GPU
(Graphic Processing Unit) or FPGA (Field-Programmable Gate Array) have become mainstream.
Such heterogeneous platforms are used in a scientific computation domain  which takes a lot
of processing power and also used in an embedded device domain which requires a power
efficient system. Although design tools or useful libraries are provided, it is not easy to
accelerate existing applications on such platforms without expertise or special knowledge.

In this thesis, a new toolchain for application acceleration called Courier is proposed. It
only requires an executable binary of the target application and a corresponding function code
for an accelerator. Besides, it doesn’t require a source code of the application nor re-compilation
of the binary. A work-flow of Courier is a simple and intended for non-expert users. Courier is
consisting of Frontend, Courier Intermediate Representation and Backend. Frontend analyzes
processing flow of a running application binary, Courier IR makes graph and generates
intermediate code of the processing flow, and Backend replaces target functions in the
processing flow with accelerated functions which is running on accelerators. Target platforms
are a node which has a CPU and a GPU (a single-node mixed CPU-GPU platform), multiple
nodes which have a CPU and GPUs (a multi-node mixed CPU-GPU platform), and a node which
has a CPU and an FPGA (a single-node mixed CPU-FPGA platform). To accelerate existing
applications, Courier uses compiled binaries which include accelerator functions and data
transfer functions for a single-node and a multi-node mixed CPU-GPU platforms. It also uses
hardware modules including CPU-FPGA bridge bus for a single-node mixed CPU-FPGA
platform. In the case of a multi-node mixed CPU-GPU platform, Courier uses a special
inter-node communication system developed by Tsukuba University. It is called PEACH2
(PCI-Express Adaptive Control Hub 2) and an inter-node task pipeline is built. In the case of a
single-node mixed CPU-FPGA platform, I construct a mixed hardware software pipeline which
is composed of software functions on CPU and hardware modules on an FPGA. We conducted
case studies so as to show the applicability of Courier. Some applications including image
processing, vector processing and Fourier transformation, are accelerated by using Courier on
heterogeneous platforms.




