
 

 

 

 

 

Study on Uncertainty Modeling and  

Sampling Scheme with Focus on Tail  

Distribution Applied to Biomechanics  

Simulation of Pressure Ulcer 
 

 

 

 

 

 

 

 

 

 

September 2014 

 

 

Samuel Susanto Slamet





i 

 

DISSERTATION 

Submitted to the School of Science for Open and Environmental Systems, Keio 

University, in partial fulfillment of the requirements for the degree of Doctor of 

Philosophy 



ii 

 

ABSTRACT 

In the field of computational mechanics, ever since the publication of guideline 

for validation of finite element analysis by the American Society of Mechanical Engineers 

in 2006, uncertainty modeling is becoming an important issue not only in the industries 

but also in the academic research because they require huge computational cost when 

Monte Carlo simulation is used. The uncertainties of input parameters for finite element 

analysis are usually expressed by probability density function (pdf). However, epistemic 

uncertainty is lacking in accuracy of pdf and confidence. In other words, there remains a 

problem in the uncertainty modeling when it is hardly expressed by pdf. Also in the Monte 

Carlo simulation, the prediction of the critical value of quantity of interest (QoI) is not 

easy and the case with very low frequency is hard to be validated because it will rarely 

happen in real life situation. 

Hence, this thesis proposed practical sampling scheme for Monte Carlo simulation 

with focus on QoI in the tail distribution, which was named as stepwise limited sampling 

(SLS) method. The uncertainty parameters with and without defined pdf were considered 

in this study. Mathematical description of those uncertainty parameters and every 

computational procedure were presented. This method consists of three steps. The first 

step is the convergence check of the expected value of QoI. New methodology for 

convergence check was proposed and verified. The second step is the definition of limited 

sampling zone. The parameters in this limited sampling zone may result in a critical value 

of QoI. It was approximated by polygon after choosing two parameters among many 
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parameters, which contributed to the automatic processing in the computer program and 

also for the projection process to reduce the number of uncertainty parameters. The third 

step is the analysis of tail distribution by generating random numbers in the limited 

sampling zone.  

 This proposed method was then applied to biomechanics analysis of pressure ulcer 

with assumption that tiny damage in fibril tissue at the bone-muscle interface in human 

buttock is the trigger of this disease. Seven parameters were taken into consideration 

including Young’s modulus of fat and muscle, shear modulus of fat, volume fraction of 

fat and muscle, loading condition, length and location of fibril tissue damage modeled by 

cutout in finite element method. Three parameters with respect to the mechanical 

properties of fat and muscle were expressed by pdf. On the other hand, pdf was not given 

to other four parameters. The proposed SLS method could successfully analyze the tail 

distribution and critical combination of parameters were obtained that result in very high 

shear strain value at the cutout tip at the bone-muscle interface following the prediction 

of occurrence of pressure ulcer. The biomechanics analysis could also explain the 

reoccurrence of pressure ulcer even after the surgical treatment. Through this 

demonstration of SLS method, the reliability and usefulness of the obtained tail 

distribution were proven together with its cost-effectiveness to be used in wide 

engineering fields.
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CHAPTER 1  

Introduction 

1.1 Motivation 

 The quality assurance of engineering simulation is essential ever since the 

American Society of Mechanical Engineers (ASME) published the guidelines for 

verification and validation (The American Society of Mechanical Engineers, 2006, 2009, 

2012). In Japan, The Japan Society for Computational Engineering and Science (JSCES) 

published two standards on the quality management and model procedure for engineering 

simulation (The Japan Society for Computational Engineering and Science, 2011a, 

2011b). These two JSCES standards followed ISO and NAFEMS (Hellen, 2004) in the 

United Kingdom. The main concern of verification and validation is to assess the 

accuracy of a computational simulation, which is required to provide confidence that the 

results from the computational models are accurate and to solve the intended problem. It 

is important in engineering and biomechanics fields to obtain validation by creating a 

model that is an accurate representation of a real object. However, validation must be 

preceded by code and solution verification.  

ASME (2012) defines verification as the process of determining that computer 

model accurately represents the underlying mathematical equations and their solution. 

The verification process has two aspects: code verification and calculation verification. 

Code verification is the process of ensuring that there are no programming errors and that 
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the numerical algorithms used will yield accurate solutions. Calculation verification is 

defined as the process of determining the solution accuracy of a particular calculation. 

Again, ASME (2012) defines validation as the process of determining the degree to which 

a computational model is an accurate representation of the real world from the perspective 

of the intended uses of the model. Validation process involves the comparison of 

computational results of the modeling and simulation process with experimental data 

from various sources (Oberkampf et al., 2004; American Institute of Aeronautics and. 

Astronautics, 1998). A method proposed by Coleman and Stern (1997) uses the concept 

from experimental uncertainty modeling to consider the errors and uncertainties in both 

the solution and the data (The American Society of Mechanical Engineers, 2009).  

A graphical representation of this verification and validation process can be seen 

in Fig. 1.1, which was made based on the figure made by Society for Computer 

Simulation (SCS) in 1979 (Oberkampf et al., 2004). The figure shows two types of model, 

conceptual and computerized model. The conceptual model contains mathematical 

modeling data and equations while the computerized model contains an operational 

computer program that implements the conceptual model itself. With the verification and 

validation, the accuracy of the conceptual and computerized model can be assessed.  

Subsequently, the uncertainty modeling of practical problems in the engineering 

and biomechanics fields is becoming a matter of interest. In the experimental works, it is 

quite natural to consider the uncertainty. On the other hand, in the engineering simulation, 

the consideration of uncertainty usually requires huge computational cost and therefore 

most of the industries are hesitating to carry out the probabilistic and/or stochastic 

analysis. ASME (2012) described the numerical error in detail, but
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Figure 1.1: Phases of modeling and simulation and the role of verification and validation. 

the practical computational methods are not discussed except very classical Monte Carlo 

method and Latin Hypercube Sampling (LHS). JSCES standards (The Japan Society for 

Computational Engineering and Science, 2011a, 2011b) described nothing about the 

uncertainty modeling and simulation. On the other hand, NAFEMS summarized more 

practical computational methods and many examples in industries (Thacker, 2008). Some 

more details on the state-of-the-art of probabilistic/stochastic finite element methods are 

discussed in Chapter 2.  

However, there still remain many problems in the probabilistic/stochastic finite 

element analysis. The case with very low frequency is hard to validate because it will 

never happened in real life situation. Engineers have difficulties due to the lack of 

knowledge about some parts of a process and as such it is difficult to describe the true 

behavior of real-world system with sufficient accuracy (Rauh, 2011). Meanwhile, an 

accurate prediction of tail distribution is important especially when human life is put into 

consideration. Risk can be minimized but not eliminated completely (Haldar and 

Mahadevan, 2000). Serious accident can happen in very rare case of combination from 
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Figure 1.2 Very rare case 𝑥̂ is located at QoI(𝑥̂) ≥ QoI𝑐. The sampling scheme in this 

thesis is to find a sampling point 𝑥̂ ∈ (QoI(𝑥) ≥ QoI𝑐). 

internal and external parameters. The missing combination of very rare case can be found 

in the tail region. Shown in Fig. 1.2, tail region is defined as the region where the quantity 

of interest (QoI) of input parameter x is larger than or equal to QoIc. The probability 

function of QoI in the tail region is the tail distribution and the integral in the tail is the 

tail probability as shown in the following equation: 

 ∫ 𝑓(𝑄𝑜𝐼(𝑥))𝑑𝑥
𝑄𝑜𝐼(𝑥)≥𝑄𝑜𝐼𝑐

 (1.1) 

The practical and effective computational scheme for tail distribution analysis is still an 

open problem. This thesis will give a methodology to resolve that problem. 

In this thesis, the term “tail distribution analysis” or “analysis of tail distribution” 

was defined by finding a very rare case 𝑥̂ where 𝑥̂ ∈ (QoI(𝑥) ≥ QoI𝑐). After that, the 

sampling points are analyzed by FEM. The probability is not calculated but the term tail 

region is not a clear term so tail distribution is used. The term in the thesis title “sampling 

scheme with focus on tail distribution” means how to find this very rare sampling case of 

𝑥̂. The term tail distribution was used because there was known term for the above group 

of(QoI(𝑥̂) ≥ QoI𝑐). 

 Uncertainties in engineering design are unavoidable and it is important for current 

industry to have a method that can handle very large number of uncertainty parameters 

with high accuracy and low computational cost. This in turn will help the industry to 
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make a better decision in design. Measures of uncertainty is difficult to obtain but 

uncertainty in software can still be measured (Dienstfrey, 2012). ASME (2006) and 

NAFEMS (2008) defines two kinds of uncertainties, irreducible uncertainties (aletory) 

and reducible uncertainties (epistemic). In finite element analysis and Monte Carlo 

simulation, reducible (epistemic) uncertainties are often discussed now. Both of these 

uncertainties can be defined in the form of a probability density function (pdf) by mean 

values and standard deviation but not all uncertainties can be defined in pdf form, because 

there are some cases that the uncertainties cannot represent the situation in pdf form 

correctly. In that case, discrete sample points are instead defined for that particular 

uncertainties. The necessary statistical information can be extracted following Fig. 1.3 

for steps in probabilistic study based on Haldar and Mahadevan (2000). 

The probability density function (pdf) is a function to express the scattered data, 

which is defined by the histogram of raw data with always some assumption or 

approximation. Even if the number of raw data is enough, it is not good to assume the 

normal distribution, which is also written in ASME (2006). In the past project on the skin 

biomechanics study for microneedle array design, mixed Weibull distribution was 

assumed. In that experience, the accuracy of the assumed pdf is not good especially in the 

area leading to the tail distribution of QoI. This thesis does not give guide when pdf 

should be used and when histogram should be used in the definition of input parameters 

with pdf and without defined pdf, which is up to the users. 

Currently, there are several known methods to analyze uncertainties in modeling 

such as stochastic finite element method (Stochastic FEM), stochastic response surface 

method (SRSM), and most probable point uncertainty analysis (MPPUA). These methods 

will be discussed more in Chapter 2. 
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 Another known method is the Monte Carlo simulation that can perform 

uncertainty analysis regardless of the complexity of the model but has a drawback of a 

very high computational cost to solve it (Schenk and Schuëller, 2005; Gamerman and 

Lopes, 2006; Rubinstein and Kroese, 2008; Sakata et al., 2013b). In this thesis, a 

computational procedure is proposed to obtain both sufficiently accurate expected value 

of the quantity of interest and the tail distribution in the Monte Carlo simulation with 

finite element analysis. This method consists of three-step procedures. First, the Monte 

Carlo simulation is suspended when the expected value of quantity of interest reaches the 

convergence. Second, the limited sampling zone is determined by the calculated results   

Figure 1.3: Steps in probabilistic study. 
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in the first step so that the probable combination of input parameters in this zone will lead 

to critical results. Variety of uncertainty parameters are considered and some of them are 

not expressed by probability density function. A projection scheme is proposed in the 

second step for those parameters without defined probability density function, which 

contributes to the reduction of number of parameters. Finally, the second Monte Carlo 

simulation is performed to analyze the tail distribution using only the random sample 

points in the limited zone. This three-step scheme is named the stepwise limited sampling 

(SLS) method. See Fig. 1.4 for a graphical representation of this SLS method. 

 This method was then applied to analyze the tail distribution analysis of pressure 

ulcer. Pressure ulcer is a disease that occurs in the human body and involves human life. 

1.2 Organization of Thesis 

 This thesis is organized into seven chapters. The introduction shown in Chapter 1 

here focused on drawing the whole view of the current activities for verification and 

validation of engineering simulation as a motivation of this research work. Following it, 

more detailed literature review from the academic viewpoint in the finite element method,  

 
Figure 1.4: A graphical representation of the Stepwise Limited Sampling (SLS) method. 

The method starts with the setup of uncertainty parameters in Chapter 3.1. 
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several uncertainty analysis methods, and Monte Carlo simulation are introduced in 

Chapter 2. The main contribution of this thesis is the development of the new sampling 

scheme for practical Monte Carlo simulation highlighting on the tail distribution, named 

as stepwise limited sampling (SLS) method, which is presented in Chapter 3.  

Chapters 4 and 5 are devoted to the application of the proposed method to a 

biomechanics problem of pressure ulcer. Chapter 4 describes the problem setting 

beginning with the background from medical viewpoint, assumption of biomechanics, 

uncertainty parameters and finite element modeling. The numerical results and discussion 

are shown in Chapter 5. Note here that a biomechanics analysis is one of the difficult 

problems from the standpoint of validation, because in-vivo experiments are hardly 

carried out or in many cases impossible. Therefore, there is a growing need for 

computational biomechanics simulation. The applicability of the proposed methodology 

to a biomechanics problem is worth discussing in this paper. 

Following this demonstrative example, the overall discussion on the proposed 

computational scheme is given in Chapter 6. Findings, limitations and future works are 

summarized in Chapter 7. A graphical representation of the organization of thesis can be 

seen in Fig. 1.5. 
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Figure 1.5: Hierarchical approach and respective chapters in this thesis. 
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CHAPTER 2  

Literature Review 

2.1 Stochastic Finite Element Method 

 As mentioned in Chapter 1, there are several ways to perform the analysis in 

uncertainty modeling. The first method discussed in this literature review is the stochastic 

finite element method. This method is an extension of the classical deterministic finite 

element approach to the stochastic framework i.e. to the solution of static and dynamic 

problems involving finite elements whose properties are random (Stefanou, 2009). The 

method is a broad and sophisticated reliability analysis method that can be used for both 

explicit and implicit performance functions (Haldar and Mahadevan, 2000).  

An analysis of multiscale stochastic stress analysis of the porous material 

considering a microscopic geometrical random variation has been studied (Sakata et al., 

2013a).  

The stochastic finite element analysis is considered to be a useful method in 

comparison with the conventional sampling method or Monte Carlo simulation when the 

computational cost is large (Basarudin et al., 2013). Since first-order or sometimes 

second-order perturbation with respect to an input parameter is used, however, the 

applications are limited to the uncertainty in material properties and moreover only a 

small fluctuation such as the shape and size of the target structure, the calculation of the 



 

11 

 

derivative of strain-displacement matrix in finite element method is not accurate enough 

due to the nature of the finite difference approximation. 

2.2 Stochastic Response Surface Method 

 Stochastic response surface method (SRSM) constructs a polynomial closed-form 

approximation. This method involves in the approximation of both input and output of an 

uncertain system. The propagation of input uncertainty through a model using SRSM is 

accomplished by expressing input uncertainties in terms of a set of random variables, then 

assume a functional form for selected outputs and finally the parameters of the functional 

approximation are determined (Isukapalli et al., 1998).  Further savings in the computer 

resources for SRSM has been performed (Isukapalli et al., 2000). The major advantage 

of SRSM is that it allows existing deterministic numerical code to be used as a “black-

box” within the method. However, the application of stochastic response surface method 

to reliability problems has not been investigated sufficiently due to reason such as 

computational complexity (Li et al., 2011).  

 According to Datta and Kushwaha (2011), the SRSM is adopted to achieve the 

goal in which the number of model simulations for adequate estimation of uncertainty is 

substantially reduced compared to conventional simulation. In that study, an analysis for 

a non-linear problem was demonstrated with the groundwater model, in which the 

injection of a tracer chemical and its corresponding concentration as a function of time 

and distance was presented. The SRSM is based on polynomial chaos theory and in that 

study the Polynomial Chaos Expansion (PCE) was applied for quantification and 

propagation of the uncertainty of the model output with a limited number of model run.  
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 It seems that the success of SRSM is strongly dependent on the sampling scheme 

to form an accurate response surface. The difficulty always lies in the trade-off between 

computational cost and accuracy. 

2.3 Most Probable Point Method 

 The most probable point method is widely used for engineering reliability analysis 

and reliability-based design (Du et al., 2010). It has a good balance between accuracy and 

efficiency. The concept of this method to analyze uncertainty analysis is to utilize the 

cumulative distribution function of a system output by evaluating probability estimates at 

a serial of limit states across a range of output performance (Du and Chen, 2001).  

 Reliability analysis based approaches have better accuracy compared to 

sensitivity based approximations and response surface modeling. Reliability analysis 

method are characterized by the use of analytical techniques to find a particular point in 

design space that can be related or approximated to the probability of system failure. This 

point is referred to as most probable point. The method itself has a way to improve the 

locating of the most probable point by employing a better search algorithm and strategy 

(Du and Chen, 2001). 

 Compared to the most probable point method, this thesis put highlight on the tail 

distribution region including the most probable point. In that sense, the proposed method 

in this paper may be categorized as an extension of the most probable point method. 

2.4 Monte Carlo Simulation 

 Monte Carlo simulation is another method that can perform uncertainty analysis 

regardless of the complexity of the model but with a drawback of very high computational 

cost. The computational cost increases with respect to the complexity of the model. 
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Another close example to Monte Carlo simulation is the Latin Hypercube method. The 

difference between the two methods is that uncertainty distribution of every single 

parameter in Monte Carlo must be specified while in Latin Hypercube method the 

distribution is divided into a series of non-overlapping intervals of equal probability 

(Bieda, 2012). The Latin Hypercube was described by McKay et al. (2000) and it was 

said that it has an advantage when the output is dominated by only a few components. 

This method ensures that each of the components represented in a fully stratified manner 

without considering the importance. 

Another very common method used in Monte Carlo simulation is the Markov 

Chain Monte Carlo method which can be used to approximate sample generation from an 

arbitrary distribution. Markov Chain is one part of Markov process. Markov process are 

stochastic processes whose futures are conditionally independent of their pasts given their 

present value. A Markov process with a discrete set is called Markov Chain and Markov 

process with a discrete state space and continuous index set is called Markov jump 

process (Rubinstein and Kroese, 2008). The Markov chain is a special type of stochastic 

process which deals with characterization of sequences of random variables (Gamerman 

and Lopes, 2006). 

 Important sampling is a technique to reduce the standard deviation found in an 

advanced Monte Carlo simulation for estimating properties of a particular distribution. It 

is one of the most effective variance reduction techniques other than conditional Monte 

Carlo (Rubinstein and Kroese, 2008). The reduction is very dramatic that sometimes it 

goes to the order of millions. However, the understanding is that, importance sampling is 

used when such combination of parameters are already obtained or provided. The 

importance sampling itself did not discuss on how to obtain the combination of 

parameters. 
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The Markov Chain Monte Carlo (MCMC) was proposed by Metropolis et al. 

(1953) when they had the idea to generating Markov chain with limits in distribution 

equal to the desired target distribution when handling problem in statistical physics. Some 

modification of the Metropolis algorithm includes the one made by Hastings (Hastings, 

1970). The main idea of the Metropolis-Hastings algorithm is to simulate a Markov Chain 

such that the stationary distribution of this chain coincides with the target distribution 

(Rubinstein and Kroese, 2008). 

 Fig. 2.1 describes the basic principle of Monte Carlo simulation based on Schenk 

and Schuëller (2005). Statistics are used to give information on variability of the response. 

The system is described by L and set of random input variables is in vector x defined in 

an m-dimensional vector space mapped to the r-dimensional output y. 

In a typical stochastic simulation, randomness is introduced into simulation 

models via independent uniformly distributed random variables (Rubinstein and Kroese, 

2008). The accuracy of Monte Carlo simulation is very dependent on the random number 

algorithm generation and the number of computational cases. Using the Mersenne 

Twister to generate 10,000 random sampling points is not good enough for the reliability 

to analyze the tail distribution. Therefore, an accurate and practical sampling scheme is 

needed for the tail distribution analysis. 

 

Figure 2.1: The basic analysis on Monte Carlo simulation (Schenk and Schuëller, 2005)
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CHAPTER 3  

Computational Method of Tail 

Distribution Analysis by Stepwise 

Limited Sampling 

3.1 Setup of Uncertainty Parameters 

 In uncertainty modeling, there can be two kinds of input parameters: parameters 

with probability density function (pdf) with total parameters m1 and parameters without 

defined pdf with total parameters m2.  

An input parameter without defined probability density function (pdf) means that 

the pdf of this parameter is not created accurately from the histogram of measured data 

due to the lack of enough number of data as shown in Fig. 3.1. Note that pdf is created by 

approximating the histogram of measured data. Even when more number of measured 

data exist, we cannot assume the normal distribution. Therefore, when the number of 

measured data is small, which are often encounter, the proposed modeling framework 

allows the users to choose whether that they want to use assumed pdf or that they treat it 

as a parameter without defined pdf. 

In this thesis, when a combination of parameters leading to critical value of QoI 

is obtained, the probability of that combination of parameters is not a concern. Therefore, 

the probability of a sampling point with respect to a parameter without defined pdf is not 

referred, where the sampling point will be chosen from the measured data in Fig. 3.1.  
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Figure 3.1 Approximation of pdf performed when the data is not enough 

 

Figure 3.2 Case where the histogram to generate the pdf is mostly flat. 

The histogram of the measured data and the pdf are quite different. The parameter without 

defined pdf should be determined based on the histogram of measured data. Note that, we 

do not prohibit to assume pdf if users want to use assumed pdf in the simulation. 

There are some cases for parameters without defined pdf such as: 

1. When histogram is not measured and the input parameter is not a single value. 

2. When histogram was given by measurement but the number of data is not enough. 

The user then decided not to assume the pdf. 

Another good example of such parameter that cannot be approximated by pdf can 

be seen in Fig. 3.2. In this case, the scattering of measured data is very large and the 

histogram is preventing the finding of pdf. This is mostly true in inter-individual 

difference in biomechanical data. Even if samples were added, the histogram will be 

mostly flat. 

The parameters with pdf are random parameters because they have histogram. 

When one sampling point was taken, then the sampling point can be treated as a 
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deterministic parameter until the union of that limited sampling zone was performed in 

the projection step. Since the probability of finally obtained combination of parameters 

leading to critical value of QoI is not a matter of concern in SLS method, the probability 

of each sampling points is not referred in the simulation. 

In this method, s is the collection of sampling with 

 s = (x, y) = (x1,..., xm1
, y1,..., ym2

) (3.1) 

where x is the parameters with pdf and y is the parameters without defined pdf and instead 

has discrete sampling cases N(y) or N(yi). The parameters y and yi are written in bold 

lettering because they are in the form of vectors of the parameters without defined pdf 

and of discrete sampling cases respectively. The parameter x is written in bold lettering 

because it is a vector of the parameters xi with pdf. This setup can manage large amount 

of input parameters that include both parameters with pdf and without defined pdf as seen 

in Fig. 3.3. The total number of combination of discrete sampling cases is determined as 

follows: 

  (3.2) 

 

Figure 3.3: An illustration of the uncertainty parameters considered in the analysis. The 

description for each parameter can be seen in Eq. (3.1) and Eq. (3.2). yn = yw is the location 

of where the tail distribution will be analyzed and will be explained more in Chapter 3.4. 
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The bound for parameter y should be defined when determining the parameters. 

It is very common to have a bound and the more sampling points is preferable because 

the response surface will not be linear inside that particular range. In order to define this 

bound, the user should ask opinion of experts that can help the user to define the bound 

from the experience of those experts. 

3.2 Convergence Check 

 The Monte Carlo simulation is performed with parameters x for fixed parameters

y1,..., ym2
which is denoted by the collection of sampling s  as follows: 

 ),...,,...,(
21 11 mmxxss yy  (3.3) 

Note, in this thesis, the fixed parameters are shown after the symbol “|” in the equation. 

The number of combination of fixed parameters is ))(( yN . 

 The convergence of the expected value is, in general, more easily obtained than 

the standard deviation (Takano et al., 2012). This is because the quality of random 

numbers generated in the tail distribution is not good enough using 10,000 random 

numbers. The convergence can be obtained if Eq. (3.4) is satisfied three times 

continuously because the expected value oscillates as the increase of analyses in Monte 

Carlo simulation (Takano et al., 2012). 

 
max)100(

)100(

))1(100()100(
)(

)(
)()(

nsEV

sSD
sEVsEV gg  

 (3.4) 

where EV( s ) denotes the expected value of QoI, SD( s ) the standard deviation and g = 

1,…,100 in order to stop the Monte Carlo simulation with maximum sampling points nmax 

= 10,000. The number of necessary sampling points is defined as )(iMCconv

 )))((,...,1( yNi . This procedure is automated in the computer program. 
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3.3 Definition of Limited Sampling Zone and Its Projection 

 The purpose of this section is to choose the possible combination of parameters 

leading to critical value of QoI by investigating the obtained results whose expected value 

is converged. Even if there are a number of input parameters, it is easy to study about sets 

of two parameters among all parameters. The possible zone of tail distribution can be 

illustrated in 2D plane with respect to the selected set of two parameters as shown in Fig. 

3.4. When two parameters xi and xj where i < j are selected, this zone is called in this 

thesis a limited sampling zone, LSZij. If the zone is approximated by polygon, the zone is 

then bounded by multiple linear equations. Thus, LSZij is defined by the following 

equation: 

 
)( )  0;,,...,,,...,,,...,,,...,(        

}  0;{

21 111111 jiarxqxpxxxxxxxxs

arxqxpsLSZ

ajaiajimmjjii

ajaiaij





 yy
 (3.5) 

where pa, qa and ra are the coefficient factors of linear equations. In the equation, the 

symbol “;” denotes the condition of collection sampling. This procedure to define LSZij 

can be automated because of the approximation by polygon. 

The number of (xi xj) planes is a combination of 
m1

C2
for each QoI and each N(y). 

Those planes can be collected by the following procedure called projection in this thesis. 

The limited sampling zone, LSZij, is individually defined in xi-xj plane for fixed sampling 

points of each y. Since the same xi-xj plane is used, it is easy to overlap all limited 

sampling zone and to take a union, which is called as projection in my thesis. Figure 3.5 

illustrates the concept of projection that uses union operation and is described by the 

following equation for a typical case where two parameters yk and yl without defined pdf 

where k < l are concerned: 
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Figure 3.4: Concept of definition of limited sampling zone for two input parameters with 

pdf notated by xi and xj that are independent to each other. Examples of the approximation 

equations forming the limited zones by polygon are shown in the green and yellow areas. 

 

 

Figure 3.5: An illustration of a projection of LSZij(yk,yl) following Eq. (3.6). 
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 The projection procedure can reduce the number of combination parameters. That 

is, in the case of Eq. (3.6), both N(yk) and N(yl) are reduced to 1. 

In order to analyze the problem in multi-dimensional parameter space, 21
Cm  

number of 2D cross sections are considered. That is, 2D cross sections are taken with 

respect to all axes in multi-dimensional parameter space. This was performed by simply 

following the mathematical formula. There is no need to recognize the surface in the 

multi-dimensional space because it is very difficult to visualize. 

3.4 Analysis of Tail Distribution 

 With the limited sampling zone projected to 2D planes with respect to two 

parameters with pdf, the sampling points are generated only in this limited sampling zone 

using, for instance, a rejection method and are then used for the 2nd Monte Carlo 

simulation. In the sense, the proposed method is called stepwise limited sampling (SLS) 

method. The re-analysis of tail distribution with a fixed point yn = yw as shown in Fig. 3.3 

is performed using the collection of sampling determined as follows: 

 }),({ wn y
lkijLSZss




y
yy  (3.7) 

 In SLS, the 1st Monte Carlo simulation provides the expected value of QoI and 

the 2nd simulation is devoted to analyze the tail distribution very accurately and not 

missing a possibility of combination of parameters leading to critical value of QoI. The 

most notable feature of SLS lies in the definition of limited sampling zone in 2D planes 

approximated by polygon and its projection to reduce the number of parameters. 
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CHAPTER 4  

Biomechanics Problem Setting of 

Pressure Ulcer 

4.1 Background and Literature Review 

 Pressure ulcer is a disease caused by prolonged pressure that cuts off the blood 

supply to cells and/or organs (Bansal et al., 2005). This cut off of blood causes the 

surrounding skin cells to die. Only 2 hours of continuous physical pressure is enough to 

cause a pressure ulcer (Reddy et al., 2006). Low quality mechanical tissue properties can 

cause pressure ulcer, which are known to be caused by aging, wet conditions and a lack 

of nutrition (Schoonhoven et al., 2002). The changes in tissue properties are hard to 

understand, and as a result most current research is focused more on treatment after a 

pressure ulcer occurs and designing special mattresses rather than studying the 

biomechanism even though it is very important for the prevention of pressure ulcers. 

 Pressure ulcers are classified into 4 stages in the medical field with Stage IV as 

the worst case (Brem and Lyder, 2004): 

 Stage I: A reddened area on the skin that does not turn white when pressed. 

This indicates that a pressure ulcer is starting to develop. 

 Stage II: The skin blisters or forms an open sore. The area around the sore 

may be red and irritated. 
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 Stage III: The skin breakdown now looks like a crater. There is damage to the 

tissue below the skin. 

 Stage IV: The pressure ulcer has become so deep that there is damage to the 

muscle and bone, and sometimes to tendons and joints. 

 Most pressure ulcers occur in situations where the subject is prone to a continuous 

mechanical load for a very long time i.e. bedridden people or people who are dependent 

on using a wheel chair (Makhsous et al., 2007). The human buttock is always used to 

support their weight, and the fact that the human buttock has very little fat over the bone 

(Linder-Ganz et al., 2007) shows that the human buttock is the most prone area for 

pressure ulcer. Determining the correct nursing care is important in order to reduce the 

chance of pressure ulcers occurrences. In this thesis, the application of the SLS method 

is performed in order to find the nursing strategy to prevent the pressure ulcer from 

occurring by analyzing the critical combination in the tail distribution. 

 It has been found that internal damage in deep muscle layers covering bony 

prominences can result in fatal pressure ulcer (Maeda, 2006; Bouten et al., 2003). 

However, the initial location of that damage has not yet been found. Since it is important 

to know the local internal strain/stress regions under external pressure, some numerical 

studies using CT/MRI image-based FEM have been reported. However, Bouten et al. 

(2003) claimed that FEM is not familiar method to clinical and nursing staff. Therefore, 

this study aims at developing a practical simulation methodology. Each person has 

different material properties that were influenced by age, gender, nutrition intake, and 

wet or dry skin. These differences will effect on how the nursing method should be 

performed and what positioning will be best for each individual patient. 

Some studies on pressure ulcer were performed using the finite element method 

varying from 2D to 3D analyses. The 3D analysis did not always have a very good 
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accuracy. Makhsous (Makhsous et al., 2007) used the Mooney-Rivlin model, and a 

uniform contact pressure of 20.34 kPa was applied to the 3D model. The differences 

between FEM and measurement from MRI images were compared. The measured 

displacement at a certain point was 16.8±16.5 mm, while the numerical prediction was 

10.7±8.0 mm. In another region, the measured value was 36.6±9.0 mm, while the 

predicted one was 18.1±5.8 mm. The accuracy was not very good probably because of 

the Neumann condition. On the other hand, the prediction by Linder-Ganz et al. (2007) 

was very accurate. The Neo-Hookean model, Prony series expansion type viscoelastic 

model and Dirichlet condition using the measured deformation by MRI were adopted. 

The measured pressure was 17±4 kPa, and the predicted value was 18±3 kPa. Yamamoto 

et al. (2008) used a 2D model and Ogden model, but a multi-scale analysis was carried 

out to predict not only the strain distribution but also capillary deformation and cutaneous 

blood flow. The correlation between blood flow and contact pressure was compared 

qualitatively with experimental measurement. It should be noted that Yamamoto’s model 

was 2D, but novel advanced simulation was conducted. 

An interesting result by Linder-Ganz et al. (2007) was that large inter-individual 

differences were seen among 6 subjects. The maximum von Mises stress ranged from 20 

to 53 kPa in gluteus muscle and 14 to 25 kPa in enveloping fat. Makhsous et al. (2007) 

also noted that the stresses reported by many others showed great variation, which may 

be due to differences of the configurations, material parameters, loading and boundary 

conditions. We postulate that the consideration of uncertainty parameters in the 

simulation is a critical issue, but we can find no literature on this point.  

Another interesting result from the work by Linder-Ganz et al. (2007) were the 

reported values for maximum shear stress. The values ranged from 12 to 30 kPa in gluteus 

muscle among 6 subjects and 7 to 13 kPa in fat, where inter-individual differences were 
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again seen. It was found that if severe shear loading is repeatedly applied to a patient,  

pressure ulcer may occur as a result of mode II type fibril tissue damage and damaged 

area propagation in either mode I or mode II. More on this will be discussed in the 

prediction rule of pressure ulcer occurrence in Chapter 4.6. 

This thesis itself will employ 2D model. The consideration of uncertainty 

parameters is also a matter of concern in the pressure ulcer analysis because there are 

many parameters to be considered in order to predict the occurrence of pressure ulcer but 

no literature can be found on this point. Furthermore, in this thesis, seven parameters are 

considered, some of which are not expressed in pdf. Also note that the geometrical 

parameter is newly considered. In the stochastic finite element analysis, for instance, the 

numerical method to include the geometrical parameter using finite difference method 

has a problem in the accuracy (Sakata et al., 2013a). 

4.2 Assumption of Biomechanics 

 In the very early stage of pressure ulcer formation, the tissues inside the body are 

damaged even though skin surface looks normal. The initial damage that leads to pressure 

ulcer occurs in deep muscle layers, however, the initial damaged location has not been 

clarified. Therefore, assumption that the tiny damage of fibril tissues at the interface 

between bone and muscle in human buttock becomes the trigger of muscle damage. The 

tension and/or shear strain first damages loose fibril tissue between the bone and muscle 

and that propagation of the damaged area leads to more serious stages. The bio-

mechanism assumption of interface fibril tissue damage is employed in this thesis. Figure 

4.1 shows a typical CT image of healthy human buttock. The fibril tissue deforms due to 

the external load. Bone, muscle, fat and skin are the main tissues, and the center part is 

the target region where muscle covering bony prominences is seen. 
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 In the finite element analysis, a cutout models the interface damage, because the 

exact size of the tiny damage of fibril tissues is unknown at this moment, as it was never 

measured. The strains were evaluated at both tips of the cutout. Note here that the skin 

was neglected because it was reported that the deformation of skin was much smaller than 

that of muscle and fat (Makhsous et al., 2007). 

4.3 Uncertainties in Input Parameters 

 The first step to determine the uncertainties in input parameters is to determine 

the mathematical parameters in the model that are going to be analyzed. Figure 4.2 shows 

a typical image of a healthy human buttock showing the mathematical parameters 

considered in the analysis. 

 
Figure 4.1: CT image of a human buttock showing the loose fibril tissue. It is a simplified 

numerical modeling by assuming that the initial damage occurs at the interface between 

bone and muscle by the loose fibril tissue damage. 
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Figure 4.2: Typical human buttock with mathematical parameters showing material 

properties, contour shape, cutout location and boundary conditition. 

Concerning the material properties, Young’s moduli, Poisson’s ratios and shear 

moduli of bone, fat and muscle are considered represented by Efat, Emuscle, and Ebone for 

the Young’s moduli of fat, muscle and bone, νfat, νmuscle and νbone for their Poisson’s ratios 

and Gfat, Gmuscle and Gbone for the shear moduli. The bone is much stiffer than the others. 

Hence, the properties of fat and muscle, i.e., Efat, Emuscle and Gfat, are considered as 

uncertainty parameters, which will be described in more detail later. 

 The dimensions of the model are defined as wAP in anterior-posterior direction and 

wML in medial-lateral direction respectively. They are 266 mm and 468 mm respectively. 

The curved shape of the model is defined as Iout, Ifm, and Imb where each represents outer 

contour, interface between fat and muscle, and interface between muscle and bone. Iout is 

used to define the boundary condition and Imb is used to define the interface damage 

modeled by a cutout. The outer shape Iout is fixed for simplicity because it is very 

influential on the boundary condition. Contact area or loading area is defined as 
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outRL Ibbb  ],[ and the constraints as outRL Izzz  ],[ . The loading value is assumed 

to be constant on b and denoted as d. The loading angle θ is defined as θ = π/2 for supine 

case, θ = 0 or θ = π for two lateral cases. The direction of the constraints is defined as u 

with ux = 0 when the model is constraint in the x-direction and uy = 0 when the model is 

constraint in the y-direction. In this thesis, b is considered as a parameter without defined 

pdf associated with the positioning of a patient. Supine position and two lateral positions 

are considered. 

 The volume fraction of fat is defined as Vfat, that of muscle as Vmuscle and that of 

bone as Vbone. The volume fractions of fat and muscle are considered. Then, Ifm is one of 

the parameters without defined pdf. To quantify the feature of Ifm, which will be used as 

a measure of the axis Ifm in the parameter space, the distance of Ifm is defined as f(Ifm) by 

the following relation: 

 fatfat SDVf )1()(  fmI  (4.1) 

where α is the weighting factor and SDfat is standard deviation of the thickness of fat h 

defined in Fig. 4.2. In this thesis, three types of configuration, i.e., muscle-rich, fat-rich 

and very fat-rich cases, are considered. Those are assumed to be represented 

quantitatively by only Vfat, then α = 1 is assumed in Eq. (4.1).  

 The fibril tissue damage was modeled by a cutout and the possible location of 

cutout is defined as mbIc  , and the cutout region is defined as ca  . The center location 

of a is denoted as amid, its length is denoted as La and the location of left and right edges 

as aL and aR. The local curved coordinate system along c is used to measure those 

parameters La, amid, aL and aR. Among them, La and amid are considered as uncertainty 

parameters without defined pdf. 
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Table 4.1: Material properties based on linear isotropic model. 

(a) Young’s modulus showing mean value, standard deviation and lower/upper limit. 

Material name Young’s modulus, E (MPa) 

Mean value Standard deviation 

(normal distribution) 

Lower limit Upper limit 

Fat 8.0 x 10-2 8.0 x 10-3 4.0 x 10-2 1.2 x 10-1 

Muscle 7.5 x 10-2 7.5 x 10-3 3.75 x 10-2 1.125 x 10-1 

Bone 2.0 x 104 - - - 

(b) Shear modulus showing mean value, standard deviation and lower/upper limit. 

Material name Shear modulus, G (MPa) 

Mean value Standard deviation 

(normal distribution) 

Lower limit Upper limit 

Fat 2.857 x 10-2 2.857 x 10-3 1.429 x 10-2 4.286 x 10-2 

Muscle 2.517 x 10-2 - - - 

Bone 7.692 x 103 - - - 

 

In summary, seven parameters, Efat, Emuscle, Gfat, Ifm, b, La and amid are considered 

as uncertainty parameters. Three parameters, Efat, Emuscle, Gfat, are assumed to be in normal 

distribution, whilst pdf are not determined for the other four parameters. That is, the 

number of parameters with and without defined pdf are m1 = 3 and m2 = 4. 

 Table 4.1 shows the material properties based on linear isotropic model 

(Yamamoto et al., 2008; Elsner et al., 2002; Agache and Humbert, 2004) and normal 

distribution is simply assumed. Note that the Young’s moduli and/or shear moduli for 

muscle and fat are scattered. The coefficient of correlation between Young’s modulus 

and shear modulus for fat was determined so that the Poisson’s ratio does not exceed 0.5. 

For muscle, only the variation of Young’s modulus was considered because its Poisson’s 

ratio is close to 0.5.  

 The number of discrete sampling cases that were used for parameters without 

defined pdf are as follows: location of cutout (amid) with 3 different sampling locations 

{amid1 = 42.34 mm, amid2 = 104.38 mm, amid3 = 166.63 mm} bounded between amid1 and 

amid3, length of cutout (La) with 2 different sampling lengths {La1 = 4 mm, La2 = 8 mm} 

bounded between La1 and La2, loading condition (b) with 3 different loading sampling {b1 

= lateral-A, b2 = supine, b3 = lateral-B} bounded between b1 and b3, and configuration 
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of muscle and fat (Ifm) with 3 different sampling configurations {Ifm1 = 9.69%, Ifm2 = 

15.20%, Ifm3 = 22.92%} following Eq. (4.1) bounded between Ifm1 and Ifm3. Following Eq. 

(4.2), the combinations of discrete sampling points gave a total discrete model of:  

 54)3,2,3,3())(),(),(),(())((   midafm aLbIyN NNNN  (4.2) 

4.4 Experimental Model 

 Before going into the finite element discretization, a positioning change 

experiment was performed in order to understand more about the boundary conditions. 

The first experiment was performed to find which area of the patient has the largest force, 

whether it was painful or not, and also to find out whether the existence of a bed sheet 

has any effects. 

The experiment uses the following items as shown in Fig. 4.3: 

 2 tables large for moving the patient. 

 2 pillows used for nursing. 

 Cushion for nursing, one large and one small. 

 Bed sheet made from 100% cotton. 

 

Figure 4.3: Items used in the experiment 
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 The experiment starts by finding out the ways to move a patient from supine 

position to lateral position. There are 3 ways to move the patient as follows: 

 Supine position into complete lateral position (Right side of the body is 

underneath) A shown in Fig. 4.4. 

 Supine position into complete lateral position (Right side of the body is 

underneath) B shown in Fig. 4.5 

 Supine position into complete lateral position (Right side of the body is 

underneath) C shown in Fig. 4.6. 

 

 
Figure 4.4: Supine position into complete lateral position A. 

Movement direction 
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Figure 4.5: Supine position into complete lateral position B. 

 
Figure 4.6: Supine position into complete lateral position C. 

The impression from the patient after position change shows that the area where 

the bone comes out has large pressure especially for old and slim people will have a very 

high pressure locally in that area. During the position change, when the patient body was 

grabbed, the force needed to lift the body is much influenced by the patient itself. There 

is also some shear force involved between the patient body and the bed. Also, not related 

with the position change, after the patient is put into the lateral position and the cushion 

was not used then a very strong pressure can be felt at the left knee, right shoulder, and 

Movement direction 

Movement direction 
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right pelvis. If the cushion was used, then the very strong pressure can be felt at the right 

shoulder, right pelvis, right side of the buttocks and right rib. 

The next step was to confirm the effect of the bed sheet to the patient during 

position change. For the method A and B, the results are almost the same and can be seen 

in Fig. 4.7. For patient with a thick buttocks, without the bed sheet the buttocks will slide 

over and with the bed sheet it did not slide. During the rotation, the right side of the 

buttock becomes fixed at the edge and it remains the same even after. Also, it can be felt 

that without the bed sheet the shear force was smaller. For patient with a thinner buttock 

felt the same way with or without the bed sheet and there was no burden felt in the pelvis 

area.  

 

Figure 4.7: Experiment with and without the bed sheet for supine position into complete 

lateral position A and supine position into complete lateral position B. 

 

Figure 4.8: Experiment with and without the bed sheet for supine position into complete 

lateral position C. 
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However, the patient felt that the body was being dragged to the outside when the rotation 

just started and it also happens with and without the bed sheet. 

Regarding the pressure that influence to the buttock, the results for method C are 

the same as method A and B shown in Fig. 4.8. Without the bed sheet, the friction between 

the table and the body are small and so the body will slide and during the rotation the 

lower body part of the right shoulder has a small burden of pressure. With the bed sheet, 

the friction becomes larger and so the body did not slide as easily but also the right 

shoulder had more burden. Also with and without the bed sheet, when the body was 

pushed, the patient can felt the pressure on the outer part just like before. However, these 

impression for method C does not differ between patients with thicker or thinner buttocks. 

The second experiment was performed to find the contact area between the 

buttock and the bed during supine and lateral position. The experiments were performed 

by putting sands on the table and then letting the patients lay on top of them. 

 Finding the contact area for patient during supine position. 

 Finding the contact area for patient during lateral position. 

 Finding the contact area for patient that was moved from supine to lateral 

position. 
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Table 4.2: Calculated length during supine position as shown in Fig. 4.10. 

 Length (cm)  Length (cm) 

LH1 24.8 RH1 26.6 

LH2 20.4 RH2 21.3 

LW1 16.1 RW1 16.7 

LW2 16.5 RW2 16.9 

LD1 29.3 RD1 29.0 

LP1 9.7 RP1 11.5 

LP2 27.5 RP2 27.0 

LP3 5.7 RP3 3.9 

LP4 13.5 RP4 16.9 

Fig. 4.9 shows the picture of the patient buttocks right after the experiment to find 

the contact area for patient during supine position. The area where the sand sticks to the 

patient buttocks is shown in Fig. 4.10 with the calculated length shown in Table 4.2. The 

contact area was 553.5 cm2 with the longest width LW1+RW1 = 32.8 cm. 

 Fig. 4.11 shows the picture of the patient buttocks right after the experiment to 

find the contact area for patient during lateral position. The area where the sand sticks to 

the patient buttocks is shown in Fig. 4.12 with the calculated length shown in Table 4.3. 

The contact area was 434.8 cm2 with the longest width SW1 = 16.6 cm. 

Figure 4.9: Contact area during 

supine position. 

最凸部

LW1

LH1

LW2

LP3

RH2

RH1

RW1

RW2

RD1LD1

LP1

LP2

LP4

RP1

RP2

RP3

RP4

LH2

Most protruding part 

Figure 4.10: Measured length during supine 

position. 
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Table 4.3: Calculated length during lateral position as shown in Fig. 4.12. 

  Length (cm)   Length (cm) 

SH1 32.5 SP1 10.5  

SH2 29.1 SP2 34.0  

SW1 16.6 SP3 17.6  

SW2 17.5 SP4 30.0  

SD1 31.6   

SD2 37.6   

  

 

 

 

Figure 4.13: Contact area during movement from supine to lateral position. 

SH1
SH2

SW1

SW2

SD1

SD2

SP1

SP2

SP3

SP4

10cm

Figure 4.11: Contact area 

during lateral position. 
Figure 4.12: Measured length during lateral position. 
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Figure 4.14: Measured length during position change from supine to lateral position. 

Table 4.4: Calculated length during movement from supine to lateral position as shown 

in Fig. 4.14. 

  Length (cm)   Length (cm) 

LH1 24.8 RH1 40.9  

LH2 20.4 RH2 37.5  

LW1 16.1 RW1 33.5  

LW2 16.5 RW2 29.8  

LD1 29.3 RW3 22.0  

LP1 9.7 RD1 39.0  

LP2 27.5 RD2 55.0  

LP3 5.7 RP1 24.2  

LP4 13.5 RP2 41.8  

  RP3 20.4  

  RP4 27.7  
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Figure 4.15: Comparison of areas during position change from supine to lateral position. 

The difference can be seen in the red area. 

Fig. 4.13 shows the picture of the patient buttocks right after the experiment to 

find the contact area for patient that was moved from supine to lateral position. The area 

where the sand sticks to the patient buttocks is shown in Fig. 4.14 with the calculated 

length shown in Table 4.4. The contact area was 1333.3 cm2 with the longest width 

LW1+RW1 = 46.6 cm. 

Figure 4.15 shows the comparison of areas during position change from supine to 

lateral position. The red area shows the area where the sand sticks during position change 

but not during lateral position only. This happens because during the nursing process the 

patient right knee was hold down by the nurse.  

4.5 Finite Element Discretization and Quantity of Interest 

 Following the biomechanical assumption and mathematical definition, the finite 

element models were generated as shown in Fig. 4.16 independently for muscle-rich case 

(Ifm1 = 9.69%), fat-rich case (Ifm2 = 15.20%) and very fat-rich case (Ifm3 = 22.92%). Total 

number of four-noded elements and nodes were 77,334 and 77,397 respectively for three 

models. Regular and fine mesh was prepared carefully along the interface mbIc  between 
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bone and muscle in order to calculate the interface strain as in the magnified view in Fig. 

4.16. The mesh allows us to set the cutout represented by amid everywhere in c in the 

Monte Carlo simulation with SLS method. Also in this particular setup following Chapter 

4.3, the cutout shown in Fig. 4.16 was located at amid1 = 42.34 mm, amid2 = 104.38 mm, 

and amid3 = 166.63 mm, with the length of cutout of La1 = 4 mm and La2 = 8 mm for each 

cutout location. 

 The interface normal and shear strains were evaluated as QoIs at the cutout tips. 

The local coordinate system, i.e., normal (n) and tangential (t) coordinate system, was 

defined element-wise along Imb as shown in Fig. 4.16. The strains εn and γtn at the cutout 

tips were extrapolated from the values at Gauss points in the cutout elements. Concerning 

normal strain εn, it was assumed that only tensile strain contributed to the breakage of 

fibril tissue and propagation of damage area. The cutout elements were in the muscle 

region and the Young’s modulus was 10-5 times smaller than the mean Young’s modulus 

of muscle. 

Using the second experiment result in chapter 4.4, the boundary condition of the 

model can be defined for when the patient is laying on supine position and both lateral 

position. 

For the supine position, the length of the finite element model was determined in 

Chapter 4.3 as wML = 468 mm while the experiment model has wML of 368.50 mm. From 

here, it was found that the finite element model is larger by 1.27 in comparison to the 

experiment model. The experiment result shown the contact area to be 553.5 cm2 which 

means the contact area for the finite element model is 553.5 cm2 x (1.27 x 1.27) = 892.74 

cm2. The CT image that was used for the finite element modeling is a slice of a human 

buttock where the most protruding part is LW1+RW1 = 32.8 cm and so the length of the 

contact that should be used in the finite element model is 32.8 cm x 1.27 = 41.6 cm. 
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Figure 4.17: The location of loading area during supine position. 

 

Using these information and assuming the weight of human body of 70 kg for the finite 

element model and a gravity of 10 m/s
2 the load value can then be found as 

700 𝑁

89,274𝑚𝑚2
 = 

0.008 MPa for the length of 416 mm. These can be seen in Fig. 4.17 and Table 4.5 for 

supine position. 

For the both lateral position of A and B, the length of the finite element model 

was determined in Chapter 4.3 as wAP = 266 mm while the experiment model has wAP of 

260 mm. From here, it was found that the finite element model is larger by 1.02 in 

comparison to the experiment model. It was also found that the supine and lateral position 

had a difference in the comparison. In order to get an equality result between supine and 

lateral position, only the length of the contact will be used from the experiment result 

while the load value will assume the same 0.008 MPa as the supine. However, since the 

length is different the load value will also change following the length. The CT image 

that was used for the finite element modeling is a slice of a human buttock where the most 

protruding part is SW1 = 16.6 cm and so the length of the contact that should be used in 

the finite element model is 16.6 cm x 1.02 = 17 cm. The load value is determined as 

0.008 𝑀𝑃𝑎 𝑥 41.6 𝑐𝑚

17 𝑐𝑚
 = 0.018 MPa. These can be seen in Fig. 4.18 and Table 4.5 for lateral 

position. 
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Figure 4.18: The location of loading area during lateral position. The left picture is for 

lateral-A position and the right picture is for lateral-B position. 

Table 4.5: Boundary conditions for three positions including load value, angle, loaded 

area and constraint.  

Position d 

(N/mm2) 
θ b Ì Iout  u z Ì Iout  

bL (mm) bR (mm) zL (mm) zR (mm) 

Supine 8.0 x 10-3 π/2 (31, 49) (439, 48) uy = 0 (66, 266) (392, 260) 

Lateral-A 1.8 x 10-2 0 (20, 60) (30, 230) ux = 0 (422, 36) (436, 220) 

Lateral-B 1.8 x 10-2 π (456, 60) (430, 230) ux = 0 (29, 70) (66, 266) 

 

Due to the simplified constraint condition where only one node was fixed in the 

x-direction and in order to escape the singularity of the model, a regularization technique 

was used as shown in Eq. 4.3 (Kikuchi and Oden, 1988; Takano et al., 2001).  

  
V

T fuNdVNK  )(   (4.3) 

K and N are the stiffness matrix and shape function and u and f are the 

displacement and force vectors. The regularization was applied after diagonal scaling in 

the scaled conjugate gradient (SCG) solver. The coefficient factor λ = 10-10 was 

determined from sensitivity analysis. 
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4.6 Prediction Rule of Pressure Ulcer Occurrence 

 The prediction rule was based on the maximum strain criteria rather than the 

Mises or the Tresca type criterion because the measurement of the interaction between 

strain components at the fibril tissue is impossible at this moment. The analysis to 

determine this prediction rule and involves an analysis of two numerical models. One is 

a model of a healthy person as seen in Fig. 4.19 while the other is a model of a patient 

with surgical treatment as seen in Fig, 4.20. Notice the difference in the meshing in Fig. 

4.19 and Fig. 4.20 at the interface between bone and muscle. Also, different from the 

finite element model shown in Chapter 4.5, the prediction rule analysis only focused on 

one cutout location. There were several surgical methods available to treat pressure ulcer 

and for this particular analysis the bone cut and surgical flap method was chosen 

(Romanelli et al., 2006). A surgical flap is made to cover a wound caused by a pressure 

ulcer using muscle from a different body part. Surgical treatment is used to treat patients 

with pressure ulcers, especially patients with stage IV pressure ulcers. Treatment for these 

patients is more aggressive since the process involves cleaning and dressing the diseased 

area and continued surgical repair, and then the surgical flap comes into place. The 

surgical flap is used because the muscle retains its own blood supply, thus aiding the 

recovery process. 

 
Figure 4.19: Finite element model of damaged interface for the healthy model. 
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Figure 4.20: Finite element model of damaged interface for the after surgery model. 

In this prediction rule analysis, the analyzed strains were also transformed into the 

t and n-directions following the explanation in Fig. 4.16. The strain was analyzed with 

various loading cases ranging from 0° (shear) to 90° (perpendicular) for supine position 

only. Then, the maximum strain values for the load cases in the reference model were 

modified and denoted by εn
reference

max and |γtn
reference|max. These values were used as 

reference criteria because they were lower than the real strength of the fibril tissue and 

because the damaged zone in the healthy body was not supposed to propagate with these 

values. Here, the values were determined from the result under supine loading condition 

with = 0° of healthy model with no cutout. The tiny damage modeled by cutout in FEM 

will be self-healed for a healthy person, and so the model with cutout was compared with 

a model without cutout and the strain value of a model without cutout was used in the 

prediction rule. 

The strains at the tips of the cutout in the target body are denoted by εn
target and 

|γtn
target|. If εn

reference
max ≤ εn

target, then mode I propagation is possible. If |γtn
reference|max ≤ 

|γtn
target|, then mode II propagation is possible. 

The target will be the healthy model with cutout and after surgery model with 

cutout for both the element next to the left cutout tip shown in blue line and the element 

next to the right cutout tip shown in red line in Figs. 4.21 to 4.24. The yellow bars indicate 
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the strains at the same location for a healthy model with no cutout. Note that the strain 

values uses the value at center point of the element rather than extrapolation. 

For Fig. 4.21 and 4.22, the result explains the fact that pressure ulcers can occur 

even in a healthy person if the fibril tissues between the bone and muscle are damaged 

and the damaged zone propagates. When the  is close to 0 which is when shear force is 

applied, tensile εn happens which shows that the εn can be the reason of fracture. For |γtn| 

the figure shows that if the consideration is looked at as a whole, the danger happens 

when the shear force of 30° or lower is applied. However, when analyzing the loading 

case by case, the left tip of |γtn| is always higher than the |γtn
nocutout| for that same loading 

angle. There is no sure way to say which is more dominant because there is no tendency 

here, but both εn and |γtn| is dominant and can cause the propagation of pressure ulcer. 

This also explains the cutout model shown in Fig. 4.1. 

 

Figure 4.21: εn for the healthy body model with cutout. 
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Figure 4.22: |γtn| for the healthy body model with cutout. 

 

 

 

Figure 4.23: εn for the after surgery model with cutout. 
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Figure 4.24: |γtn| for the after surgery model with cutout. 

For Fig. 4.23 and 4.24, the result shows that axial strain was mostly negative, but 

relatively high tensile strain was found at the right tip of the cutout under sever shear 

loading condition. This implies mode I propagation. Moreover, very high strain was 

observed for wider loading angle range, which implies mode II propagation. 

Of course, the target values should be obtained by extrapolating the strain 

distribution along the interface as seen in Fig. 4.3 but during this prediction rule analysis 

they were replaced by the strain values at the center point of the neighboring element the 

cutout because the post processing was easier. The extrapolation of strains for healthy 

model with cutout can be seen in Fig. 4.25 and after surgery model with cutout in Fig. 

4.26 for both case with = 0°. 

For Fig. 4.26, the absolute values of the extrapolated strains were larger or almost 

the same which means that the choice of the extrapolated value or the value of the 

neighboring element did not influence the conclusion. However, the importance of 

extrapolation value is shown in Fig. 4.25 were it was seen that the absolute values of the 

extrapolated strains were generally higher than the plotted ones except the shear strain for 
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(a) Extrapolation of εn at 0°                      (b) Extrapolation of |γtn| at 0° 

Figure 4.25: Typical result for the extrapolation of strains for the healthy model with 

cutout. 

 
(a) Extrapolation of εn at 0°                      (b) Extrapolation of |γtn| at 0° 

Figure 4.26: Typical result for the extrapolation of strains for the after surgery model with 

cutout. 

 

= 0° shown in Fig. 4.25(b). Because of this, in the demonstrative example of the SLS 

method here, the extrapolation value was used. 

In the first paper as shown from Fig. 4.21 to Fig. 4.24 in the main thesis, only the 

load angle was put into consideration while in the application of SLS to pressure ulcer 

analysis, many uncertainty parameters were also put into consideration. In Fig. 4.21 to 

Fig. 4.24, the maximum strain value was defined as a threshold. But, in SLS considering 

many uncertainty parameters, the histogram was obtained when expected value is 

converged, which means that the standard deviation and probability density function are 

not reliable because the number of sampling points is not enough in the Monte Carlo 

simulation. Hence, the maximum value should not be determined. Instead the overlap of 
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the histogram was looked into. In this sense, the comparison of the overlap looks 

qualitative. However, in this study the judgment was done manually. 

In the SLS analysis, the prediction rule analysis was performed following the 

same procedure. As the threshold, the interface strains for a case without cutout εn
nocutout 

and |γtn|
nocutout, are calculated. This is easy because the same mesh in Fig. 4.16 can be used. 

Next, the target value is found by assuming the cutout, if εn or |γtn| is higher than εn
nocutout 

or |γtn|
nocutout, then it is supposed that the fibril tissue damage may propagate. εn

nocutout and 

|γtn|
nocutout are evaluated at the same location of the cutout model. A graphical 

representation of the prediction rule for the pressure ulcer analysis using SLS method can 

be seen in Fig. 4.27. 

 

Figure 4.27: Flowchart of prediction rule of pressure ulcer. 
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CHAPTER 5  

Numerical Results 

5.1 Deformation and Strain Distribution  

 Before going into the analysis of the strains at the interface, the model was 

confirmed by looking at the deformation and strain distribution. The deformation under 

supine loading condition can be seen in Fig. 5.1 from original to 5x deformation. 

The strain distribution of εx, εy and γxy is shown in Fig. 5.2, 5.3 and 5.4 for a case 

with and without a cutout under the supine loading condition for all three different cutout 

location. These strain distributions confirmed that the effect of the cutout was only seen 

near the cutout. 

 

Figure 5.1: Deformation of the mesh from original deformation value to 5x deformation 

value.  
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5.2 Convergence of Expected Value 

 In the standard Monte Carlo simulation considering the normal distribution of 

material properties, the expected values of strains at the left and right tips of the cutout 

were monitored after every 100 analyses. Following Eq. (3.3), we determined the 

collection of sampling for convergence check as follow: 

 ),,,|,,( midafm aLbIfatfatmuscle GEEss   (5.1) 

 The number of QoIs is 4 for each analysis. Let EV( s )j and SD( s )j be the 

expected value and standard deviation for the collection of sampling s at j, then the 

convergence is calculated as: 

 jiconv
j

conv MCiMC ]),,,([max)( midafm aLbI  (5.2) 

where i = 1,…, 54. The convergence check then follows the rules in Eq. (3.4).  

 An example of the convergence check is shown in Fig. 5.5 for

).38104supine,4,9.69,|,,( fatfatmuscle GEEs . In this example, the convergence was found 

to be 2,000 cases for j = 1. The other convergence check can be seen in Appendix A. 

 Table 5.1 shows the convergence check for all discrete combination of sampling 

points where it is shown that the convergence varies from 700 to 4,900 cases. 

 

Figure 5.5: A convergence check example for )04.38supine,4,19.69,|,,( fatfatmuscle GEEs . 

Following Eq. (3.4), the left hand side of the equation is shown in the blue line and the 

right hand side of the equation is shown in the red line. The red circle shows the area 

where the equation is satisfied three times continuously. 
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Table 5.1: Convergence check results for 54 discrete combination of sampling points. 

i Ifm b La amid MCconv i Ifm b La amid MCconv 

1 9.69 supine 4 42.23 2000 28 15.2 lateral-A 8 42.23 1400 

2 9.69 supine 4 104.38 2000 29 15.2 lateral-A 8 104.38 1500 

3 9.69 supine 4 166.63 2000 30 15.2 lateral-A 8 166.63 1400 

4 9.69 supine 8 42.23 1700 31 15.2 lateral-B 4 42.23 1300 

5 9.69 supine 8 104.38 2000 32 15.2 lateral-B 4 104.38 1300 

6 9.69 supine 8 166.63 2000 33 15.2 lateral-B 4 166.63 1500 

7 9.69 lateral-A 4 42.23 1400 34 15.2 lateral-B 8 42.23 1300 

8 9.69 lateral-A 4 104.38 1500 35 15.2 lateral-B 8 104.38 1300 

9 9.69 lateral-A 4 166.63 1400 36 15.2 lateral-B 8 166.63 4900 

10 9.69 lateral-A 8 42.23 1400 37 22.92 supine 4 42.23 2000 

11 9.69 lateral-A 8 104.38 1400 38 22.92 supine 4 104.38 2000 

12 9.69 lateral-A 8 166.63 1400 39 22.92 supine 4 166.63 2000 

13 9.69 lateral-B 4 42.23 1300 40 22.92 supine 8 42.23 700 

14 9.69 lateral-B 4 104.38 1500 41 22.92 supine 8 104.38 2000 

15 9.69 lateral-B 4 166.63 1500 42 22.92 supine 8 166.63 2000 

16 9.69 lateral-B 8 42.23 1300 43 22.92 lateral-A 4 42.23 1400 

17 9.69 lateral-B 8 104.38 1500 44 22.92 lateral-A 4 104.38 1400 

18 9.69 lateral-B 8 166.63 1500 45 22.92 lateral-A 4 166.63 1100 

19 15.2 supine 4 42.23 2000 46 22.92 lateral-A 8 42.23 1100 

20 15.2 supine 4 104.38 2000 47 22.92 lateral-A 8 104.38 1100 

21 15.2 supine 4 166.63 2300 48 22.92 lateral-A 8 166.63 1100 

22 15.2 supine 8 42.23 2000 49 22.92 lateral-B 4 42.23 1300 

23 15.2 supine 8 104.38 2000 50 22.92 lateral-B 4 104.38 1300 

24 15.2 supine 8 166.63 2000 51 22.92 lateral-B 4 166.63 1300 

25 15.2 lateral-A 4 42.23 1400 52 22.92 lateral-B 8 42.23 1300 

26 15.2 lateral-A 4 104.38 1400 53 22.92 lateral-B 8 104.38 1300 

27 15.2 lateral-A 4 166.63 1400 54 22.92 lateral-B 8 166.63 1600 

5.3 Limited Sampling Zone 

 Prediction rule of pressure ulcer occurrence was then performed in order to 

determine whether the QoI is considered dangerous or not and to define the limited 

sampling zone. The prediction rule follows the rules in Fig. 4.27 and the result for s(Gfat, 

Ifm = 9.69,b = lateral-A,La = 8,amid = 104.38) can be seen in Fig. 5.6 and the prediction 

rule can be analyzed as follows. The red line shows the histogram for case with cutout at 

the convergence and the blue line shows the histogram for case without cutout at the 

convergence.  

1) The top left figure of left tip εn shows that the red line is below 0 and following 

the prediction rule this means that the case is not dangerous. Using the same 

figure here, if the case here is at positive value, then this is a very clear case 
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Figure 5.6: Prediction rule of pressure ulcer occurrence at s(Gfat,9.69,lateral-A,8,104.38). 

when the overlap of the histogram is not seen and the case will be decided as 

dangerous.  

2) For the top right figure of right tip εn shows that the histogram with and without 

cutout overlaps. This is an example of a case where the case is considered 

dangerous because we do not want to miss a single case that can lead to a higher 

strain. The computational cost for the third step of SLS is not high, so including 

this case is not costly. 

3) For the bottom two figures of left and right tip |γtn| shows that the overlap is on 

some part but the histogram for case with cutout can be higher, which means 

these cases should be considered dangerous. 

The figure in the prediction rule as seen in Fig. 5.6 is not a pdf but just a histogram. 

The decision to use a contour line of the histogram rather than bars as in the usual form 

of histogram is to escape the invisible histogram. There are 54 prediction rule performed 
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in the analysis and each has 4 different location (left and right cutout tip of εn and |γtn|) 

and can be seen in Appendix A. In order to see the prediction rule clearly, the scaling of 

the graph was put into the same range (the bottom axis/strain values) which caused some 

graphs to become smaller and rendering it invisible if bars were used. 

There are possible cases where the strain value with cutout becomes smaller than 

the case without cutout. The first possibility is when the deformation mode changes.  

Another possibility is when the compression of the strain at the normal direction occurs. 

This can be seen in the prediction rule of pressure ulcer occurrence in Fig. 5.6 in the top 

left showing the prediction rule of left tip εn. It was clearly shown that the compression 

occurs which explains that the very flexible fibril tissue is not damaged. 

Using this prediction rule, it was found that the supine loading condition is 

dominant in |γtn| only and the εn does not give any danger to the patient. However, this 

still means that the patient needs to be moved, and the movement of the patient in shear 

direction can cause pressure ulcer as shown in the prediction rule in Chapter 4.6. Good 

care of the patient when moving is needed. However, the lateral position shows both 

dominant in εn and |γtn| with a more dominant shown in |γtn|. 

The algorithm to develop the limited sampling zone
fa tmuscle EELSZ &  in the case for 

demonstration of pressure ulcer analysis involves in the definition of regression lines as 

shown in the red lines in Fig. 5.7 and explained by the following equation: 

 0 A
aj

A
ai

A
a rxqxp

 (5.3) 

where for two parameters of xi and xj, A and B are points above the threshold and C are 

points below the threshold. Each two points of A are used to generate the lines then the 

generated lines needs to be checked with the other points of C. The rules for the limited 

sampling zone line is to find lines from two points of A that fulfils 0 A
a

B
j

A
a

B
i

A
a rxqxp  

but not 0 A
a

C
j

A
a

C
i

A
a rxqxp . 
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Figure 5.7: Mathematical form used to determine automatic limited sampling zone. 

The threshold for the limited sampling zone in the analysis of pressure ulcer is 

assumed to be in the points above µ + 3σ shown in the red dots, where μ denotes the 

expected value and σ the standard deviation. In the case of Fig. 5.8, the wrong example 

of the line is shown in the left figure and the correct one on the right figure. Multiple 

linear equations using Eq. (3.5) were determined in the three-dimensional space of input 

parameters, Efat, Gfat and Emuscle. In this analysis, the limited sampling zone could be 

defined by the combinations of Efat – Gfat and Efat – Emuscle, but could not be defined for 

Emuscle – Gfat. In the end, only the correlation between Efat – Emuscle was found by 

combining all results from Efat – Gfat and Efat – Emuscle. In one of the result in Fig. 5.8, it 

was shown that the governing lines were found to be {–0.985Emuscle – 0.158Efat + 0.067 

≥ 0} and {Efat – 0.061 ≥ 0}. 

The result is then also limited to the lower and upper limit as defined in Table 4.1. 

An example of the final limited sampling zone for s(Gfat, Ifm = 9.69,b = lateral-A,La = 

8,amid = 104.38) can be seen in Table 5.2 and Fig. 5.9 showing the following limited 

sampling zone:  

 
)  0;,38.104,469.9,(                   

)  0;,,,,,(&

arEqEpEEGs

arEqEpEEGsLSZ

afatamuscleafatmusclefat

afatamuscleafatmusclefatEE fa tmuscle





,, A-lateral

midafm aLbI
 (5.4) 
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Figure 5.8: Example of defining the limited sampling zone of 

)  0;,38.104,869.9,( arEqEpEEaLbIGs afatamuscleafatmusclemidafmfat  A,-lateral,  

Table 5.2: Equations that shapes the polygon that governs the limited sampling zone of 

pressure ulcer occurrence at s(Gfat, Ifm = 9.69,b = lateral-A,La = 8,amid = 104.38). 

a pa qa ra 

1 -0.970 -0.234 0.073 

2 -0.985 -0.158 0.067 

3 -0.989 0.138 0.045 

4 0.000 1.000 -0.061 

 

Figure 5.9: Limited sampling zone at s(Gfat, Ifm = 9.69,b = lateral-A,La = 8,amid = 104.38). 

The limit is defined in the material properties in Table 3.1. 

The limited sampling zone for all 54 combinations of sampling points can be seen 

in Table 5.3 and Appendix A showing the correlation between Efat – Emuscle after 
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combining all results from Efat – Gfat and Efat – Emuscle. The number of lines generating the 

polygon varies from 2 to 5 lines. This number of lines comes from the prediction rule of 

pressure ulcer occurrence for each of the combination of sampling points. This polygon 

is also limited by the lower and upper limit of Efat and Emuscle described in Table 4.1.   
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Table 5.3: All governing equations for all 54 combination of discrete sampling points. 

i Ifm b La amid a pa qa ra 

1 9.69 supine 4 42.23 

1 -0.881 -0.466 0.084 

2 -0.955 -0.287 0.076 

3 0.000 1.000 -0.064 

2 9.69 supine 4 104.38 

1 -0.911 -0.404 0.081 

2 -0.955 -0.287 0.076 

3 0.000 1.000 -0.064 

3 9.69 supine 4 166.63 

1 -0.996 0.067 0.051 

2 -0.833 -0.546 0.085 

3 0.000 1.000 -0.068 

4 9.69 supine 8 42.23 
1 -0.955 -0.287 0.076 

2 0.000 1.000 -0.064 

5 9.69 supine 8 104.38 

1 -0.881 -0.465 0.085 

2 -0.955 -0.287 0.076 

3 0.000 1.000 -0.064 

6 9.69 supine 8 166.63 

1 -0.996 0.067 0.052 

2 -0.955 -0.287 0.076 

3 0.000 1.000 -0.068 

7 9.69 
lateral-

A 
4 42.23 

1 -0.985 -0.158 0.067 

2 -0.971 -0.228 0.072 

3 -0.970 -0.234 0.073 

4 -0.957 0.287 0.030 

5 0.000 1.000 -0.079 

8 9.69 
lateral-

A 
4 104.38 

1 -0.970 -0.234 0.073 

2 -0.985 -0.158 0.067 

3 -0.876 -0.474 0.089 

4 0.000 1.000 -0.061 

9 9.69 
lateral-

A 
4 166.63 

1 -0.961 0.275 0.032 

2 0.000 1.000 -0.082 

10 9.69 
lateral-

A 
8 42.23 

1 -0.970 -0.234 0.073 

2 -0.957 -0.287 0.030 

3 -0.818 0.575 0.004 

4 0.000 1.000 -0.081 

11 9.69 
lateral-

A 
8 104.38 

1 -0.970 -0.234 0.073 

2 -0.985 -0.158 0.067 

3 -0.989 0.138 0.045 

4 0.000 1.000 -0.061 

12 9.69 
lateral-

A 
8 166.63 

1 -0.961 0.275 0.032 

2 -0.970 0.242 0.035 

3 0.000 1.000 -0.079 

13 9.69 lateral-B 4 42.23 
1 -0.998 -0.020 0.060 

2 0.000 1.000 -0.075 

14 9.69 lateral-B 4 104.38 

1 -0.989 0.139 0.045 

2 -0.980 0.196 0.039 

3 -0.819 0.573 -0.001 

4 0.000 1.000 -0.075 

15 9.69 lateral-B 4 166.23 

1 -0.998 -0.033 0.062 

2 -0.971 0.238 0.040 

3 -0.997 -0.040 0.063 

4 -0.991 0.120 0.051 

5 0.000 1.000 -0.071 
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i Ifm b La amid a pa qa ra 

16 9.69 lateral-B 8 42.23 

1 -0.979 -0.196 0.059 

2 -0.948 -0.316 0.028 

3 0.000 1.000 -0.075 

17 9.69 lateral-B 8 104.38 

1 -0.994 -0.088 0.064 

2 -0.993 0.110 0.047 

3 0.000 1.000 -0.065 

18 9.69 lateral-B 8 166.63 

1 -0.998 -0.010 0.060 

2 -0.857 0.514 0.011 

3 0.000 1.000 -0.078 

19 15.2 supine 4 42.23 
1 -0.683 -0.726 0.087 

2 0.000 1.000 -0.068 

20 15.2 supine 4 104.38 
1 -0.955 -0.287 0.076 

2 0.000 1.000 -0.064 

21 15.2 supine 4 166.63 

1 -0.985 0.165 0.048 

2 -0.891 -0.445 0.091 

3 0.000 1.000 -0.064 

22 15.2 supine 8 42.23 

1 -0.911 -0.404 0.081 

2 -0.968 -0.242 0.073 

3 0.000 1.000 -0.064 

23 15.2 supine 8 104.38 

1 -0.955 -0.287 0.076 

2 -0.905 -0.418 0.081 

3 0.000 1.000 -0.064 

24 15.2 supine 8 166.63 

1 -0.996 0.067 0.052 

2 -0.970 -0.226 0.084 

3 0.000 1.000 -0.068 

25 15.2 
lateral-

A 
4 42.23 

1 -0.985 -0.158 0.067 

2 -0.985 0.168 0.043 

3 -0.894 0.447 0.013 

4 0.000 1.000 -0.081 

26 15.2 
lateral-

A 
4 104.38 

1 -0.971 -0.228 0.072 

2 -0.962 -0.263 0.075 

3 -0.752 0.658 -0.015 

4 0.000 1.000 -0.082 

27 15.2 
lateral-

A 
4 166.63 

1 -0.999 0.020 0.050 

2 0.000 1.000 0.079 

28 15.2 
lateral-

A 
8 42.23 

1 -0.985 -0.158 0.067 

2 0.000 1.000 -0.081 

29 15.2 
lateral-

A 
8 104.38 

1 -0.985 -0.158 0.067 

2 -0.962 -0.263 0.075 

3 -0.970 0.242 0.031 

4 0.000 1.000 -0.079 

30 15.2 
lateral-

A 
8 166.63 

1 -0.961 0.275 0.032 

2 -0.970 0.242 0.035 

3 0.000 1.000 -0.079 

31 15.2 lateral-B 4 42.23 
1 -0.703 -0.703 0.111 

2 0.000 1.000 -0.075 

32 15.2 lateral-B 4 104.38 

1 -0.853 0.523 0.004 

2 -0.852 0.524 0.004 

3 0.000 1.000 -0.075 
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i Ifm b La amid a pa qa ra 

33 15.2 lateral-B 4 166.63 

1 -0.971 0.238 0.040 

2 -0.957 0.287 0.033 

3 -0.997 -0.040 0.063 

4 -0.994 0.097 0.053 

5 0.000 1.000 -0.065 

34 15.2 lateral-B 8 42.23 

1 -0.961 0.274 0.032 

2 -0.948 -0.316 0.028 

3 0.000 1.000 -0.060 

35 15.2 lateral-B 8 104.38 

1 -0.998 -0.020 0.060 

2 -0.985 0.165 0.042 

3 0.000 1.000 -0.075 

36 15.2 lateral-B 8 166.63 

1 -0.995 -0.080 0.062 

2 -0.862 0.507 0.009 

3 0.000 1.000 -0.074 

37 22.92 supine 4 42.23 
1 -0.996 0.067 0.052 

2 0.000 1.000 -0.068 

38 22.92 supine 4 104.38 
1 -0.874 -0.479 0.085 

2 0.000 1.000 0.064 

39 22.92 supine 4 166.63 

1 -0.994 0.101 0.050 

2 -0.998 0.020 0.055 

3 0.000 1.000 -0.068 

40 22.92 supine 8 42.23 
1 -0.997 -0.047 0.061 

2 0.000 1.000 -0.068 

41 22.92 supine 8 104.38 
1 -0.997 -0.053 0.061 

2 0.000 1.000 -0.068 

42 22.92 supine 8 166.63 

1 -0.939 0.344 0.023 

2 -0.997 0.050 0.052 

3 0.000 1.000 -0.075 

43 22.92 lateral-A 4 42.23 

1 -0.998 -0.038 0.059 

2 -0.970 0.242 0.035 

3 0.000 1.000 -0.079 

44 22.92 lateral-A 4 104.38 
1 -0.962 -0.263 0.075 

2 0.000 1.000 -0.061 

45 22.92 lateral-A 4 166.63 

1 -0.973 0.230 0.036 

2 -0.923 0.385 0.020 

3 0.000 1.000 -0.079 

46 22.92 lateral-A 8 42.23 

1 -0.973 0.230 0.036 

2 -0.989 0.143 0.044 

3 0.000 1.000 -0.079 

47 22.92 lateral-A 8 104.38 
1 -0.970 0.242 0.035 

2 0.000 1.000 -0.079 

48 22.92 lateral-A 8 166.63 

1 -0.970 0.242 0.035 

2 -0.973 0.230 0.036 

3 0.000 1.000 -0.079 

49 22.92 lateral-B 4 42.23 

1 -0.952 0.306 0.028 

2 -0.975 0.220 0.038 

3 0.000 1.000 -0.075 

50 22.92 lateral-B 4 104.38 

1 -0.995 0.092 0.049 

2 -0.988 0.148 0.043 

3 0.000 1.000 -0.075 

51 22.92 lateral-B 4 166.63 

1 -0.952 0.306 0.028 

2 -0.997 0.055 0.051 

3 0.000 1.000 -0.075 

52 22.92 lateral-B 8 42.23 

1 -0.952 0.306 0.028 

2 -0.975 0.220 0.038 

3 0.000 1.000 -0.075 
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i Ifm b La amid a pa qa ra 

53 22.92 lateral-B 8 104.38 

1 -0.942 0.336 0.024 

2 -0.989 0.142 0.044 

3 0.000 1.000 -0.075 

54 22.92 lateral-B 8 166.63 
1 -0.957 0.287 0.031 

2 0.000 1.000 -0.065 

5.4 Projection of Limited Sampling Zone 

 After the process of convergence check and deciding the limited sampling zone 

for all 54 models as seen in Eq. (4.2), the results from those seven-dimensional spaces 

are then put into a two-dimensional space by projection following Eq. (3.6). The 54 

limited sampling zones were projected onto one plane forming a single limited sampling 

zone with the same combination of xi and xj, or in the demonstration Efat and Emuscle.In 

this demonstrative analysis, the tail distribution is analyzed for two fixed parameters 

without defined pdf as La = 6 mm and amid = 70.88 mm. Then, the other two parameters 

without defined pdf, Ifm and b are eliminated by projection following equation.  

 
)  0;,,,,,(                               

}  0;,;{),(&

arEqEpEEGs

arEqEpsLSZ

afatamuscleafatmusclefat

afatamuscleafmEE fatmuscle





bIaL

bIbI

fmmida

fm 
 (5.5) 

An example of the projection for ;,,,38.104,4( bI fmfatmusclemidafat EEaLGs ,

)  0 arEqEp afatamusclea   can be seen in Fig. 5.10 and the resulted projection can be 

seen in Fig. 5.11. Because the projection is performed in La and amid, the other two 

parameter without defined pdf are all combined which is 3 x 3 = 9 limited sampling zone 

which are s(Gfat, Ifm = 9.69,b = supine,La = 4,amid = 104.38), s(Gfat, Ifm = 9.69,b = lateral-

A,La = 4,amid = 104.38), s(Gfat, Ifm = 9.69,b = lateral-B,La = 4,amid = 104.38), s(Gfat, Ifm = 

15.2,b = supine,La = 4,amid = 104.38), s(Gfat, Ifm = 15.2,b = lateral-A,La = 4,amid = 104.38), 

s(Gfat, Ifm = 15.2,b = lateral-B,La = 4,amid = 104.38), s(Gfat, Ifm = 22.92,b = supine,La = 

4,amid = 104.38), s(Gfat, Ifm = 22.92,b = lateral-A,La = 4,amid = 104.38), s(Gfat, Ifm = 22.92,b 

= lateral-B,La = 4,amid = 104.38). 
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Figure 5.10: In order to make the projection, the related LSZ for all La = 4 and amid = 

104.38 are unioned into a single LSZ. The figure here shows an example for the projection 

for ;,,,38.104,4( bI fmfatmusclemidafat EEaLGs , )  0 arEqEp afatamusclea  . 

 
Figure 5.11: Projection result for ;,,,38.104,4( bI fmfatmusclemidafat EEaLGs ,

)  0 arEqEp afatamusclea   as shown in the multi dimension figure. The dashed line 

for Ifm and b means that those parameters has been projected into La and amid. 
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Using the same projection procedure, the limited sampling zones for combination 

of La = 4 mm and 8 mm and amid = 42.23 mm and 104.38 mm are obtained as shown in 

Fig. 5.12. The same figure also shows the limited sampling zone of the sampling point to 

be analyzed, which is 6&88.70

& )(
 amid

fatmuscle

La

EELSZ b,I fm  with the zoomed view of the red 

area can be seen in Fig. 5.13. In order to find this limited sampling, an interpolation 

procedure was used. Extrapolation should not be used since the bounds has been 

determined and there is no sure way to say that unexpected events can happen outside the 

bounds. There are several interpolation method such as linear interpolation, 2nd order 

interpolation, and bilinear interpolation. However, to perform 2nd order interpolation, at 

least 3 points with the same interval are needed and it is impossible to perform bilinear 

interpolation because a new multiplication type is needed to explain the mathematical 

process. A linear interpolation of polygon was performed for corresponding polygon 

nodes. For those parameters to which the interpolation is applied, a linear measure to 

describe the distance between sampling points is necessary. The mathematical formula 

for the linear interpolation can be explain using Fig. 5.14 and the following equation: 

 
Figure 5.12: This figure shows the location of the sampling point to be analyzed in the 

yellow box. Currently the 4 surrounding LSZ are the only known LSZ as shown in the 

figure above. Rather than restarting the analysis from the beginning to find the LSZ at La 

= 4mm and amid = 70.88, a linear interpolation is performed. 
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Figure 5.13: The initial sampling points with limited sampling zone that was created. This 

figure also shows the location of sampling points that are going to be analyzed. 

 

 

 

Figure 5.14: A general form for linear interpolation calculation. The process involves 

changing the equation of polygon in yu and yv into points and then performing the 

interpolation into yw from those points. After the interpolation of the points, the polygon 

is then regenerated in yw. 
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(5.6) 

where  and  are the operators applied to the polygon nodes. In this example, the 

measures for La and amid are straightforward. Using Eq. (5.6) the interpolation procedure 

is described in the following equation: 

 





























8&38.104
&

8&23.42
&

4&38.104
&

4&23.42
&

8&88.70
&

4&88.70
&

6&88.70
&

)(
2

1
)(

2

1

2

1
                                                   

)(
2

1
)(

2

1

2

1
                                                

)(
2

1
)(

2

1
)(

amid

fatmuscle

amid

fatmuscle

amid

fatmuscle

amid

fatmuscle

amid

fatmuscle

amid

fatmuscle

amid

fatmuscle

La
EE

La
EE

La
EE

La
EE

La
EE

La
EE

La
EE

LSZLSZ

LSZLSZ

LSZLSZLSZ

b,Ib,I

b,Ib,I

b,Ib,Ib,I

fmfm

fmfm

fmfmfm

 

(5.7) 

The factors before the operator  denotes the weighting factor and they are all ½ in this 

case because the target sampling point is at the middle point of the discrete sampling 

points. 

 The first interpolation was performed twice and can be seen in Fig. 5.15 with the 

equation shown in Eq. (5.8) for 4&88.70

& )(
 amid

fatmuscle

La

EELSZ b,I fm  and Eq. (5.9) for 

8&88.70

& )(
 amid

fatmuscle

La

EELSZ b,I fm . The second interpolation can be seen in Fig. 5.16 with 

the equation shown in Eq. (5.10) for 6&88.70

& )(
 amid

fatmuscle

La

EELSZ b,I fm . 

 
4&38.104

&

4&23.42

&

4&88.70

&

)(
2

1
                                                        

)(
2

1
)(









amid

fa tmuscle

amid

fa tmuscle

amid

fa tmuscle

La

EE

La

EE

La

EE

LSZ

LSZLSZ

b,I

b,Ib,I

fm

fmfm  
(5.8) 

 
8&38.104

&

8&23.42

&

8&88.70

&

)(
2

1
                                                        

)(
2

1
)(









amid

fa tmuscle

amid

fa tmuscle

amid

fa tmuscle

La

EE

La

EE

La

EE

LSZ

LSZLSZ

b,I

b,Ib,I

fm

fmfm  
(5.9) 

 

8&88.70

&

4&88.70

&

6&88.70

&

)(
2

1
                                                     

)(
2

1
)(









amid

fa tmuscle

amid

fa tmuscle

amid

fa tmuscle

La

EE

La

EE

La

EE

LSZ

LSZLSZ

b,I

b,Ib,I

fm

fmfm  
(5.10) 



 

69 

 

 

Figure 5.15: The first two interpolation process were performed for 
4&88.70

& )(
 amid

fatmuscle

La

EELSZ b,I fm  and 8&88.70

& )(
 amid

fatmuscle

La

EELSZ b,I fm . 

 

Figure 5.16: The second interpolation process was performed at the sampling points to be 

analyzed for 6&88.70

& )(
 amid

fatmuscle

La

EELSZ b,I fm . 
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 The finally obtained limited sampling zone at La = 6 mm and amid = 70.88 mm 

was bounded by 6 equations as shown in Table 5.4 and Fig. 5.17. 

In this demonstration, looking at the finally obtained results in Fig. 5.17, the green 

triangle and yellow square have the same Efat and Emuscle but different parameter with 

respect to Ifm, the pdf of which is not defined. In this 2D figure, the same points gave 

different strain values because the parameter without defined pdf (Ifm) is different. This 

demonstrative example may clearly show how the projection was performed. Note that 

when the projection or union operation is performed, previously obtained linear equations 

forming each polygon can be used as they are, and there is no need to re-define the 

polygon after union operation. 

Table 5.4: Equations that shapes the polygon that governs the limited sampling zone of 

pressure ulcer occurrence at La = 6 mm and amid = 70.88 mm. 

a pa qa ra 

1 -0.866 0.500 0.007 

2 -0.914 0.406 0.019 

3 -0.948 0.316 0.029 

4 -0.997 -0.047 0.062 

5 -0.823 -0.562 0.088 

6 0.000 1.000 -0.050 

 

Table 5.5: Obtained combination of parameters related to the highest strain value in the 

tail distribution of pressure with verification. 

Input parameters with pdf Input parameters without defined pdf QoI 

Young’s 

modulus of 

fat (MPa) 

Shear 

modulus of 

fat (MPa) 

Young's 

modulus of 

muscle 

(MPa) 

Length of 

cutout 

(mm) 

Location of 

cutout 

(mm) 

Configuration 

of fat and 

muscle 

Loading 

area 

|γtn| 

(%) 

5.15 x 10-2 1.85 x 10-2 6.20 x 10-2 6 70.88 Very fat-rich Supine 13.2 

5.15 x 10-2 1.84 x 10-2 4.19 x 10-2 6 70.88 Very fat-rich Supine 12.3 

1.13 x 10-2 4.03 x 10-2 4.19 x 10-2 6 70.88 Very fat-rich Supine 4.2 

5.15 x 10-2 1.85 x 10-2 6.20 x 10-2 6 70.88 Muscle-rich Supine 5.26 

5.15 x 10-2 1.84 x 10-2 4.19 x 10-2 6 70.88 Muscle-rich Supine 4.73 

1.13 x 10-2 4.03 x 10-2 4.19 x 10-2 6 70.88 Muscle-rich Supine 0.86 

5.33 x 10-2 1.90 x 10-2 6.89 x 10-2 6 70.88 Fat-rich Supine 4.62 

5.15 x 10-2 1.84 x 10-2 4.19 x 10-2 6 70.88 Fat-rich Supine 3.47 

1.13 x 10-2 4.03 x 10-2 4.19 x 10-2 6 70.88 Fat-rich Supine 2.38 
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Figure 5.17: Tail distribution of pressure ulcer occurrence at La = 6 mm and amid = 70.88 

mm showing the highest |γtn| values at b2(supine). Verification points are also shown in 

this figure showing 2 verification location. 

5.5 Results of Tail Distribution Analysis 

 Following Eq. (3.7), the new collection of sampling for the re-analysis in pressure 

ulcer analysis could be determined as follows: 

 })({
6&88.70

&


 amid

fatmuscle

La
EELSZss b,I fm  (5.11) 

 The total number of cases is 9 with respect to Ifm and b. The number of samples 

for each case is 1,000 in the following. 

 Three cases with very high strains among all results in the limited sampling zone 

in Fig. 5.17 are summarized in Table 5.5. It was found that high shear strain values 

appeared under supine position, although two lateral positions were also analyzed. The 

material properties of fat and muscle for three cases are plotted in Fig. 5.17.  

 Generally speaking, the result shows that high strains occur when the patient 

under supine position has low Emuscle and low Efat. If the patient is in very fat-rich 
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condition, very high strain may occur. Except this special case, the volume fraction of fat 

or muscle seems to be not sensitive to the strain value.  

 One interesting result is that shear strains were higher than normal strains. Normal 

strains will lead to the breakage of loose fibril tissue under tension, but the result implies 

that damage due to shear deformation is more likely. Although linear problem was 

considered, it is easy to understand that repeated shear deformation applied to the loose 

fibril tissue may probably lead to fatigue fracture. As was shown in the prediction rule of 

pressure ulcer in Chapter 4.5, the loading angle was influential on the deformation mode 

at the interface. This thesis fixed the load as pressure supposing the patient lying on bed, 

but if the shear force is applied to the patient during position change, then the high shear 

strain can occur more frequently. This point is worth discussing furthermore from clinical 

viewpoint to improve the nursing care. 

There are two types of verification that can be performed. The first verification 

method is to check if a combination of input parameters leading to critical value of QoI 

is prepared in experimental work or in numerical work, SLS can obtain or predict the 

prepared combination. Since the SLS can find very rare case with very low probability, 

the preparation of such a rare case is very hard. One master course student who very 

recently could apply my SLS to very simple engineering problem verified that SLS could 

find a very rare case but classical Monte Carlo simulation could not even after 500,000 

iterations. Only possible verification method is to fix the very rare case to the prepared 

one. To do this, reanalysis of the whole data is needed, which will take approximately 2- 

3 months. 

Another way to perform the verification which has already been is to check if the 

obtained strain value in the pressure ulcer analysis is really higher than other cases whose 

sampling points are located outside of the Limited Sampling Zone. 
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Shown in Fig. 5.17, the first location of verification shown in orange circle is a 

case when the Efat is very high and Emuscle is very low, the second location shown in blue 

circle is a case when both Efat and Emuscle is very low. Both are outside of the limited 

sampling zone. The results can be seen in Table 5.2. This result means that the critical 

value of QoI does not correspond to the critical value of input parameter and the merit of 

SLS lies in this demonstration.
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CHAPTER 6  

Discussions 

 Uncertainty is unavoidable in the numerical modeling of real phenomena and the 

proposed uncertainty modeling in the tail distribution will become more important 

especially when human life is put into consideration. Pressure ulcer is a disease that has 

a direct relation with quality of life (QOL), which means that the biomechanics simulation 

of pressure ulcer is one of the problems where tail distribution analysis is important. 

When nursing patient with pressure ulcer, it is important to consider cases in the tail 

distribution area. With this demonstrative application, this chapter discusses the feature 

of the proposed method for uncertainty modeling and stepwise limited sampling (SLS) 

scheme.  

The proposed uncertainty modeling strategy considers two types of parameters: 

parameter with probability density function and parameter without defined probability 

density function. In the analysis of pressure ulcer, the most notable feature lies in the 

parameterization of amount and shape of fat/muscle, which is hardly expressed by a 

probability density function. Including such typical parameter, the critical combination in 

input parameters gave a critical value of quantity of interest (QoI) when a large number 

of input parameters were considered. The setup of parameters in the SLS method had a 

significant impact on the analysis performed. Parameters with probability density 

function (pdf) can be projected which contributes to the simplification of the problem by 
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reducing the number of parameters. This 2nd step of the SLS method helps the 

visualization of the limited sampling zone as shown in Fig. 5.11. 

 The fluctuation of each parameter in the pressure ulcer analysis was not small, 

which means that the application of the stochastic finite element method is possible. The 

advantage of Monte Carlo method was that any kind of uncertainty parameters can be 

considered. But its disadvantage was the huge computational cost. The proposed method 

performed the tail distribution analysis with less number of sampling points than the usual 

10,000 sampling points used in the Monte Carlo simulation as shown in Table 5.1. The 

accuracy of the obtained result by SLS was compared with standard Monte Carlo with 

10,000 cases and both agreed quite well. This shows that the convergence check method 

in the first step of SLS was verified and it also shows that the SLS has a merit in reducing 

the computational cost. Table 5.1 shows that the total number of sampling points is 86,700 

for 54 cases, which is only 16% compared to the conventional method of Monte Carlo 

simulation. Hence, the SLS could conquer the disadvantage of Monte Carlo simulation, 

and was expected to be applied to variety of biomechanical and/or industrial problems. 

In addition, the use of parallel computing for many sampling points will reduce the 

computational time (Takano et al., 2012). 

In the third step of SLS, the tail distribution analysis was performed and 

combination of input parameters was found that led to high interface strain in the pressure 

ulcer analysis. Low frequency probability that was difficult to analyze can now be found. 

To verify the generation of sampling points in Fig. 5.17, additional finite element analyses 

were carried out for some additional points. It was proven that the obtained values were 

higher than any other point in the limited sampling zone. 

 The suspension of Monte Carlo simulation when the expected value converged 

means that the SLS does not provide a reliable probability density function of QoI. 
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However, finding the very rare case is more important than obtaining the standard 

deviation of QoI. In this example of application of SLS for pressure ulcer analysis, 

believing that the initial damage at the bone and muscle interface results in serious future 

pressure ulcer, the combination of physical parameters of patients will provide useful and 

new information to the nursing care. This knowledge also gives the biomedical 

researchers the inspiration to the future experimental work using animals because the 

proposed simulation could point out important parameters. 
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CHAPTER 7  

Conclusions 

7.1 Findings 

 In this section, all findings in both studies of the computational method of tail 

distribution and of its application to the biomechanics analysis of the pressure ulcer are 

summarized. 

The main contribution of this thesis lies in the development of practical sampling 

scheme for Monte Carlo simulation with focus on critical value of QoI in the tail 

distribution, which was named as stepwise limited sampling (SLS) method. The expected 

value of QoI is obtained with moderate accuracy, but with much less computational cost 

than the conventional Monte Carlo simulation. The probability density function of QoI is 

ignored in the SLS method, but the combination of input parameters that lead to an critical 

value of QoI is obtained very accurately, but with moderate computational cost. The SLS 

method consists of three steps. The first step is the convergence check of the expected 

value. The second step is the definition of limited sampling zone. The parameters in this 

limited sampling zone may result in an critical value of QoI. The third step is the analysis 

of tail distribution. 

The findings in this study of SLS are listed as follows: 

1. Mathematical description of the three steps in SLS was presented. The general 

formulation is useful when SLS is applied to variety of engineering problems. 
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2. The proposed rule for the convergence check in the first step was verified 

through comparison with classical Monte Carlo simulation using 10,000 

analyses. 

3. Two types of uncertainty parameters were considered, with and without 

defined probability density function (pdf). For those parameters without 

defined pdf, some discrete sampling points were analyzed and the limited 

sampling zones were projected. It contributed to the reduction of the number 

of parameters and enabled the visualization the limited sampling zones. 

4. To define the limited sampling zones, two parameters were chosen among 

many parameters, which were enabled automatically in a computer program. 

5. The limited sampling zone was approximated by polygon, which contributed 

not only to the automatic processing in a computer program but also to the 

projection process. 

6. In the demonstrative analysis of pressure ulcer, the cost-effectiveness and 

reliability of the obtained combination of parameters that led to the really 

critical value were proven. In addition to the projection of the limited sampling 

zone, the interpolation procedure was proposed by virtue of the polygon 

approximation. 

In addition, the findings from biomechanical and biomedical viewpoints in the 

study of pressure ulcer are summarized as follows: 

7. For patients with low Young’s moduli of fat and muscle with very fat-rich 

buttock lying on bed in supine position can have higher chance of occurrence 

of pressure ulcer due to high shear strain at the bone-muscle interface. 
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8. Even after the surgical treatment, external shear force during position change 

in nursing may cause high shear strain at the bone-muscle interface and may 

lead to reoccurrence of pressure ulcer. 

9. There is no experimental evidence for the above results, but the obtained 

combination of parameters contributes much for biomechanics researchers to 

the planning of future animal experiments to clarify the biomechanics of 

pressure ulcer. Such numerical simulation may open new door to the 

biomechanics research. 

7.2 List of Assumptions and Limitation 

 In the biomechanics simulation of pressure ulcer in this thesis, there remain the 

following limitations: 

1. The numerical model is in 2D linear. 3D nonlinear problem considering large 

deformation and contact between buttock and bed should be solved. The load 

condition should be the body force due to self-weight. 

2. Dynamic analysis should be carried out simulating the position change in 

nursing. 

3. The interpolation of the limited sampling zone in the second step of SLS 

should be verified. 

4. Further study on finding other automated algorithm should be conducted in 

order to make it universally applicable to any kind of problems. 

5. It is possible to have an island-like shape limited sampling zone within my 

framework and the previously described automated algorithm may hopefully 

work with minor change of the computer program, but it was never 
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encountered in the demonstration of pressure ulcer analysis and therefore it 

has not yet been verified. 

For future 3D and dynamic analysis, our research group have succeeded in 3D 

image-based modeling using commercial software Simpleware and DYNA3D, but at this 

moment the maximum number of elements is limited. 

7.3 Future Works 

 The proposed SLS method should be applied to engineering problems with more 

parameters, which can be validated by comparison with experimental measurement. One 

of the attempt in our research group is the tensile test of a flat plate with multiple holes. 

The specimen is made by laser processing which will cause the geometrical fluctuation 

with respect to the size of the holes. At this moment, the accuracy of the convergence 

check in the first step of SLS was verified. It was also confirmed that the definition of 

limited sampling zones were automatically performed in computer program. The 

comparison with classical Monte Carlo simulation proved that even 100,000 sampling in 

the classical Monte Carlo simulation could not find a critical value of QoI which was very 

easily found by SLS method. This result shows the effectiveness of the proposed method. 

As a near future work, it is expected that the validity of the proposed method is proven 

from an experimental measurement. 

 After the above work on the validation, it is expected that the SLS procedure is 

implemented in commercial software so that many industries can use the merit of the tail 

distribution analysis. 

 A research work on the synthesis to avoid the critical value of QoI should follow 

as a feedback of tail distribution analysis to the design. The uncertainty of the input 

parameter in the analysis should be regarded as a design parameter in the framework of 
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synthesis procedure. Other reliability evaluation method such as the prediction rule of 

pressure ulcer occurrence estimation should be cooperated in the synthesis. It will enable 

the design of highly reliable and sustainable products in the future. 

 Further study on finding other automated algorithm to find the limited sampling 

zone should be conducted in the future. Also, the verification of the proposed SLS method 

is an important issue as pointed out in Chapter 5 and it should be appended as one of the 

future works.
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APPENDIX A 

Convergence Check, Prediction Rule of 

Pressure Ulcer Occurrence and Limited 

Sampling Zone 
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APPENDIX B 

List of Publications 

Articles on Periodicals 

1) Samuel Susanto Slamet, Naoki Takano, Yoshiyuki Tanabe, Asako Hatano and 

Tomohisa Nagasao, Biomechanics Analysis of Pressure Ulcer using Damaged 

Interface Model between Bone and Muscle in the Human Buttock, Journal of 

Computational Science and Technology, 6 (2012) pp.70-80. (Published online: 

2012/06/29) 

2) Samuel Susanto Slamet, Kyouhei Hatano, Naoki Takano and Tomohisa Nagasao, 

Practical Monte Carlo Simulation Method Highlighting on Tail Probability with 

Application to Biomechanics Analysis of Pressure Ulcer, Transactions of Japan 

Society for Computational Engineering and Science, 2014 (2014), Paper No. 

20140001. (Published online: 2014/02/07) 

Articles on International Conference Proceedings 

1) Samuel Susanto Slamet*, Naoki Takano and Tomohisa Nagasao, Uncertainty 

Modeling and Simulation Highlighting on Tail Probability in Biomechanics Study 

on Pressure Ulcer, CD-ROM Proceedings of the 5th Asia Pacific Congress on 

Computational Mechanics & 4th International Symposium on Computational 

Mechanics (APCOM 2013), Singapore, December 11-14, 2013. 
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Presentations at International Conferences 

2) Samuel Susanto Slamet*, Naoki Takano and Tomohisa Nagasao, Biomechanics 

Analysis of Pressure Ulcer using Damaged Interface Model between Bone and 

Muscle, CD-ROM Proceedings of the 18th Congress of the European Society of 

Biomechanics (ESB2012), Lisbon, Portugal, July 1-4, 2012. 

3) Samuel Susanto Slamet*, Naoki Takano, Kyohei Hatano and Tomohisa Nagasao, 

Local Strain Analysis of Human Buttock for Biomechanics Study on Pressure 

Ulcer Considering Uncertainty Factors and Tail Probability, CD-ROM 

Proceedings of the 7th Asian Pacific Conference on Biomechanics (APCB2013), 

Seoul, Korea, August 29-31, 2013. 

Presentations at Domestic Conferences 

1) Samuel Susanto Slamet*, Naoki Takano and Tomohisa Nagasao, Biomechanics 

Analysis of Pressure Ulcer Focusing on the Interface Strain between Bone and 

Muscle in the Buttock Model, 17th Conference of Japan Society of Mechanical 

Engineers Kanto Branch, Yokohama, March 18-19, 2011. 

2) Samuel Susanto Slamet*, Naoki Takano and Tomohisa Nagasao, Interface Strain 

Analysis between Bone and Muscle for Biomechanical Study of Pressure Ulcer, 

16th Conference on Computational Engineering and Science JSCES, Chiba, May 

25-27, 2011. 

3) Samuel Susanto Slamet*, Naoki Takano and Tomohisa Nagasao, Biomechanics 

Analysis of Pressure Ulcer using Damaged Interface Model between Bone and 

Muscle in the Human Buttocks, JSME 24th Computational Mechanics 

Conference (CMD2011), Okayama, October 8-10, 2011. 
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4) Samuel Susanto Slamet, Naoki Takano* and Tomohisa Nagasao, Uncertainty 

Modeling and Sampling Scheme with Focus on Tail Probability Applied to 

Biomechanics Simulation of Pressure Ulcer, 19th Conference on Computational 

Engineering and Science JSCES, Hiroshima, June 11-13, 2014. 
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