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KEIO SCIENCE AND TECHNOLOGY REPORTS 
VOL. 35, NO. 1, pp. 1-36, 1982 

§ 0. Introduction 

ON SOLUTIONS OF x"=ea,{txi+a 

lcHIRO TSUKAMOTO, TOSHIRO MISHINA 
and MAHITO 0No 

Department of Mathematics, Keio University, 
Hiyoshi-cho, Kohoku-ku, Yokohama 223 

(Received August, 11, 1981) 

Asymptotic behavior of solutions of a second order nonlinear differential equa
tion 

x" =tfix1 
j a' '=d/dt 

was discussed by Saito in the papers [1], [2]. Main tool used in those papers is a 
certain change of variables which transforms this equation into a first order rational 
differential equation or equivalently, into a two-dimensional automous system. 

In this paper, we shall investigate a second order nonlinear differential equation 
of the form 

(1) 

in a domain 

G: -oo<t<oo, O~.:r<oo 

by using the same technique. Here x 1 +a always represents its non-negative valued 
branch. 

The solutions of (1) to be considered here are those which satisfy the initial 
condition 

x(to)=a, x'(t0 )=b, -oo<t0 <00, O<a<oo, -oo<b<oo. 

where to is supposed to be arbitrarily fixed. Such solutions of (1) will be denoted 
by <jJ(t, a, b) or simply <jJ(t, b) since a is fixed in the course of our discussions. 

As can easily be verified, (1) has a particular solution 

This will be denoted by cp(t). 
In § 1 we shall show the existence of a solution </>(t) which is defined and 

bounded for to ~t< oo. Since </>(t) is unique for fixed to and a, we shall denote 
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I. TsuKAMOTO, T. M1smNA and M. 0No 

</>'(to) by b. The solution ~S(t, a, b) with b>b will be considered in § 2. In the last 
section we consider the solution 91J(t, a, b) with b<h. Thus we can get the infor
mation about all kinds of solutions of (1). 

§ 1. On bounded solutions as t-+co. 

If x(t) is a nontrivial solution of (1), then 

i.e. the solution curve of x(t) is convex. Hence (1) does not have any nontrivial 
solution which is defined and bounded for -co <t< co. So in this section we discuss 
the existence of the solution of (1) which remains bounded as t-+co. The main 
result of this section is as follows : 

Theorem I. If a positive value a and a real value to are given, then the 
equation (1): 

has one and only one solution </>(t) such that 

(2) 

(2)' 

(A) </>(t) is defined for w'<t<co (-co~w'<to) where w' depends on a, 
(B) </>(to)= a, 
(C) </>(t) is bounded as t-+co. 
Moreover the following statements are valid : 
(D) If O<a~yJ(to), then </>(t) is defined for -co<t<co, i.e. w'= -co, and 

limt-.oo </>(t)=O, limt-~oo </>'(t)=O, 

limt-.-w </>(t) =co , limt-.-oo </>'(t) = - co . 

In the neighborhood of t=co, </>(t) can be expressed as 

"" 
</>(t)= I: an exp {(n(l-v'l+a)-1} .. U, ao>O. 

n=O 

(E) If a>cp(to), then </>(t) is defined for w'<t<co (-co<w'<to) and 

limt-.oo </>(t)=O, limt-.oo </>'(t)=O 

limh(lJ'</>(t)=co, limt-.w' </>'(t)= -co. 

In the neighborhood of t=co, {>(t) is expressed as 

00 

</>(t)= I: an exp {(n(l-v'l+a)-l)At}, ao>O. 
n=O 

and in the neighborhood of t=w', as 
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(3) ~(t)= ( ! ~ a~Z) 21

a e-•w'(t-w') 

X [1 + l'm+n>oamn{(t-w')2 +<41a)(C log (t-w')+ B)}n] 

where B and C are constants and C=O if 4/a is not integer. 
Proof will be carried out in the following order: 
1) Uniqueness of the solution satisfying (A), (B) and (C). 
2) Existence of the solution satisfying (D). 
3) Existence of the solution satisfying (E). 

Here we must notice that the existence of the solution of (1) satisfying (A), (B) 
and (C) can be shown directly from 2), 3). 

Let us start to show 1). 
Suppose that (1) admits a nontrivial solution ~(t) which is defined and bounded 

for to ~t< CXJ. Since 

~"(t) = eaU~(t)I +a?:_ Q 

in G by our assumption given at the outset, ~'(t) is a nondecreasing function oft. 
Therefore we have 

~'(t)?:.~'(r) for t?:.r. 

Then 

~(t)-~(r)?:.~'(r)(t-r) for t?:.r. 

Then if ~'(r)>O for some r>O, this inequality contradicts the boundedness of ~(t). 
Thus we get the following proposition. 

Proposition 1. If ~(t) is a nontrivial solution of (1) bounded as t--+CXJ, then 

~'(t) ~o. 

Lemma 1. Let <jJ(t) be a solution of (1) defined for w' < t < w( - CXJ ~ w' <to< w ~ CXJ ), 
then the following statements are valid : 

(a) <jJ(t) has a limit as t--+w or t--+w', including the infinity. 
(b) limt .... oo <jJ(t) = 0 implies limt .... oo <P' (t) = 0. 
(c) limt ... w <jJ(t)=CXJ implies limt ... w ¢/(t)=CXJ. 
(d) limt__..,, <jJ(t) = CXJ implies limt ... w' <P'(t) = -CXJ. 

Proof. (a) is obvious from the convexity of the solution curves of (1). If 
limt_.oo <jJ(t)=O, then <jJ(t) is a bounded solution of (1) as t--+CXJ, and hence from Pro
position 1 we get 

<P'(t) ~o. 

Therefore if limt_.oo <P'(t)*O, then there exists a number c such that 

<P'(t)<c<O. 

Integrating both sides, we get 
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<jJ(t) «p(to)+ c(t- to) , t >to 

which implies 

limt-oo <f>(t) = -oo 

in contradiction with 

Hence (b) is valid. 

If -oo<w'<w<oo, (c) and (d) are evident. 
If w=oo, there exists a number Ti. for an arbitrarily given positive number 

Ri. such that t~ T1 implies 

since limt-w ef>(t)=oo. Hence 

and so 

If w' = - oo, there exists a number T2 for an arbitrarily given positive number 
Rz such that t~ T2 implies 

since limt-w' ef>(t) = oo. Hence 

and so 

,//(T) l" '(t) Rz a).T 
'// 2 - lmt--oo </> > ~e 2. 

Since Rz is an arbitrary constant, 

limt--oo </>'(t) = - oo . Q.E.D. 

The next lemma will show the uniqueness of the solution ¢(t). 

Lemma 2. Let x=¢1(t), x=¢2(t) be two nontrivial solutions such that 
(A) ¢i(t) is defined for (w/,oo) (-oo~w/<to) 
(B) ¢i(t) is bounded as t~oo, 
(C) ¢1(s)>¢2(s) for some s such that max(wi',wz')<s<oo, (i=l,2). 

Then 

¢I (t) > ¢z(t) 
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On Solusions of x" =e"i.txi fa 

for w' < t < w, w' =max (wi', w2'). 

Proof. Suppose that 

then we get 

¢1(t)>¢2(t), s<t<-r<CXJ, 

¢1(r:) =¢2(r:), 

¢i'(r:) ~¢2'(r:). 

If ¢i'(r:) =¢2'(r:), then ¢i(t) =¢2(t) since they both satisfy the same initial .condi
tion at t= r:. Hence 

¢i'(r:) < ¢z'( r:) . 

Since ¢£'(t) (i = 1, 2) are continuous, ¢/(t)¢z'(t) and therefore 

if t(>r:) is sufficiently close to r:. 
Let us suppose that 

Then 

(4) 

¢1(t)<¢2(t), r:<t<r:1, 

¢1(r:1) =¢2(r:1) . 

since the case ¢i'(r:1) =¢2'(r:1) is excluded by the same reason as above. On the 
other hand, we get 

¢i''(t)=eaJ.t¢1(t)1+a<eaJ.t¢2(t)l+a=¢z''(t), r:<t<r:1, 

since ¢1(t)<¢2(t), r:<t<r:1. Integrating both sides of this inequality from r: tot( <r:1), 

(5) 

Since ¢2'(r:) >¢i'(r:), we obtain 

in contradiction with (4). 
Hence 

for r:<t< CXJ. Then we find (5) is valid for r:<t< CXJ. Integrating both sides of (5) 

we obtain 
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Since ~1(t)>O, ~z'(r)-~1'(r)>O, ~1(r)=~2(r), this implies 

limt_,00$2(t) = oo . 

This contradicts with the boundedness of ~z(t). Thus we get 

for s<t<oo. 
If there exists r such that 

then we are led to contradiction by the same argument as above and hence Lemma 
2 is proved. Q.E.D. 

If there exist two solutions ~1(t), ~z(t) satisfying the conditions (A), (B) and (C), 
then for some s we must have 

Hence we get from Lemma 2, 

for all t, which contradicts with 

Thus we could prove the uniqueness of a solution satisfying (A), (B) and (C) of 
Theorem I. 

Now we shall show that (1) can be transformed into a first order rational 
differential equation by a change of variables similar to that used in [1]. 

(6) 

(7) 

Lemma 3. Let <jJ(t) be a solution of (1) and we put 

y = y(t) = <jJ(t)-a<jJ(t)a = ;.-2ea).lrp(t)a 

z=y'(t) 

Then, (1) is transformed into the first order rational differential equation 

(8) 
dz (a-l)z2+2aJ.yz-a2J.2(y2-y3

) 

dy ayz 

Proof is immediate if we substitute (6) into (1) and notice that z=y'(t) and 
¢'(t)= -J.¢(t). 

By investigating the equation (8) we prove the existence of a solution which 
is bounded as t-+oo. 

Proposition 2. The equation (8) has one and only one solution such that 
(a) z(y)>O for O<y<l, 
(b) limy_,oz(y)=limy_,1Z(y)=O. 
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(9) 

On Solutions of x" =e".itxi+rr 

Proof. Instead of (8), we consider an autonomous system 

1 

dy =ayz 
ds 

dz 
- =(a-l)z2+2aA.yz-a2,{2(y2-y3

) 
ds 

whose critical points are 

(y,z)=(O,O), (1,0). 

If a= 1, (0, z) (z is arbitrary) is also a critical point of (9). 
If we put y=l+r;, z=,, then (9) turns into 

(10) 

where the unwritten part represents the terms whose degrees are greater than 1. 
Since the eigenvalues of the matrix 

are 

µi =(1 + v'l +a)aA.>0 

and 

µ2=(1-v'l+a)a;t<O, 

(r;,,)=(0,0), i.e. (y,z)=(l,O) is a saddle point. A solution of (10) which tends to 
(0, 0) can be represented as 

r;=ail(Ceµis) +ai2(Ceµi 8
)

2 + ··· 

'= bii( Ceµi 8
) + bi2 ( Ceµi 8

)
2 + ... 

(i = 1, 2; C is an arbitrary constant; ain and bin are constants) 

where the power series in Ceµ·• 8 in the right-hand members are convergent in the 
neighborhood of s= -oo (i=l) or s=oo (i=2). Then we find 

!!E_ = ..!!!:_ 
ail a 

and so we get the power series expression of the orbit: 
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or, returning to the original variables 

(11) µi Z=-(y-1)+· .. 
a 

which converges in the neighborhood of J1=1. Since L >0 and _!!.!__ <0, only the 
rx a 

curve 

(12) µ2 
z= -(y-1)+··· 

a 

intersects the domain 

O<y<l, z~O. 

Now we will show that this orbit tends to (0, 0) as s-+-oo. We denote by C 
the arc of a parabola 

z=f(y)=aJ.(y-y2
) 

lying between y=O and y=l and by D the domain bounded by C and the segment 
O~y~l on the y-axis. On the open segment O<y<l, z=l, we have 

On the arc C, we have 

dy =0 
ds ' 

d ds (z- f(y)) =(a+ l)a2;.2(y3-y4) >0 

for O<y<l. From those we find that orbits passing through the boundary of D 
(except for (0, 0), (1, 0)) go out of D as s increases. Therefore every orbit starting 
from inside of D can never leave D as s decreases to - oo. 

On the other hand, 

fh .1- -a). d I -=(1-vl+a)J.= l v'l >-a).=-d f(y) · 
a + +a Y Y=I 

Hence the orbit belongs to D for -oo<s<oo. Then, since 

dy 
ds =ayz>O 

in D, Poincare-Bendixson theory shows that the orbit tends to the critical point 
(0, 0) as s-+ - oo. Q.E.D. 

We denote by z1(Y) a solution whose existence was just shown above. 

Proposition 3. Let y(t) be a solution of the equation 

dy 
- =z1(Y) 
dt 
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which satisfies an initial condition 

where 

a= </>(to)< ¢(to) . 

If we define ef>1(t) by 

then </>1(t) is the only solution of (1) such that 
(a) </J1(t) is defined for -oo<t<oo, 
(b) limt .... oo </11(t)=0, limt .... oo </>1'(t)=0 , 
(c) </J1(to) =a. 

Proof. Since 

dy 
(ii =Z1(Y) 

we get 

!!!_ = _1_ >0 
dy Z1(Y) 

and hence t is an increasing fuction of y. Consequently it is sufficient to show 

for the proof of (a). 
From (12) 

Z1(Y) = _!!:!._ (y-1)+ · · · 
a 

in the neighborhood of y = 1. Integrating from Yo to y(t) 

(13) ~
Y(t) dy a 
--=-log (y-l)+···=t-to 

Yo Z1(Y) µ2 

when y(t) is sufficiently close to 1. Hence 

limy .... 1 t= oo. 

As we know 

Z1(Y)<a).(y-y 2
), O<y<l 

we get 

1 1 1 --> >-Z1(Y) a).(y-y2
) a).y 
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for O<y<l. Hence, if t<to (i.e. y(t)<Yo) 

f-fo= rY(t) ~ < _!_JY(t) dy =___!___log y(f) . 
Jvo z,(y) aA Jv0 Y aA Yo 

Therefore 

Iimv~ot= -oo. 

Since 

we have 

(14) 

Hence 

Iimt~oo <j/(t)=O 

by Lemma l(b) and (b) was proved. 
(c) is obvious from the definition of Yo- Q.E.D. 
Now we construct an analytical expression of <j>,(t) valid in the neighborhood 

of t = oo. From (13), we get 

00 

(y-1) I: lln(y-lr=eU'2 1a)t, a0 ~0, 
n=O 

in the neighborhood of y=l. Hence, solving it with respect to y, we obtain 

00 00 

y = I: ilne(P2la)t = I: iln exp {n(l- Vl + a)Af} . 
n=O n=O 

Therefore 

00 

<j>,(t)= I: an exp {n(l-vl+a)-l)Jt}, ao>O. 
n=O 

This is the desired analytical expression of <f>,(t) at t=oo. 
By putting 

we can prove that there exists a solution of (1) satisfying (A), (B), and (C) in 
Theorem I if a< cp(to). Moreover (D) is also verified. 

If a=¢(to), it is sufficient to put </>(t)=¢(t). 
Finally we must show that there exists a solution of (1) satisfying (A), (B), 

and (C) even if a>cp(to). 

Proposition 4. The equation (8) has one and only one solution such that 
(a) z(y)<O for l<y<oo, 
(b) limv~1 z(y)=O, limy~oo z(y)= -oo. 

10 
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Proof. We consider again (9), i.e. 

This system has the only solution which tends to a critical point (1, 0) and inter
sects a domain 

y>l, z<O. 

This solution can be expressed by 

- where the power series in Ceµzs in the right-hand members converge in the neigh
borhood of s=oo as µ 2 =(1--vil+a)aA<O. The same solution is also represented 
as 

µ2 
Z=-(y-l)+··· 

a 

where the right-hand member is a power series in y-1 convergent in the neigh
borhood of y=l. 

Now we will show that this orbit tends to (oo, -oo) as s-+-oo. If we put 

then 

d
d (z-f1(y))I =(a+l)a2A2(y3-y4)<0 

S Z=f1 (y) 

for y > 1. Also if we put 

then 

. aA 
Z=f2(y)= - --(y-1) 

a+2 

d I ( aA )
2 

-d (z-f2(Y)) > --
2 

(y-1){(2a+5)(y2 -y)+(a-l)(y2 -1)}>0 
S z=fzCY) a+ 

for y > 1. On the other hand, we have 

µ2 -- -aA 
fi'(l)= -aA<- =(1--vil+a)A< --

2 
=N(l). 

a a+ 

Consequently, this orbit is contained in a domain 

11 



I. TsuKAMOTo, T. M1sHINA and M. 0No 

a A 
y>l, aA(y-y2)<z< - ·--

2 
(y-1) 

a+ 

and hence tends to (oo, -oo) as s-+-oo, since 

in this domain. 

dy 
as=ayz<O 

We denote this solution by z2(y). 

Proposition 5. Let y(t) be a solution of the equation 

which satisfies an initial condition 

If we define ¢;2(t) by 

</J2(f) = cp(f)y(f)lla 

then </J2(t) is the only solution of (1) such that 
(a) </J2(t) is defined for w' < t< OCi ( - oo -::;;,w' < t0) , 

Q.E.D. 

(b) limt-oo </Jz(t)=O, limt-oo </J2'(t)=O, limt-w' rp2(t)=oo, limt-w' </>2'(t)= -co, 

( c) </J2(to) =a. 

Proof. From 

we get 

~
YCt) dy 

--( ) =l-to, y(to)=Yo. 
Yo Z2 y 

Since 

(15) _<}!___ = _1_ <0 
dy Z2(Y) ' 

t is a decreasing function of y and hence it is sufficient to show 

limv_ if(y) = oo , 

for the proof of (a). But this can be shown as in Proposition 3. 
Since y-+ 1 as t-+oo, we get 

0 < limt-oo </>2(!) = limt-oo A21ae-•ty(t) 11a = limt-oo 2A21ae-At = 0, 

i.e. 

12 
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and by Lemma l(b) 

limt_.oo </121(t)=0 . 

On the other hand by Proposition 1 we know 

and hence if w' > - oo, then 

If w' = - oo, then we get 

Iimt--w' </h(t) = oo , 

since (1) does not have a solution bounded for - oo<t< oo. Hence from Lemma 
l(d) we obtain 

Just as above we get an analytecal expression (2)' i.e. 

00 

</Jz(t) = ~ an exp {n(l- -v'l +a)-l)At}, ao >0. 
n=O 

which converges in the neighborhood of t= oo. 
Now we have to discuss whether w' = - oo or not, and construct an analytical 

expression of </>2(t) valid in the neighborhood of t=w'. For this purpose we shall 
prove the following lemma, which will be also used in the following sections. 

Lemma 4. Let <jJ(t) be a solution of (1) defined for (w', w) where w' <w. Sup
pose that 

(a) limt_.r <j>(t) = oo, 
(b) limt_,r y(t)=Iimt_.r cp(t)-a</>(W=oo, 

where r=w' or w, then the following statements are valid: 
(c) Ir!< oo, 
(d) z(y) =0(y312

) as y~oo, 
(e) If r=w', then we get 

(16) <jJ(t)= ( ! ,J a;2 rae-'"''(t-w')- 21
a 

X [l+l'm+n>oamn(t-w'r{(t-w') 2+c41a)(C log (t-w')+BWJ, 

and if r = w, then we get 

13 
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where B and C are constants and C=O if 4/a is not an integer. (16) and (17) con
verge in the neighborhood of t=r. 

Proof. From (6), (7), we get 

(18) ( 
<j/(t)) 

z(y)=ay(t) A+ <j>(t) 

and hence 

(19) 1. -3/2 ( )-1' ( )-l/2r/J'(t) lmy~oo y z y - lmt-H y t <jJ(t) • 

But from the assumption and Lemma 1, we get 

y(t)-Hx:; , <jJ(t)-+co and I<// (t) J-+co 

as t-+r. Hence by !'Hospital's theorem 

But if we again use !'Hospital's theorem, then we get 

1. <j/(t)2 -1· j-2 ( )-
lmt~r -( ) 2 - Im1~rll y t - co . 

9'Jt 

Hence we get ultimately 

i.e. 

(20) j ,{~ 
2 

2 
(if r=w) 

lim y(t)-112 </>'(t) = a+ 
t~r <j>(t) __ 

1 
-,{~ a!2 (if r=w'). 

From (19), (20), we obtain 

1

aAJ*2 (if r=w) 

limy~ooY-a12z(y)= --

-aA /_2_ (if r=w') 'V a+2 

14 
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and we have proved (d). 
Therefore if we put 

then we get from (8) 

(21) du 2(a+..1) ( 4) 
r;-= r;+ 2+- u+··· 

dr; a2A a 

where the unwritten part is a polynomial of r; and u beginning with the terms 
of the second degree. What we need is a solution of (21) which tends to zero as 

r;-+0. Since r;=O is a singularity of Briot-Bouquet type and 2+ _! >0, such a solu-
a 

tion can be expressed as 

where B is an arbitrary constant and, if 2+ _! is not an integer, C=O. Thus we 
a 

get 

where 

Hence 

~ y dy ~~ -- = -2 F(r;)dr;' r;=y-112, r;o=Yo-112. 
Yo z(y) ~o 

From (7), 

dy 
dt =z(y) 

and so 

~
~ ' 1 

f(r;)dr;= - -(t-to). 
~o 2 

Since y-+CXJ as t-+r, we get 

(22) 

But 

I lim~-.o ~ :
0 

F(r;)dr; I < CXJ 

15 
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is valid since 

F(r;)=O(l) (r;--+0). 

Therefore we get 

This proves (c). 
From (22), we get 

If we put 

1 ~-2- 1 ~-2-L=- -aA --(w'-t)=-aA --(t-w') 
2 a+2 2 a+2 

for r=w' and 

1 ~-2-L= -aA --
2 

(w-t) 
2 a+ 

for r=<o, then 

By Smith's lemma (See [2] Lemma 1, or [3]), we get 

Hence we obtain 

where 

Therefore if we notice that 

2 J a+2 
Bi=B-Clog~-y-2-. 

</J(l) = </J(l)y(l)lla 

and that cp(t) has an analytical expression of the form 

in the neighborhood of t=r. then we can obtain the desired analytical expression 

16 



On Solutions of x" =e"uxl-1 a 

(16), (17) of ¢(t). Q.E.D. 
Let us continue the discussion whether w' = - CXJ or not. From Proposition 5 

we get 

limt~w' rp2(t) = CXJ , limt~w' y(t) = CXJ . 

(Recall that ¢2(t) is constructed by z2(y ), which is defined for 1:::;: y < CXJ.) There
fore we can apply the last lemma, and hence we conclude 

-CXJ<w' <to. 

Moreover we can obtain an analytical expression (16) i.e. (3). 
Thus the proof of Theorem I was accomplished. 

§2. The solution (J(t,a,b) with b>j,'(to). 

In § 1 it is proved that there exists one and only one solution </J(t) of (1) bounded 
as t-+CXJ such that 

</J(to)=a>O. 

Consequently, if we fix to and a, the value of b( =</J'(to)) for such a solution is 
determined uniquely. We shall denote this value of b by b(to, a) or simply by b. 
In this section we consider the case b > b(to, a)= b. The main result of this section 
is as follows : 

Theorem II. Let ¢(t, a, b) be a solution of (1) 

with an initial condition 

¢(to, a, b)=a, ¢'(to, a, b)=b, b>b, 

and we assume ¢(t, a, b) is defined for w' <t<w. Then the following statements 
are valid: 

(A) w is finite, and 

Iimt~w cp(t, a, b) = (X)' limt~w cfi'(t, a, b) = (X) • 

In the neighborhood of t=w 

(
2 ;-)2/ 

<j>(t,a,b)= -;;-y a! 2 ae-'"'(w-t)-21
a 

X [l +Im+n>oamn(w-tr{(w-t)2 +<41«)(C log (w-t) + B)}n] 

where B and C are constants and C=O if _!_ is not an integer. 
a 

(B) If 0 <a:::;: cp(to), then there exists a number bs(b < bs) satisfying the following 
conditions : 

17 
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(a) If b<b<bs, then 

(J)'= -00 

and 

(b) If b=bs, then 

<v'=-oo 

and 

limi--oo <jJ(t, a, b)=c (O<c<oo), limt--oo <P'(t, a, b)=O. 

In the neighborhood of t= - oo 

00 

<jJ(t,a,b)= L: aneaJ.cn-l)t, O<a,<oo. 
n=I 

(c) If b>ba, then 

-oo<(J)'<to 

and 

limt-w' <jJ(t, a, b)=O, limt-w' <fi'(t, a, b)=d (O<d<oo). 

In the neighborhood of t=w' 

where A is a constant. 
(C) If a>¢(to), then there exist numbers bs and b4 (b< b4 < bs) satisfying the 

following conditions: 
(a) If b<b<b4, then 

and 

limt-w' <j>(t, a, b)=oo' limt-w' <P'(t, a, b)= -00. 

In the neighborhood of f=(J)' 

where B and C are constants and C=O if _! is not an integer. 
a 

(b) If b=b4, then 
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w'=-oo 

and 

limt--oo <jJ(t, a, b)=oo' limt--oo <fa'(t, a, b)= -00. 

In the neighborhood of t= - oo 

00 

<j>(t, a, b)= ~an exp {(n(l+v'l+a)-1).U}, ao>O. 
n=O 

(c) If b4<b<bs, then (a) of (B) is valid. 
(d) If b=bs, then (b) of (B) is valid. 
(e) If b>bs, then (c) of (B) is valid. 

In the neighborhood of t=w' 

where A is constant. 
The proof of this theorem will be accomplished by proving the following 

propositions. 
Let <jJ(t, a, b) be a solution of (1) satisfying an initial condition 

<jJ(to, a, b)=a, <fa'(to, a, b)=b, b>b 

and put 

y(t) =<jJ(t)-"</>(t, a, b)", z(y, b) =y'(t) 

as in (6), (7). Then z=z(y, b) is a solution of (8), and from (18) we get 

( ) ()( <P'(t,a,b)) 
z y, b =ay t A+ <fa(t, a, b) . 

If t=to, then 

where 

Yo=y(to). 

Hence, we have 

(23) 
{

z,(y) if O<a<<jJ(to) 

z(y,b)>z(y,h)= 0 if a=<jJ(to) 

Z2(Y) if a> ¢(to) 

in the neighborhood of y=yo. But from the uniqueness of the solution of (8) we 
find (23) is valid as long as both solutions are defined and holomorphic. Therefore 
in the domain 
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{(y, z); z>z(y, b)} 

we consider (8). In the remaining part of this section ¢(t, a, b) and z(y, b) will be 
denoted by ¢(t, b), z(y) respectively. As in the previous section we assume ¢(t, b) 
is defined for (w', w) ( -oo ::;;.w' < w::;;. oo ). 

First we prove property (A) in Theorem II about the behavior of <fi(t, a, b) as 
t~w. 

Proposition 6. If b>b, then ¢(t, b) is a solution of (1) such that 
(a) ¢(t, b) is defined for (w', w) and w is finite, 
(b) limt~w <jJ(t, b)=oo, limt~w <jJ'(t, b)=oo, 
(c) ¢(t, b) has an analytical expression of the form (17) in the neighborhood 

of t=w. 

Proof. We have the following four possibilities 
( i) -oo<w<oo and limt~w <jJ(t, b)=oo, 

(ii) -oo<w<oo and limt~w ¢(t, b)=O, 

(iii) w=oo and limt~w ¢(t, b)=oo, 

(iv) w=oo and O<limt~w <jJ(t, b)<oo. 

In the case (ii) we get 

and hence if t is sufficiently close to w, 

z(y)=y'(t)<O 

is valid, since y(t) >0. But from (23) we have 

z(y)>z(y, b) 

in the neighborhood of y=yo and so the curve Z=z(y) have to intersect the curve 
z=z(y, b) in order that y(t) reaches 0 as t~w. But this contradicts the uniqueness 
of the solution of the equation (8) and therefore the case (ii) can never take place. 

In the case (iv) <jJ(t, b) is bounded as t~oo. This implies b=b since such a 
solution is unique. Hence the case (iv) must be excluded. 

Finally we consider the case (i) and (iii). From Lemma 1, we get 

limhw <fi'(t, b)=oo, 

and we also get 

Therefore we can apply Lemma 4 and we find that 

and that ¢(t, b) has an analytical expression of the form (17) in the neighborhood 
of t=w. Q.E.D. 

Next we investigate the behavior of ¢(t, b) as t~w'. 
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First we shall prove (B) in Theorem II and for this purpose we assume 

a(= ef4o)) <¢(to) . 

Proposition 7. If a< ¢(to), then 

limt-w' y(t)=limt_,.,, ¢(t)-a<j>(t, W=O 

for each b(>b). 

Proof. If - oo < w' < oo, then 

limt-w' </>(t, b)=O or limt-w' <j>(t, b)=oo. 

If lime ... w' <j>(t, b)=oo, then limt ... m' y(t)=oo. But from a<¢(t0 ) we get y(t)<l and from 
(23) we get 

z(y) =y'(t) >z1(Y) >0. 

Hence y(t) is an increasing function and so we get 

limt_,w' y(t) ~ 1 . 

Therefore 

Hence 

which implies 

limt ... m' y(t) = 0 . 

If w' = - oo, then 

limt ... w' <j>(t) = oo or limt .... m' <j>(t) < oo . 

If limt .... -oo <j>(t) < oo, then we get 

limt ... -oo y(t) = limt ... -oo ¢(t)-a </>(W = 0 . 

If limt ... -oo <j>(t) = oo, then 

limt ... -oo </J'(t) = -oo 

by Lemma 1. Since we know that y(t) is an increasing function and 

O<y(t)<l, 

we get 
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On the other hand, we have 

. rjJ(t) . r/J"(t) . rjJ(t)l+a 
hmt .... -oo ¢(t) =hmt .... -oo ¢''(t) =hmt .... -oo ¢(t)'+a 

by l'Hospital's theorem. This shows that 

. ¢(t) 
c = hmt .... -oo 11(t) = 0 or 1 

and 

Since 

limt .... -oo y(t) < 1 , 

we must have 

c=O, 

and in this case we also get 

limt .... -oo y(t) =0. Q.E.D. 

Proposition 8. There exists one and only one solution z=z3(y) of (8) such that 
(a) limy .... o Z3(y) =0, 

. Za(Y) 
(b) hmy .... o -- =aA +o. 

y 

Proof. If we put 

then we get 

(24) 
dv a 2J.. 2y-v2 

dy ay(v+aA) 

or a two-dimensional autonomous system 

(25) 

The coefficient matrix 

:: =a'Ay+ayv 

j 
dy 

-=a2J..2y-v2 
ds 

of the linear terms of right-hand members of (25) has eigenvalues 0, a 2J... Hence 
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(25) has a solution represented as 

y=(Cea2.<s)+a2(Cea2.<s)2+ ··· 

v=J.(Cea2is) + b2(Cea2is) 2 + · .. 

convergent in the neighborhood of s= -oo. Hence we get 

v=J.y+O(y2). 

Since 

we get 

(26) 

Therefore, if we define Z3(y) by (26), we obtain 

in the neighborhood of y=O, and zs(Y) satisfies the conditions (a), (b). 
Next we shall prove the uniqueness of such a solution. We assume that z= 

zo(Y) is a solution of (8) which satisfies the conditions (a), (b). If we put 

then v=v(y) is a solution of (25) and v tends to 0 as y-0. 
From (25) we get 

dv ( v
2 

)/ -= aJ. 2
-- (v+aJ.) 

dy aJ. 

and so 

dv aJ. 2 

-<--. 
dy v+aJ. 

Hence if y > 0 is sufficiently close to 0, we get 

and so 

Since we get 

as y-0 from this, we obtain 

dv <J. 
dy -

v~J.y. 

v2 
--o 

y 
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1
. dv 
1mv-o dy =A 

1
. v 
1mv~o - =A. 

y 

then w tends to 0 as y~O and we get 

(27) dw -(a+l)y(w+A)2 -a2AW 
dy ay(yw+Ay+aA) 

or 

(28) 

1 

dy ds =a2Ay+aAy2 +ay2w 

dw dS = - (a+ l)A2y-a2 Aw-2(a + l)Ayw- (a+ l)yw2 
• 

The matrix 

has eigenvalue ± a 2 A, and hence (y, w) = (0, 0) is a saddle point. Therefore there 
exists only two solutions which tend to (0, 0) and these are represented as 

(29) 

and 

(30) 
J y=a1(Cea2is)+a2(Cea2is)2+ ... 

1 w=b1(Cea2•s)+b2(Cea2•s)2+ 00
• 

But (29) is not a solution of (27). From (30) we get 

(a+l)A 00 
n 

W=-
2 2 y+,L:cnY, 
a n=2 

00 

where ,6 CnYn is a convergent power series and en are uniquely determined con-
n=2 

stants. Since 

is valid 
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(31) 1 1 2 (a+l)A s ~ n 
Zo=m ... y+,_y -

2 2 Y + L.J Cn-2Y . 
a n=2 

za(Y) is also represented by the right-hand member of (31) and hence 

Zo(Y) =zs(Y) 

which shows the uniqueness of za(y). 

Proposition 9. Let y(t) be a solution of 

with an initial condition 

and put 

</>a(t) =<jJ(t)y(t)lla. 

Then the following statements are valid : 
(a) </>s(t) is defined for -oo<t<w (t0 <w<oo) 
(b) limt .... -oo </>a(t)=c (O<c<oo), limi .... -oo </>s'(t)=O, 
(c) </>s(to) =a. 
Moreover in the neighborhood of t = - oo, 

00 

</>s(t) = E anea;.cn-i)t, a1 >0. 
n=l 

Proof. (c) is evident. Since 

we get 

00 

v= E aneaint, a1 >0. 
n=l 

Therefore 

co 

(32) <Ps(t) = E aneaicn-l)t, a1 >0 
n=I 

where converges in the neighborhood of t= -oo. Hence 

co 

<fia'(t) = E anaA(n-l)ea).(n-l)t-o 
n=2 

as t--+-oo. 
The last proposition implies (b) of (B) in Theorem II. 

25 
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The value </>a'(to) will be denoted by ba(>b) hereafter. For further discussion, 
we have to examine the critical point (0, 0) of (9) in more detail. 

Lemma 5. If z(y) is a solution of (8) which tends to 0 as y-->-0, then 

. z(y) 
llmv-o -- = a-1 or ± oo . 

y 

z(y) 
Proof. First we shall show the existence of the limit of as y-->-0. For 

y 
that purpose we consider the autonomous system (9). 

If we put 

f(y)=rY, 

then 

-(z-f(y)) =a2-12y2 y----d I ( (r-a-1)
2

) 
ds z=f<Y) a2,12 . 

Hence if r =a-1, then 

:s (z-f(y))\z=J<v? 0 

and if ro:l=a-1, then 

d
d (z-f(y))I <0 
S Z=f(y) 

z(y) 
when y is sufficiently close to 0. Therefore the slope can not oscillate and 

the limit of z(y) as y-->-oo exists. 
y 

Now we put 

From (8) we get 

. z(y) 
d = llmy-o -- . 

y 

y 

dz a-1 z 2 Y 2 Y 
-=--·-+2-1-a-1 ·-+a-1 ·-y. 
dy a y z z 

Hence if - oo < d < oo, then 

. dz a-1 a-1 2 

llmv-o dy = -a-d+2-1- d 

. 
1
. dz 

i.e. 1my-o dy exists. Therefore l'Hospital's theorem shows 

1
. dz 
lmy-o dy =d, 
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which implies 

a-1 aA. 2 
• 

d= -a-d+2A.- d i.e. d=aA.. Q.E.D. 

Proposition 10 and Proposition 11 will show how the solution <f>(t, b) behaves 
as t~w' when b satisfies either b<b<bs or b>bs. 

Proposition 10. If b<b<bs, then <j>(t, b) is a solution of (1) such that 
(a) <j>(t,b) is defined for -co<t<w(t0 <w<co), 
(b) limt__.-oo <f>(t, b) =co, limt-->-00 <f>'(t, b) =-co. 

Proof. If for this <j>(t, b) we define y(t) and z(y) by (6), (7), then z(y) is a solution 
of (8) and, since b < b < bs, we get 

z,(y) <z(y) <zs(Y) 

if y < 1, which shows 

limy__.o z(y) = 0 . 

But from Lemma 5 and the uniqueness of zs(Y) we get 

. z(y) 
llmy__.o- =aA.-0. . y 

Hence if y is sufficiently close to 0, then 

(33) z(y(t)) < aA.y(t) . 

From (33) and (18) i.e. 

( 
</>'(t, b)) 

z(y)=ay(t) A.+ </>(t, b) 

we find that there exists T and s >0 such that 

<f>'(T, b)< -s<O. 

Since <f>"(t, b) 20, we get 

</>'(t, b)< -c 

if t< T. Integrating both sides, 

<j>(T, b)-<j>(t, b)< -s(f-T), f<T 

i.e. 

which shows the existence of an a/ such that 

limt__..,.<j>(t,b)=co (-co~w'<to). 
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But if -oo<w' <to, then 

Hence 

o/= -oo. 

The Lemma 1 shows 

limt-.-oo <j/(t, b) = - oo. 

Proposition 11. If b>ba, then <j>(t, b) is a solution of (1) such that 
(a) <jJ(t, b) is defined for w' <t<w where -oo<w' <to<w< oo, 

(b) limt ... w' <j>(t, b)=O, O<limt_,.,, <j/(t, b)<oo. 
Moreover in the neighborhood of t=w', 

¢(t, b) =A(t-w')[l +l:m1n>oamn(t-w')m(t-w'rJ. 

Q.E.D. 

Proof. For this r/>(t, b) we define y(t) and z(y) by (6), (7). From Proposition 7, 
we get 

limt ..... ,. y(t) =0. 

Since b > ba, we get 

z(y)>za(?J). 

Hence we have the following alternative ; 

(i) limy ... o z(y)=O, limy ... o z(y) =oo, 
y 

(ii) limy ... o z(y)=c, O<c::::;;;oo. 
(Notice Lemma 5.) In any of these two cases we get 

and hence from (18) 

(34) 

Since 

we get 

. z(y) 
hmy_,0 --=oo 

y 

1
. <f/(t, b) 
lmt_,.,, <jJ(t, b) =oo. 

<j>(t, b)~O, 

limt ... .,• <P'(t, b) ~O • 

Hence if we observe that <fi"(t) is positive, then 
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Therefore from (34) we have 

If we assume 

limt-•w' </>'(t, b) =0, 

we obtain 

l • <j/(f, b) 2 
_ 1. 2<j/(f, b)<j/'(f, b) -1· rrU "( b)"-0 

lffit~w' <jJ(t, b)2 - lffit~w' 2<jJ(t, b)<fa'(t, b) - lffit~w' e 9) t, -

in contradiction with (34), and hence 

O<limt~w' <jJ(t, b)<oo. 

Consequently w' must be finite. 
We can construct an analytical expression of this <jJ(t, b) (where b>ba) in the 

neighborhood of t=w'. In (8) we put 

w=yz(y)- 1 

and we get 

Since this equation is of Briot-Bouquet type, we obtain 

where B is an arbitrary constant and hence 

Therefore we obtain 

Now put 

then 

t-w' = rv By<Ila)-I(l + Im+n>OWmnYm(By 11"r)d11 
Jo 

r;=By11a, 
1 

'=-(t-w') 
a 

By applying Smith's lemma we get 

r; ='[1 + Im+n>oWmn,n(B-I,)m"] 
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i.e. 

where I'=B- 1
• Since 

we obtain 

(35) <j>(t, b) =¢(t)y(t) 11
a 

r = -A21 ae-J."'' (t- w')[l + 1: m+n>oamn(t- w'r(t- w')an] 
a 

which is desired analytical expression. 
Thus we could prove (a) and (c) of (A) in the Theorem II. 
Finally we must verify (B), where a>¢(to) is assumed. 

Q.E.D. 

Proposition 12. There exists one and only one solution z =z4(y) of (8) such that 
(a) Z4(y) is defined for l<y<oo, 
(b) Z4(y) >0, 
(c) limt ... 1+0Z4(y) = +o. 

Proof. We consider the autonomous system (9) again. From (11) we find that 
a solution of (9) which tends to the saddle point (1, 0) can be represented as 

µi 
z=-(y-1)+···, (i=l,2). 

a 

If we put 

Z4(y)=~(y-l)+···, (y>l) 
a 

then z4(y) satisfies (c). Since (1, 0) is a saddle point, a solution satisfying (c) is 
unique. 

On the line y > 1, z = 0, we have 

dy =0 
ds ' 

dz _ =-a2A2(y2-ys)>O 
ds 

from (9). Hence the orbit of z=z4(y) cannot pass through the line 

y>l, z=O 

and so (b) is valid. 

If we put z = ~ , then (8) is transformed into 

(36) 
d(,, 

dy 
(a-1)(,, +2ayz(,,2-a2A2(y2-y3

)(,,
3 

ay 
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Suppose that there exists a number r; such that 

1 < Y) < oo , limy ..... ~-0Z4 (y) = oo , 

then (=0 if y=r;. Since ((, 0) is a nonsingular point of (36) and (=:0 is a solution 
of (36), then the uniqueness of the solution of (8) shows 

Z4(y)=:oo 

which is a contradiction. Therefore (a) is valid. 

Proposition 13. Let y(t) be a solution of 

and put 

then <Pit) is a solution of (1) such that 
(a) </J4(t) is defined for -oo<t<w(to<w<oo), 
(b) limt ..... -oo¢4(t) = oo, limt ..... -oo ¢/ (t) = - oo, 

(c) ¢(to) =a. 
Moreover in the neighborhood of t= -oo 

00 

</J4(t)= ~ anexp{n(l-v'l+a)-l)At}, ao>O. 
n=O 

Proof. Since 

we get 

(37) log (y-1)+ ... +C=(l+ v'l+a)At 

Q.E.D. 

where C is a constant and the unwritten part represents a power series of y-1. 
Hence 

as y-1. Since 

we find 

as t--oo, which implies (a). 
Since 
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y(t) > 1, 

we get 

and from Lemma 1 

limt .... -w <//(t) = - oo. 

From (37) we get 

y=l+ E dnexp {n(l+~l+a),U} 
n=I 

and 

</J4(t)= f; an exp {n(l+~l+a)-l)At}, a0 =A 21a>O 
n=O 

in the neighborhood of t= - oo, which is a desired analytical expression of </J4(t). 
Q.E.D. 

The last proposition implies (b) of (C). <jJ/(to) will be denoted b4 (h<b4<ba) 
hereafter. The solution z(y, b) of (8) with b>b4 is sure to pour into the domain 

O<y<l, z>O 

and hence the behavior of <jJ(t, b) has been already investigated in Proposition 9, 
10 and 11. Therefore we shall discuss only the case when h<b<b4 is valid. 

Proposition 14. If h<b<b4, then 9'J(t, b) is a solution of (1) such that 
(a) <jJ(t,b) is defined for w'<t<w (-oo<w'<t0 <w<oo), 
(b) limt .... w' <jJ(t, b)=oo, limt .... w' </J'(f, b)= -oo. 

Proof. If we define y(t) and z(y) by (6) and (7) for the c/J(t, b) with h<b<b4, 
then z(y) is a solution of (8) and from h<b<b4 we get 

Hence z(y) is defined only for y > 1. Since y is defined by (6), we get 

<jJ(t, b)><jJ(t). 

But since cp(t) tends to oo as t~-oo, we get 

limt .... w' <jJ(t, b)= oo, - oo-:;;,w' <to. 

From Lemma 1 we get also 

limt .... w' <j/(t, b)= - oo. 

If w' > - oo, then we get directly 

limt .... w' y(t) = oo 
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from (6) and if w' = - CX), then we get 

limt-w' y(t) = CX) 

by !'Hospital's theorem. Hence we can apply Lemma 4 and find w' > - CX) and 
that <jJ(t, b) is represented as (16) in the neighborhood of t=w'. Q.E.D. 

Thus the proof of Theorem II was completed. 

§ 3. The solution <)(t, a, b) with b<ifi'(to). 

Let <jJ(t, a, b) be a solution of (1) with an initial condition 

<jJ(to, a, b)=a, <P'(to, a, b)=b, -CX)<to<CX) 

where b<b. As in the previous sections we assume <jJ(t, a, b) is defined for w' <t<w. 
Then the following theorem is valid. 

Theorem III. (A) If b<b, then w is finite and 

limt-w</1 (t, a, b)=O, limt-w q)'(t, a, b)=d (-CX)<d<O). 

In the neighborhood of t =w, 

<jJ(t, a, b) =A(w-t)[l + 2.'m+n>oamn(w-t)7n(w-t)an] 

where A is constant. 
(B) If O<a~cp(to), then there exists a number b5 satisfying the following con

ditions: 

and 

and 

(a) If b5<b<b, then 

w'= -CX)' 

limt--oo ¢(t, a, b) =CX), limt--oo q)'(t, a, b) = -CX). 

(b) If b =b5, then 

w' = -CX) 

limt--oo <jJ(t, a, b) =CX), limi--oo <f/(t, a, b) = -CX). 

In the neighborhood of t= -CX) 

¢(t, a, b)= f an exp {(n(l+ Vl+a)-1).U}, ao >0. 
n=O 

(c) If b<b5, then 

-CX)<w'<to 
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and 

limt-w' rp(t, a, b) =oo' limt-w' <P'(t, a, b) = -00. 

In the neighborhood of t=w' 

q}(t, a, b) = ( ! ~ a~Z ra e-'"''(t-w1
)-

21
a 

X [1 + Im+n>ollmn(t-w')m{(t-w') 2 +C 4la)(C log (t-w') + B)}n] 

where B and C are constants and C=O if _! is not an integer. 
a 

(C) If a>cp(to), then, for an arbitrary b( <b), (c) of (B) is valid. 

Proof. For simplicity <jJ(t, a, b) will be denoted by <jJ(t, b). For <jJ(t, b) with b< 
b we define y(t) and z(y) by (6) and (7). Since b<b, we get 

(38) 
{

Z1(Y) (if O<y<l) 

z(y)<z(y, b)= 0 (if y=l) 

Z2(Y) (if y>l). 

On the other hand, we have the following four possibilities : 
( i) -oo<w<oo and limt-w rp(t, b)=O, 
(ii) -oo<w<oo and limt-w <jJ(t, b)=oo, 
(iii) w=oo and limt-w <jJ(t, b)<oo, 
(iv) w=oo and limt-w <jJ(t, b)=oo. 
In the cases (ii) and (iv), we get 

limt-w y(t) = oo . 

But from (38) we get 

z(y)=y'(t)<O 

for the sufficiently large y. Hence (ii) and (iv) cannot take place. 
(iii) can be excluded by the uniqueness of a bounded solution of (1) as t~oo 

which is showed in § 1. 
Consequently (i) does take place. 
In this case we get 

. z(y) 
hmy-o~-=oo 

y 

from Lemma 5. Hence we obtain a desired analytical expression 

<jJ(t, b)=A(w-t)[l+l'm+n>ollmn(w-tr(w-trJ 

by following the process of constructing (35). 
By the uniqueness of the solution of (1) we get also 

limt-w </J'(t, b)=d, -oo<d<O 
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and (A) was proved. 
We shall show (B) where O<a~<f.1(t0 ) is assumed. For this purpose we consider 

the autonomous system (9). Since (1, 0) is a saddle point of (9), we get a unique 
solution Z5(y) of (8) such that 

(a) Z5(y) is defined for O<y<l, 
(b) Z5(y)<O, 
(c) limv-1-0Z5(y)=-O. 

In fact we obtain 

Z5(y) = (1 + -Y'l +a)J(y-1) + ··· 

from (11). If we define 

where y(t) is a solution of 

then the same argument as in Proposition 13 shows that <h(t) satisfies the conclusion 
of (b) of (B). 

Here we consider the following four possibilities : 
( i) -oo<w' <oo and limt_.,, 9'J(t, b)=O, 
(ii) -oo<w' <oo and limt_.,, <jJ(t, b)=oo, 
(iii) w' = - oo and limt_.,, <jJ(t, b) < oo, 
(iv) w' = - oo and limt_.,, <jJ(t, b) = oo. 
In the case (iv), !'Hospital's theorem shows 

l• '()l/a_l' </J(l,b)_l' </J"(t,b)_l' </J(l,b)lia 
lmt-w' Y l - lmt-w' </J(l) - lmt-w' </J"(t) - lmt-w' </J(l)'"a 

=limt-w' y(t)C1/a)il. 

and hence we get 

limt-w' y(t) =0, 1 or oo. 

On the other hand, in the cases (i) and (iii) we get 

limt-w' y(t) =0 

and in the case (ii) we get 

limt-w' y(t)=oo. 

Therefore if b5<b<b i.e. Z5(y)<z(y), then we get 

Iimt-w' y(t) = 0 , 

and if b<b5 i.e. z(y)<z5(y), then we get 
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since the uniqueness of the solution of the equation (8) is valid. 
Hence if bs<b<b, then we get 

. z(y) 
hmy-+o -- =a2-0 

y 

from Lemma 5 and the uniqueness of Z3(y), and the same argument as in Proposition 
10 shows (a) of (B). 

If b<bs, then we can apply Lemma 4, which implies (c) of (B). 
If a>¢(to), b<b, then 

limt-+w' y(t) =FO 

which implies that the cases (i) and (iii) cannot take place. Hence we can apply 
Lemma 4 and (C) was proved. Q.E.D. 
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