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CONVERGENCE OF POWER SERIES SOLUTIONS OF A
LINEAR PFAFFIAN SYSTEM AT AN
IRREGULAR SINGULARITY

YASUTAKA SIBUYA**

School of Math., Univ. of Minnesota, Minneapolis, Minn. 55455, USA

(Received Dec. 12, 1977)

ABSTRACT

In this paper, we shall prove the existence and uniqueness of a convergent power series
solution of a linear Pfaffian system at an irregular singularity. Our method is similar to
the method given by W.A. Harris, JR., Y. SiBuva and L. WenBERG [2]. We do not utilize
the theory of asymptotic solutions.

1. Introduction

We consider two n-by-n matrices A(z,y)= X Awuz'y* and Bz, y)= Y, Buz"y*
h, k=0 h, k=0
whose components are convergent power series in two variables (z,y), where the
Ane and By are n-by-n (complex) constant matrices. Let p and g be two positive
integers, and set D, =x?"'(9/0x), D.=y""*(¢/dy), and V=C"<Lx,y>, where C" <z, y>
is the sel of all convergent power series ) c¢uux’y* in (x,y) whose coefficients cu«
k=0

are n dimensional constant vectors.

We introduce in V a structure of a vector space over C in a natural way, and
define two linear operators

Ln)=Diu—A(x,y)u and Ku)=Du—B(x,y)u, ucV.

* Vls1t1ng7P7r:)fessor of Keio University from July 1977 to August 1977.
#*  Partially supported by NSF MSC 76-06003 and Department of Mathematics, Faculty of
Engineering, Keio University, Japan.
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It AweGL(n; C) and ByweGL(n; C), then L and K are injective. The main result
of this paper is the following theorem.

THEOREM A. Suppose that

(i) ApweGL(n; C) and BweGL(n; C), and
(ii) LK=KL.

Then, for ueV, we have uerange(L) if and only if K(u)erange(L).

2.  An application

As an application, we consider a lincar Pfaffian system
i [1).%2 A, u+ f(x, ),

(£)
| Date=Blo, gt oo, v,

where felV and ¢geV.

Lemma 21: Plaffian system (I2) is completely integrable if and only if

(i) LK=KL, and (ii) K(f)=L(g)

Proor: Pfaffian system (E) is completely integrab'e i, and only if

() DA, )+ Alw, y)Blx, y) =D, Bla, y) + Ble, y) Ale, v),
and
(Cy) Az, (e, y) + Dof (w, y) = Bz, y) f(x, y) + Dig(z, v).

Conditions (C,) and (C,) can be written as

<) K(A)=L(B)
and
(Cy) K(f)=L{y)

respectively. Note that

LK(u)=D,Dyu— BD\u— ADyu— L(B)u,
and
KL(w)=D,Diu— BDut — ADyu— K (A)u.

Hence (C,’) and (i) are equivalent. This completes the proof of Lemma 2.1.
TuroREM B:  If Pfaffian system (E) is completely integrable, und if AyweGL(n; C)

and BoweGL(n; C), then system (E) has a solution u in V. Moreover, this solution
s unique.
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Proor: Condition (ii) of Lemma 2.1 implies that K(f)erange(L). Therefore,
by virtue of Theorem A, it follows from condition (i) of Lemma 2.1 that ferange(L).
This means that L(x)=f for some u#eV. Hence,

Lig)=K(f)=KL(u)=LK (u).

Since L is injective, we have K(u#)=g. This proves the existence of a solution #
of (&) in V. The uniqueness follows from the injectivity of L and K.

RemARK: Theorem B is a special case (i.e. the linear case) of a theorem which
was proved by R. GERarD and Y. SiBuya [1; Théoreme 3, p. 58]. Their proof was,
however, based on the theory of asymptotic solutions and connection problems of
nonlinear ordinary differential equations containing parameters at an irregular
singular point. (Cf. Y. SiBuva [3].) The proof of Theorem B in this paper is en-
tirely different from their proof.

3. A characterization of range(L)

We shall characterize range(L) in a way similar to the idea given by W.A.
Harris, JR., Y. SiBuva and L. WEINBERG [2].
Let us fix two positive numbers 4, and 4. Set

and denote by 2 the set of all mappings from ¢ to C" which are holomorhic and

bounded in @. For cef, the notation |c¢| denotes sup|c(y)|. For a power series
D

o= Y cna™ (cne®),

m=0

we set

lells= 22 leml™,

m=0Q
Bi=1p; llolis <+oo}, and
B w={x"¢; 0€ B},

where M is a positive integer.
Let A(x,y) be the matrix which was given in §1. Set

Alw, )= 3, Au(pa™ and [|Alls= 3 |Auli™,
[}

m=0 m=

where 1Aml=51£lppl/1m(y)l~ Assume that ||A|l; < +oo. Choose M so that

[1A[ls
o*M <1,
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where p is the integer which was given in §1. We define a mapping A: Bs »—
Bo.n by Alp)w, y)= Az, velz,y). Then, |AI:=Allll¢ls.
Let us define a mapping P: $Bs. y—Bs.u:p DY

oo

Plo)= 2, cux™,
m—H-+p
where

o

— am

¢ = Z Copltt ",
m M

Then
1P = el

We also define a mapping 7: Bs.u p—>Bs u DY

oo

Cm
T ): o g;""',
(gp Tn;M m
where
o= Z Copa™ P,
m=M
Then

1
”T(@)Hﬁ§W llells.
It is easy to prove that

D\ T(p)=¢ for ¢€ Bsu.p
and that

T(Dip)=¢ for ve Bs u if Dipe B arip.

Since

A
ITPAGIL= 10 gl for e

the mapping [—TPA: Bs v—Bs is an isomorphism, where [ is the identity map.
Set

3.1) ®=(I—TPA)'TP.

Then the mapping @: P, u— B, u satisfies the identity

(3.2) Lo(o)=¢—Q¢) (p€ Ba. ),
where
3.3 Q=(—P)I+Ad).

In fact, note that
(I-TPAYD=TP,
D\{(I—-TPAYD(¢)= D:®(¢p)— PAD(¢), and
D, TP(p)=P(¢).
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Hence
D\&(o)=PAO(¢)+ P(0)
and
Lb(g)=PAD(¢) + Plg) — Ab(¢) = — (I— PY(T+ ADY(c).

This proves (3. 2).
Suppose that ¢e @B, y and Dige Bs ., Then

(3.4) DL(¢) =¢.
In fact,

P(Di)=D¢ and TP(Dip)=¢.
Hence

O(Dig)=(I—TPA)(¢).

Since

®Al¢)=(I—TPA) ' TPA(¢),
we have

OL(0)=(I— TPA)"(I— TPA)(¢)=0.

LemmA 3.1: Suppose that AyweGL(n; C). Then, if

M+p—1
g[): Z me"‘eL(ng) 3
m=M

it follows that ¢=0.

Proof: Let ¢=L(u) for some ueB;. Then ue P; y and hence Dyu€ Bs u. p.
Therefore, ®(¢)=u. On the other hand, P(¢)=0 and hence @(¢)=0. This proves
that

¢=L(0)=0.

LemmMa 3.2: Suppose that AweGL(n; C). Then, for o€ B;s u, we have o€ L(B;)
if and only if Q(p)=0.

Proof : If Q(¢)=0, then (3.2) implies that ¢ =L®(p)e L(B;). If ¢=L(x) for some
ue $;, then

Qo) =¢—LO(¢p)=L(u—D(¢))e L(B:) .

Hence, by virtue of Lemma 3.1, we have Q(¢)=0.

LemMA 3.3: Suppose that AweGL(n; C). Then, there exists a mapping S: B,
— PBs such that

(i) D\S(Bs)C Bs;
(i) (I—=LSYBs)C Bos. n-

REMARK: An easy (formal) computation would determine S(¢) as a polynomial
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in « with coefficients in 0.
Lemma 34: Suppose that AweGL(n; C). Then, for ¢€Bs we have ceL(P;)
if and only if
(3.5) QU —LS)(¢)=0.

Proof: Suppose that (3.5) is satisfied. Then (/—LS)¢)eL(;), and hence
ceL(®Bs). If veL(ws), then (I-LS)¢)el(®s). Hence, (3.5) must be satisfied.

4. An important lemma.

Throughout this section, we assume that
(i) AweGLn; C) and BweGL(n; C), and
(ii) HAll; <400 and ||B];< +co.
We also utilize notations and results of §3.

M+p—1 ) .
Lemma 4.1: If &= X cpx™, and if Dsoe B, and
M

4.1) K(¢eL(Bs),

then ¢=0.

Proof : Since K(¢)e B35 » and AweGL(n; C), we have

QK (¢)=0.
This means that
4.2) QD) —QB(¢)=0.
We shall prove first that
4.3) Q(Ds¢p) =Dy

M -
Note that Dy¢= +sz 1(Dgcm)acm. Hence P(D»)=0. Therefore #(D.$)=0, and hence

m= M

(4.3) follows from (3.3).
By utilizing (4.3), we write (4.2) as
(4.4) Dsp=QB(¢)).

This means that

(4.5) Dscn= 25 ymrCr, m=M, -, M+p—1,
k=M
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where the ;... are n-by-n matrices whose components are in . Set

MM VMM p-1
Iy)=| -

M opexM T UM p—1Map-l

We shall prove that I'(0)eGL(np; C).
The quantities A, B, L, K, ®,Q, ¢ etc depend on y. We denote by A, By, L, K,
®y, Qv, ¢y etc those quantities at y=0. Then,

Ko((ﬁn) = Bn(Qn)y

L«»(Bo((;/o)) B BO(LO(QU)), or Bo"lLoBo(sﬁo) :LU((/;“)’
and
Lo(l)u((,’o) = Qo((ﬁo) .

Hence, if QyBy(¢n)=0, we have
Bo(g'u)) = Lu(l)o(Bo(sl’u)), or
an =By ILOB(»B()"l(/)oBu((;"u) =LyB3, '](/)01))0((,"(1)-

This means that
o= Lo(ata),
where
=By ' Do Bo(¢n)

Since ®,Lo(2te)=us, we have @y(¢)=2,=0, and hence ¢ =0. This proves that /'(0)e
GL(np; C).
Finally, it follows from (4.5) that ¢)=0.

5. Proof of Theorem A.

Set K(#)=L(v). Note that
K(I—LS)u)=L(v—KSu)),

and hence
KQU — LS)(u)=K(I—LS)(u)— LKO(I—LS)(u)
=L(v— KS(u) — KO(I— LS)(w)).
Therefore,
QU—LS)(u)=0 (cf. Lemma 4.1),
and

uel(9;) (cf. Lemma 34).
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This completes the proof of Theorem A. In this argument, we must choose g, and
o sufficiently small.
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