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LEAST SQUARES ESTIMATORS IN 

A POLYNOMIAL REGRESSION WITH 
A NONSTATIONARY ERROR PROCESS 
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Dept. of Administration Engineering Keio University, Yokohama 223, Japan 

(Received Dec. 2, 1976) 

ABSTRACT 

Sufficient conditions of weak consistency of Simple Least Squares Estimators for 
regression parameters and parameters contained in the modulation function in a polynomial 
regression with a nonstationary error process are given. These conditions are represented 
in terms of the covariance function of the stationary part and the modulation function of 
the error stochastic process. 

1. Introduction 

We often tend to explain the mean function by explanatory variables when 
the original time series can not be assumed to have mean zero. In this case, 
that is, when Y(t) =m(t) + X(t), where m(t) is a deterministic function and X(t) is 
a weakly stationary stochastic process with mean zero, the original time series 
may be reduced to stationary form by subtracting the time dependent mean. 
U. GREN ANDER and M. RosENBLA TT (1957) gave a necessary and sufficient condition 
of convergence in mean of the linear estimators to the regression parameters. 
And F. EICKER (1963) gave a necessary and sufficient condition of weak consistency 
of Simple Least Squares Estimators for regression parameters in the case where 
X(t) is an independent random variable. 

On the other hand, in treating the field data, we sometimes face on the case 
where we can not obtain the stationary time series even after removing the 
trending part. 

In this paper, we shall deal with the situation where m(t) is a polynomial of 
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t of given order and where the residual is a nonstationary stochastic process. We 
call this nonstationary process uniformly modulated Process. (see M. B. PRIESTLEY 

(1965) ). We seek for a mfficient condition of weak consistency of Simple Least 
Squares Estimators for the parameters contained in this model under a unified 
version. Under this model, first, we shall give a sufficient condition of weak 
consistency of Simple Least Squares Estimators for regression parameters. The 
condition obtained here can be considered as one of the robust conditions of weak 
consistency of Simple Least Squares Estimators in this model. Second, by assum­
ing that the distribution of the stationary part of uniformly modulated process is 
Gaussian and by parametrizing the modulation function, we shall give a sufficient 
condition of weak consistency of Simple Least Squares Estimators for the modula­
tion parameters given by the estimated residuals for the uniformly modulated 
process. 

2. Weak consistency of Simple Least Squares Estimators 
for regression parameters 

Let us consider a model 

p 

Y(t) =I: f3P +c(t)X(t), 
j=O 

(2. 1) 

where the time parameter t is discrete, Y(t) a real-valued stochastic process, c(t) 

a deterministic function of t and X(t) a weakly stationary stochastic process such 
that 

(i) EX(t)=O, -oo<t<oo 

(ii) EX(t)X(s)=R(t-s), -oo<t, s<oo. 

Then X(t) itself has the integral representation 

(2. 2) 

where Z(J.) is a stochastic process with orthogonal increments. 
M. B. PRIESTLEY (1965) and V. MANDREKAR (1972) defined a class of non­

stationary stochastic processes as 

(2. 3) 

where ( i) Z(J.) is a stochastic process with orthogonal increments, (ii) for each t, 

~~"lc(t, J.)12dF(J.) < oo, where F(J.) =EIZ(J.)12. They called W(t) oscillatory Processes. 

The error process in the model (2. 1) means c(t, J.) = c(t) for all J., which is a 
typical oscillatory process and is called uni/ ormly modulated Process by M. B. 
PRIESTLEY (1965). 
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After observing Y(t) at t=l, 2, ···, T, we construct Simple Least Squares 
Estimators {$j; j=O, 1, ···, p} for the regression coefficients {pj; j=O, 1, ···,P}. For 
these estimators we can obtain the following. 

Theorem 1. If Y(t) satisfies the following two conditions 

T 

1. L: JR(h)I =O(T0
) as T-* co, 

h=O 

T 

2. L: c(t)2 =o(T2- 0
) as T->-oo, 

t=l 

for all O~a~2, then {i§j, j =0, 1, · · ·, P} are weakly consistent estimators. 

Proof. The T observational equations of realizations of the model (2. 1) can be 
written in matrix form 

y=Xf3+u, (2. 4) 

where y=[y(l), y(2), ···, y(T)]' is a vector of T observations of Y(t) at t=l, 2, ···, 
T, X design matrix whose (t, m) element is rn-i for t=l, 2, ···, T and m=l, 2, ···, 
P+l, /3=[/30, pi,···, (3p]' a vector of unknown parameters and u=[c(l)x(l), c(2)x(2), 
·· ·, c(T)x(T)]' a vector of T realizations of error stochastic process c(t)X(t). 

Since fi=[~o, ~i, ···, ~P]' is an unbiased estimator for f3, we need only to prove 

where .L: is the variance-covariance matrix of u. 
First, we shall evaluate the highest order in T of each element in the matrix 

(X' X)- 1
• If we denote the (i,j) element of the matrix X' X by (X' X)ij, we have 

T 

(X' X)ij= l:: fi-1 j-2, i,j=l, 2, ···,P+l. 
t=l 

Let the matrix of the coefficients of the highest order in T for each element of 
,-...,; 

X' X be X' X, then 

,-...,; 1 
(X'X)ij=· ·+. l , 

l J-
i,j =1, 2, ···,P+ 1. (2. 5) 

By the nonsingurality of the matrix (2. 5) (see R. T. GREGORY and D. L. KARNEY 

(1969)), the highest order term in T of det X' X does not vanish and we can 
exactly evaluate the highest order in T of each element in the matrix 

(X'X)_ 1 _ adjX'X 
detX'X' 

where adj X' X denotes the adjugate matrix of X' X. Let (X' X)iJ be ai.i for i, j = 
1, 2, ···,P+L 

Since 

det X' X= .L: E(a)a1i/l2i2, ···, aJJ 1ip+i 
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where 

then 

p+l Jl 

detX'X=O Ti=1 1=1 =O(TcP l)) as T-HxJ. ( 
L: Ji+ L: j) 2 

And the highest order in T of each element in adj X' X is 

(adjX'X)i1=0(TCP:n 2 -ci J 1)) as T- oo 

for i,j=l, 2, ···,P+l. 

From (2. 6) and (2. 7), 

as T-oo 

for i,j=l, 2, ... ,p+l. 

(2. 6) 

(2. 7) 

(2. 8) 

Second, we shall evaluate the highest order in T of each element in the 
matrix X' ~ X. By using ScHWARz's inequality, 

T T 

ICX' ~ X)i1! =I .L; .L; si-lc(s)ti- 1c(t)R(t-s)I 
t=l S=l 

T 1'-1 T-/1 

= !R(O) .L; t 1 .i-2c(t)2 + .L; R(/t) .L; c(s)c(s+lt)si- 1(s+ll)i- 1
i 

t~I h--(7'-I) s~l 
(h~O) 

T T-1 (T /1 )I 2(7'-11 )l-2 
T1 J-

2 R(O) t~ c(t) 2 +2T1 .i -z 1~1 IR(lz)I s~ c(s) 2 .fi c(s+lz) 2 

T 1'-1 T 

~Ti J- 2R(O) .L; c(t) 2 +2T1 J- 2 .L; IR(h)I .L; c(s) 2 

t~cJ 11=1 S=l 

as T-oo 

=o( T1 i) as T-oo. (2. 9) 

Therefore, from (2. 8) and (2. 9), we have 

for i,j=l, 2, ... ,p+l, 

and this is equivalent to 

E(fo-fi)(fo-fi)' -o as T-oo. 

This shows the weak consistency of Simple Least Squares Estimator p for fi. 
Q.E.D. 
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Remark. We usually analize the time series with o=O in Condition 1 in Theorem 
T 

1. In this case, Condition 2 in Theorem 1 is reduced to I: c(t) 2 =o(T2) as T --* oo 
t=l 

and this is satisfied, for example, if c(t)=t112
-· (c>O). 

3. Weak consistency of Simple Least Squares Estimators 
for modulation function c(t) by using 

estimated residuals 

In this section, supposing the structure of modulation function c(t), that is, 
parametrizing c(t), we shall define the estimated residuals by making use of 
Simple Least Squares Estimator p and estimate the structual parameters of c(t) 
by the least squares principle by using the information of the above residuals. 

First, we suppose that for each t, the distribution of X(t) is Gaussian with 
mean 0, variance 1 and that as the structure of c(t) 

(3. 1) 

where <pi(t) is a I?ounded function of t for each i = 1, 2, · · ·, q. Then the model 
(2. 1) can be written as 

p q 

Y(t) =I; pjlj +exp ( I; (:i<pi(t) )X(t). (3. 2) 
j=O i=l 

Having the samples of Y(t) at t=l, 2, ... , T, we define the estimated residuals 
Z(t) by 

p A 

Z(t) = Y(t)- I; pj tj, (3. 3) 
j=O 

where {~j; j =0, 1, ... ,p} are Simple Least Squares Estimators defined in Section 2. 
Next, we shall consider the following statistical linear model 

q 

log IZ(t)l-E log IX(t)I =I; Ci <pi(t)+log IX(t)l-E log IX(t)I, (3. 4) 
i=l 

t=l, 2, ... , T 

and construct Simple Least Squares Estimators {ci; i=l, 2, ... , q} for {ci; i=l, 2, ... , 
q}, which are obtained by minimizing 

T q 

I; {log IZ(t) 1-E log JX(t) I - I; Ci <pi(t)}2. (3. 5) 
t=l i=l 

Theorem 2. Suppose that the following four conditions hold: 

co 

1. I; IR(h)I <oo 
h=O 
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2. <pi(t) is a bounded function of t for i = 1, 2, · · ·, q. 

r 
3. ~ <pi(t)2=0(T) as T~ oo for i=l, 2, .. ., q. 

t=l 

4. For any i,j=l, 2, ···, q, the limit 

r 
~ <pi(t)<pJ(t) 

lim. t=1 

7'-+= I l<pi(f)l Ir i l<pJ(f)i IT 

exists and we shall put this limit as YiJ where I l<pi(t)l Ir=(~ <pi(t)2) 
112

• The 

matrix {riJ; i, j = 1, 2, · · ·, q} is nonsingular. 
Then, Simple Least Squares Estimators {ci; i = 1, 2, · · ·, q} are weakly consistent 

estimators for the structual parameters {ci; i=l, 2, ... , q} of c(t). 

Proof. Let the design matrix obtained in the model (3. 4) be X. The (t, j) ele­
ment of Xis given by 

t=l, 2, ···, T; j=l, 2, .. ., q. 

Let Simple Least Squares Estimator of unknown parameter c=[ci, c2, .. ., Cq] be 
c=[ci, c2, ···, cq]. Since c is unbiased, it is enough to show that 

cov(c)=E(c-c)(c-c)'=(X'X)- 1X' I: X(X'X)- 1 ~o as T~ oo, 

where I: is the variance-covariance matrix of log IX(t)l-E log IX(t)i, t=l, 2, ···, T. 
First, we shall evaluate the highest order in T of each element of the matrix 

(X' X)- 1
• From the definition of X, 

for i, j = 1, 2, · ·., q. 
Let Dr be 

Dr= 

then X' X=Dr(D;/X' XD7/)Dr. 
The conditions 3 and 4 give 

for i,j =1, 2, ···, q. 
Then 

T 

(X' X)i,; = ~ <pi(t)<PJ(l) (3. 6) 
I ~'l 

0 

as T~oo 
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<let X' X=det DT(Dr1X' XDr1)DT 

=(<let DT)2 <let (Dr 1X' XDr 1
) 

as r~ co, 

where K=det (Dr 1X' XDr 1
). 

Similarly, 

Therefore from (3. 7) and (3. 8), 

[(X' X)- 1]ij=O(T- 1
) 

as r~ co. 

as r~ co 

for i,j=l, 2, ... , q. 

(3. 7) 

(3. 8) 

(3. 9) 

Second, we shall evaluate the highest order of the each element in T in the 
matrix X' ~ X. From the model (3. 4), 

T T 

(X' L: X)ij= L: L: <pi(S)<pj(t)E(log IX(t)l -a)(loglX(s)l -a) 
S=I t=I 

T T 

= L: L: <pi(S)<p/t)(E log IX(t)l log IX(s)l -a2
) 

s=I t=I 

for i,j=l, 2, ···, q, (3. 10) 

where a=E log IX(t)I. Let the covariance function of X(t) and X(s) be p(t-s). 
We put F(p(t-s) )=Elog IX(t)l log IX(s)I and expand it in the neighbourhood of 
0. Then, 

F(p(t-s) )=F(O)+F'(Op(t-s) )p(t-s) 

=a2 +F'(Op(t-s) )p(t-s) 

From (3. 11), (3. 10) is 

T T 

(O<O<l). 

(X' L; X)ij= L; L; <pi(s)<pj(t)F'(Op(t-s) )p(t-s) 
s=I t=I 

for i,j=l, 2, ···, q. 

Condition 2 in Theorem 2 says 

T T 

I (X' L: X)ijl ~ML: L: IF'(Op(t-s) )p(t-s)j, 
S=l t=I 

where M is an absolute constant. 
Now we shall evaluate the highest order in T of 
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T T 

I: I: IF'(Op(t-s) )p(t-s)j. 
S=l t=l 

Let the joint probability density function of x=X(t) and y=X(s) be 

/(.r, ?I; p) = .2rr-Vl-=-.-p-2 exp {- 2(1 ~ p2) (.r2-2p.ry+ y2)}. 

Then 

/
'( . )- uf(x, Y; p) -{_P_ if!~-y)(f!_y-x) }fi( . ) 

x, y' p - '.l - 1 2 + (1 2)2 x, y' p. up -p -p 

Since E(log IX(t)j)2 <00, E(X(t) log IX(t)1)2<oo and E(X(t) 2 log IX(t)j)2 <00, 

I - (
00 

(

00 

{ pO (Opx-y)(Opy-x) } . 
F (Op)- J _

00 

J-= log lxl log IYI 1 _ 02p2 + (l-fJ2p2 ) 2 f(x, y, Op)dxdy 

p(} (co ( 00 

= 1 _ 02 p2 J-rn J _
00

log lxl log l?!lf(x, y; Op)dxdy 

1 ~en ~w + (l- 2 2 ) 2 log J.rJ log IYl(Op:r:-y)(Opy-:c)f(x, 'Y; Op)dxdy 
() p -= --00 

has a definite value. 

The order in T of 

T T T T 

I: I: IF'(Op(t-s) )p(t-s)I =I: I: l(l1 +l2)p(t-s)I 
S=l t=l S=l t=l 

depends on 

T T 

I: I: Jl2p(t-s)J. 
S=l t=l 

Since 

where 

T T 

then the highest order in T of I: I: Jl2p(t-s)J depends on 
s=l t=l 
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Now, 

< T T Jp(f-s)J 
= S~l t:l (l-02p(f-S)2)2il/2 

T T-1T-h Jp(h)J 

(l-fJ2)2+1/2 +2 ,f;.1 8~ (l-02p(h)2)2+112 

T r- 1 [p(h)J 
(1-02)2-1112 +2 f1 (T-h) (1-02p(h)2)2+112 

T T-1 [p(h)[ 
:::;; (1-02)2n12 +4T f1 (l-02p(h)2)2+112 

00 

By using Condition 1 in Theorem 2, 

shows that 

~ Jp(h)[ <co 
h=l 

= Jp(h) I 
,f;.l (l -02 p(h)-2)2-t-l/2- <co. 

Then the right hand side of (3. 18) is 0( T) as T ~ <XJ, 

Therefore 

as T~co 

for i,j=l, 2, ... , q. 

(3. 17) 

(3. 18) 

(3. 19) 

Finally, from (3. 9) and (3. 19), we obtain the result that each element of 
cov (c)=(X'X)-1X' I: X(X'X)-1 is O(T-1) as T~ co. This fact shows that c is a 
weakly consistent estimator of c. 

Q.E.D. 
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