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ABSTRACT 

The Central Limit Theorem for a class of general linear process, defined by T. KAWATA 

(1972), is studied in this paper. 

1. Introduction 

Let ~(S)=~(S, w) be a real valued random measure, that E[~(S)]2<co for all 
n 

bounded Borel set Sand ~(S) is a-additive in the sense that ~(S)=l.i.m. I:~(Sk) for 
n-->oo k=l 

00 

S= U Sk, Sk being disjoint Borel sets. Define the set function F(S) =E[~(S)]2 and 
k=l 

the nondecreasing function F(t) by F(t)-F(s)=F([s, t)), s<t. Then F(t) is left 
continuous, moreover for convinience, we modify the function F(t) to be 

F(t)= + [F(t+O)+F(t-0)]. 

Suppose that a(t) is a real valued function such that a(t)EL2
( -co, co) and· 

for any finite a, (3 (a<(3), and for any t. We can define stochastic integral 

~: a(t-J.)~(dJ.) 

in mean square sense, in an ordinary way (c.f. DooB (1953)). 
Now if a stochastic process X(t)=X(t, w), -co<t<co, of the second order 

such that 
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(1-1) 

as a~-oo, p~oo, for any finite interval I, then X(t) is called a general linear 
process which was defined by T. KAWATA (1972), (1973). 

In this paper, we aim at studying the central limit theorem of such a general 
linear process. 

2. Preliminaries 

In order to study the central limit theorem of a general linear process, we 
restrict ourselves to the random measure .;(S) whose distribution is infinitely divisible 
and .;(SI) and .;(Sz) are independent each other for any disjoint Borel sets S11 Sz. 

Since E.;(S)=O, and E[.;(S)]Z<oo for bounded Borel set S, the characteristic 
function of .;(S) has Kolmogorov's canonical formula such that, (c.f. DooB (1953)) 

(2-1) 

where G(x, A) is nondecreasing for x and A, and G(- oo, A)= 0. G( ·, A) is bounded 
for each A but G(x, ·) is not necessarily bounded. This integrand is defined by con
tinuity at x=O where it assumes the value -u2 /2. The measure F(S) is determined 
uniquely by 

F(S) =E[.;(S)F 

=- { dd
2

2 
log E[exp (iu.;(S))]} . 

U U=O 

Then 

(2-2) 

Moreover we assume the condition 

F(t+ A)-F(t) =O(A), (2-3) 

for large A uniformly for -oo<t< oo. 

Lemma 1. 

Define 

W(T, A)=: ~:r a(t-A)dt, (2-4) 

then (JJ(T, A) is of L 2(F) over ( -oo, oo) for each T>O. 

Proof. 

For any a<p, 
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~: W2(T, ).)dF().) 

=~: dF().{~:T a(t-).)dtJ 

~ ~: dF().)~:r a 2(t-).)dt· (2T) 

=(2T){~:~~a a2(u)du~:-u dF().) 

+ ~:~: a2(u)du~:~:u dF().)+ ~:~~P a2(u)du~~T-u dF().)J 

=Jl+J2+J3· 

By using the assumption of F().) (2-3), there exists a constant K1 such that 
IF(t)-F(s)I~K~ (t-s). Hence the integral !1 is 

]1 ~(2T)~:~~a a2(u)duK1(T-u-a) 

Then !1-+0 as a-+-co because of a(u)EL2
( -co, co). Also it can be shown ]s--+0 

as (3--+co, and 

li~~';,P J2~K1(2Y)2 li~~~p~:~: a2
(u)du 

P---+oo P---+oo 

=K1(2T)2 ~:= la(u)l 2du< co. 

Now in order to study the central limit theorem, we define the process Z(T) 
such that 

Z(T)=C(T)~:r X(t)dt, (2-5) 

where 

(2-6) 

which is assumed not to be zero. If C(T)=O, Z(T) is defined to be zero almost 
surely. 

Lemma 2. 

Let {Xn(t)} be a sequence which converges to X(t) in the sense that 

~ 1EI Xn(t)-X(t)l 2dt-+O as n-+co, for any finite interval I, and define the process 

Zn(T) by 
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(2-7) 

then there exists Z(t) uniquely, almost surely, such that EJZ(T)-Zn(T)J 2-+0 as 
n-+oo, and 

Z(T)=C(T)~:r X(t)dt 

Proof. 

It is sufficient to show EJ Zn( T)- Zm( T) J2-+0, as m, n-+oo, because of the com
pleteness of convergence in mean, 

EJZn(T)-Z,JT)l 2 

=EiC(T) ~:r [Xn(t)- Xm(t)]dtl
2 

~ JC(T)J 2E ~:r l!n(t)-Xm(t)j 2dt 

= JC(T)J 2 ~:r EJXn(t)- Xm(t)j 2dt-+0, 

as n, m-+oo. 
Obviously, 

(2-8) 

Lemma 3. 

(2-9) 

Proof. 

We define {Xn(t)} which converges to a general linear process X(t) such that 

Then we have 

(Pn 
Xn(t)= Jan a(t-J.)~(dJ.). 

ElZn(T)J 2 =E[ C(T)~:r dt~:: a(t-J.)~(dJ.)T 

=E[ C(T)~:: ~(dJ.)~:r a(t-J.)dtJ 
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By using Lemma 1 and the representation of the nondecreasing function G(x, A) 
(2-2), E[Z(T)[ 2 exists and 

r= r= 1 
= J_OJ-oo [xC(T)$(T, A)J2;zd2G(x, A). 

3. Characteristic function 

To find the characteristic function of X(t) itself is not so simple, because a(A) 

is not necessarily of L 2(F) over (-co, co). But we can rather easily derive the 
form of the characteristic function of Z(T) by using the method of R. LuGANNANI 
(1967). 

Lemma 4. 

cp(T, u)=E[exp iuZ(T)] 

(3-1) 

Proof. 

We shall show this lemma using the method of R. LuGANNANI (1967). Let 
the function lff(A) be a simple function such that 

k k 

lJf(A)= :l: 1JfiX(Si), u si =[an, pn], 
i=l i=l 

where X(Si) is the indicator and lJfi, (i = 1, .. ·, k), are values of 7Jf'(A) on AESi, 
(i=1, ... , k). Zn is represented by 

k 

= :l: lJf i~(Si). 
i=l 

Now, since ~(Si) and ~(Sj) (SinSj=r/J, i~j, i,j=1, ... , k), are independent, we have 

<pn(u):=E[exp iuZn] 

k 

= Il E[exp iu1Jfi~(Si)] 
i=l 
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=exp{~~:~~= [eiuxqro)_iuxW(A)-1] ~2 d2G(x, A)} 

If W(A) is a function of L 2(F), there exists a simple function sequence {W.k(A)} which 
converges to W(A) in L 2(F) mean, and 

~ K2u2 ~~00 ~~= IW.(A)-?Jfk(A)I 2d 2G(x, A) 

= K2u2 ~~00 IW(A)-W.k(A)I 2dF(A)---+0 as k---+oo. 

Taking lJf(A)=C(T)r/J(T, A), we obtain the characteristic function (3-1) of 

4. The Central Limit Theorem 

Now we are going to give the central limit theorem for Z(T) by using the 
method of R. LuGANNANI and J. B. THOMAS (1968), which was also used by Y. 
ENDOW (1972), for the general random noise process. (See also T. KAWATA (1973),) 
We shall show that cp(T, u)---+exp ( -u 2 /2) as T---+oo. By using Lemma 3 and Lemma 
4 we have 

! u
2

1 ](T)= jlog <p (T, u)+ 2 

= rr 
00 

( 
00 

[eiUXC(T)<P(T . .l)- iuxC( T)f/J( T, A) -1] ~ d 2G(x, A)- (iu)
2 

J_ooJ-oo X 2 

(4-1) 

= 1(= (oo {eiuxccT)<PcT . .l)- J:._ [iuxC(T)f/J(T, A)]2 
J_OOJ-00 2 

which we need for the proof of the following theorems. 
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Theorem 1. 

Let X(t) be a general linear process defined in 1, and ~(dJ..) be a random 
measure which satisfies the conditions in 2. Suppose the functions G(x, A.) and F(A.) 
defined in 2, satisfying the condition (2-3). Let Z(T) be the random variable 
defined in 2. If 

(( IC(T)r/J(T, A.)l 2d2G(x, A.)---+0, 
) ) JxC(T)tll(T,.:t)J ~· 

(4-2) 

as T---+oo, where f/J(T,A.)=~:ra(t-A.)dt, then the distribution of Z(T) converges to 

normal distribution N(O, 1) as T ---+oo. 

Proof 

VVe use the property that 

I 

( 
· ) 1 ( · )2 ( • ) 1 1 Kal X 1

3 

exp zx - 2 - zx - zx - ~ 1 + 
1 
;;r, 

-oo<x<oo, and Ks is some constant. VVe have from (4-1), 

< C" c= 2 lxuC(T)f/J(T, J..)l 2 

J(T)=Ka)_=)-= luC(T)r/J(T, A.) I 1+ lxuC(T)f/J(T, A.)l d G(x, A.) 

~KscU3 ( ( IC(T)f/J(T, A.)l 2d2G(x, A.) 
) )JxC(T)tll(T,.l)J<• 

+Ksu2 C ( IC(T)f/J(T, A.)l 2d2G(x, A.) 
) )JxC(T)tll(T,.l)J~• 

=Ka[cU3]1( T) +u2J2( T)]. 

By using the fact E I Z ( T) 12 = 1 and Lemma 3, we get 

f1(T)~~:=~:= IC(T)f/J(T, A.)l 2d2G(x, A.) 

= IC(T)I 2 ~:= lf/J(T, A.)l 2dF(A.) 

=1. 

By the assumption ( 4-2), !2( T)---+0 and this proves the theorem. 

(4-3) 

(4-4) 

Now we restrict ourselves to the general linear process of special type, which 
still includes the general random noise process considered by Y. ENDOW and some 
class of pulse train process studied by R. LuGANNANI (1971). 

Lemma 5. 

If X(t) is a general linear process and the nondecreasing function F(A.) defined 
1, 2, satisfies F(t+A.)-F(t)=O(A) (2-3), for large ). uniformly for t, and moreover 
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the function a(J.) is of L(- oo, oo) as well as of L 2 (- oo, oo) and nonnegative, then 
we have 

Proof. 

[(2T) ~ C(T)]-
2
= a~~ 2~ E[~~T dt~:. a(t-J.)~(dJ.)T 

p---+00 

1 rT rT rf3 
=a~~ 2T J_T dtj_T dul, a(t-J.)a(u-J.)dF(J.) 

fl--HXJ 

Now specially we select the value of a, (3, such that a=- T/2, (3= T/2 then 

1 1 rT rT rT/2 
[(2Tf2-C(T)]- 2 ~ 2T J_T dtJ_T duJ_T

12 
a(t-J.)a(u-J.)dF(J.) 

1 ~T ~T/2 [~T J = ~2T-- dt a(t-J.) a(u-J.)du dF(J.) 
-T -~2 -T 

K ~T ~T/2 ~ -
2

T
4 

dt a(t-J.)dF(J.) 
-T -T/2 

__ K
24 

[ F( T/2) -TF(- T/2) J 
---+ constant, 

as T ---+oo. Hence we obtain the conclusion of Lemma 5. 

Theorem 2. 

Let X(t) be a general linear process defined in 1. Let ~(dJ.) be a random 
measure which satisfies the conditions in 2. Suppose that the nondecreasing func
tion F(A) satisfies (2-3), and that the nondecreasing function G(x, J.) is represented 
as G(x, J.)=GI(x)Gz(J.), where G1(x) is a bounded nondecreasing function and Gz(A) 
is a nondecreasing function not necessarily bounded, and moreover the function 
a(J.) is of L ( -oo, oo) as well as of L 2 

( -oo, oo) and nonnegative. 
Then the distribution function of Z(T) converges to the standard normal 

distribution N(O, 1), as T ---+oo. 

Proof 

1 

From Lemma 5, we see that C(T)- 1 =0(T 2 ) and (j)(T, J.) increases to some 
constant K5 as T ---+oo, which is independent for J.. Noting that 
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{x: lxC(T)f/J(T, A)l ~c}={x: lxl ~z/IC(T)f/J(T, A) I} 
(4-6) 

where Ks is some constant. We have 

fz(T)= \\ IC(T)f/J(T, A)l 2d 2G(.r, A) 
• ·'IC(T)t1>(T,.<)I;:;:e 

~ IC(T)I2roo lr/J(T, A)l 2dGz(A)r dG1(x) J -oo J (x· lxC(T)tP(T, .l) I ;,:e) 

which converges to zero as T~JO, since G1(x) is hmnded, where K7=Gt(co) 
-G 1( -co). The proof is now complete. 

5. Application 

The class of processes which satisfy the conditions of Theorem 2 includes the 
general random noise process whose random measure is generated by nonhomo
genious compound poisson process, and even a little more general one. Another 
example of the process studied in Theorem 2, is a pulse train process defined by 
R. LuGANNANI (1971) to be 

00 

X(t)= L: ana(t-nT), (5-1) 

where T is a fixed positive constant, and an (n=O, ±1, ±2, ... ) are real valued 
random variables with Ean=O, Ea~ =a2 < co, Eanarn=O, n~m, and a(t) is real valued 
function of L 2 (-co, co). 

If moreover the pulse train process X (f) satisfies that a(t) is nonnegative and 
of L (-co, co), and an and arn are independent each other (m~n), and the distribu
tion of an is infinitely divisible, then Theorem 2 can be applied. Then the central 
limit theorem holds. 
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