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ABSTRACT 

In this paper we shall deal with nonparametric estimation of a probability density 
function f(x), restricting to the kernel type estimator which is the linear smoothing ver­
sion of the empirical distribution function based on a finite sample of independent observa­
tions, each distributed according to f(x). Such estimation has been suggested by several 
authors, e.g., WHITTLE (1958) and PARZEN (1962). We shall, however, use the estimators 
with slightly more general kernels than those used by Parzen. 

We give here some variations of the general convergence theorem in Fourier analysis. 
Using these, we evaluate the rapidity of convergence to the value of f(x) at each point x 
of the estimate and calculate the order of unbiasedness and consistency of the estimate. 
Furthermore, we give a method of getting a good estimate in this connection. 

1. Introduction 

Let 

(1. 1) 

ben independently and identically distributed random variables with a common distri­
bution function F(x). We desire to estimate the probability density f(x) correspond­
ing to F(x) from the knowledge of (1.1) for w=wo. But we shall restrict our 
attention to the estimation of f(x) in terms of the empirical distribution function. 

We begin with some definitions. Let us be given (1. 1) and write 

(1. 2) Yk(x, w)=1, if Xk(w)<x, 

=0, if Xk(w)~x, 

k=1, 2, 3, ···, n 

* Now at Musashi Institute of Technology, Dept. of Industrial Engineering. 

ll3 



AKIO ARIMOTO 

(1. 3) 
1 n 

Fn(X, w) =-I: Yk(X, w). 
n k=l 

This random variable is the so-called empirical distribution function. We then have 

(1. 4) ·'EFn(x, w)=F(x). 

Now using (1. 3), we construct the estimate of f(x): 

(1. 5) Pn.;.(x, w)= ~:oo K;.(x-u)dFn(U, w) 

1 n 
=-I: K;.(x-Xk(w)), 

n k=t 

where K;.(x) is a Borel measurable bounded function such that 

(1. 6) 

Then, we have 

(1. 7) 

(1. 8) 1 ~
00 

1 { ~
00 

}2 var Pn,;.(x, w)=- Ki(x-u)dF(u)-- .. K;.(x-u)dF(u) . 
n -oo n -oo 

PARZEN (1962) shows that if 2=2n and An~oo as n~oo, and K;.(x)=AK(..<x), then 
Pn(x, w)=Pn,;.n(x, w) is an asymptotically unbiased estimate of f(x), that is, 

(1.10) EPn(x, w)=f(x)+0(1) 

for each x, and if An/n~o as n---"oo, then this is a consistent estimate of f(x), that is, 

(1. 11) lim var Pn(x, w)=O 
n->oo 

for each x. More precisely 

(1.12) 

holds for large n. 
What we are going to do is to discuss about the order of the remainder term 

0(1) in (1. 10) and (1. 12). 
If, besides the existence of derivatives, the Lipschitz's conditions of derivatives 

are assumed, then the more precise result than the PARZEN's with respect to the 
order of consistency can be obtained. PARZEN has shown that if f(x) has the LI-th 
derivative, then the order of consistency of the estimate is n 2

"
1 ci+2

"). If, in addition, 
fC")(x) satisfies the Lipschitz's condition of order q, where 0<q<1, then we can 
show that the order of consistency of the estimate is nW+q)I(I+2c"+q)). 

In this oon~ction., WAHBA (1971) has shown that if fC"+1)(x)e£'A( -oo, oo), then 
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the order of consistency is n<2"+l)IZ<"+l), where he used the polynomial algorithm 
based on ordinary (Lagrange) interpolation as the method of estimation. 

2. Main Results 

We first show the following convergence theorem. 

THEOREM 1. Suppose that for some a>O 

( i ) 

(2.1) 

(2.2) 

for large ..<>0, some constants C1, Cz, 
that 

1 
lui::::;;­-..<, 

for juj2::_!_ -..<' 

(ii) F(x) is a bounded, non-decreasing function and has no singular component 
and that 

(iii) for any e>O, there exists o>O such that 

(2.3) ~:h ld{F(x+u)-f(x)u}l ;£ehl+~ 

for fi~O, !hi >o at a point point x, where f(x)=F'(x) exists. Then we have 

(2.4) Rl= ~=oo Kl(x-u)dF(u)-f(x)~=oo Kl(u)du 

=0( ~ ), for a>fi, 

=0( :a ), for a;£('. 

It is noted that the condition (2. 3) will be thought of as an analogue of the 
Lipschitz's condition and (2. 3) with fi=O always holds even if F(x) has the singular 
component (Van der VAART 1967; KAWATA 1972). 

The proof of Theorem 1 will be carried out in a way just similar to the one 
given in KAWATA loc. cit. (Also see Van der VAART loc. cit.) and so it is omitted 
here. 

We also have the following : 

CoROLLARY 1. 

(2. 5) 

\ 

Under the conditions of Theorem 1, we have, for 0;£(';£1, 

Ql= ~=oo IKl{x-u)l 2dF(u)-f(x)~=oo IKl{u)l 2du 

=0(..<1-fl), for large ..<. 
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Now we say an estimate Pn.~.(x, w) to be asymptotically unbiased of the order 
Aa if 

(2. 6) lim AaiEPn.lx, w)-f(x)l =r<oo 
/.-+00 

and to possess an asymptotic variance a 2 of the order ..{a if 

(2. 7) lim A2aEIPn.lx~ w)-EPn.lx, w)l 2 =a2
• 

1.-+oo 

In the case where (2. 6) and (2. 7) hold simultaneously, we agree to say Pn.~.(x, w) 
to be consistent of the order A2

a with an asymptotic mean square error a 2 +r2 

(P ARZEN 1956). With these terminologies we have the following: · 

CoROLLARY 2. If the conditions ( i )"-'(iii) of Theorem 1 are satisfied and 

(2. 8) 

then 

(2. 9) 

is an asymptotic unbiased estimate of the order A~(8=min (a, fi)) for the probability 
density function f(x). 

Moreover if An=O(n1-r) as n~oo, 0<r<1, then Pn(x, w) is a consistent estimate 
of the order nr, whenever nr =0(..{~) and 8>0. Thus we may take An....._,n-<20+ 111 ). 

The latter half of Corollary 2 is easily shown from the facts that for some 
constant C1>0, 

(2. 10) 

(2. 11) ~=oo Kl(x)dx=O(A), 

and the maximan of r such that nr;;;i;Czn2 <l-r)o for some C2 >0 is 28/(28+1). 
Furthermore, in order to improve the order of asymptotic unbiasedness, we 

need the existence of the derivatives of f(x). In this connection we shall prove 
the following. 

THEOREM 2. Suppose that 

( i ) 

(2. 12) 

(2. 13) 

for some constant C1 and some r~O, 
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(ii) f(u) is bounded (lf(u)I2M) and has the lJ·th derivative at u=x, where 
021J2[r] and 

(iii) there exists a o>O such that 

(2. 14) lf(u)-g(u, x)I2Ciu-xlq+"(02q21) 

for lu-xl2o, where C is a constant independent of u and g(u, x) is defined by 

(2. 15) 

Then, we have 

(2.16) 

fm large 2. 

Proof. Write 

(2.17) 

say. From (2.14) 

(2. 18) 

" fCk)(x) 
g(u, x)= "fo_k_!_ (u-x)k. 

Rl=~=oo {f(x+u)-g(x+u, x)}Kiu)du 

=0( 2~ ), for r2q+lJ, 

=0( 2~q ), for r>q+lJ, 

RA= r {f(x+u)-g(x+u, x)}Kl(u)du 
Jlui:Oo 

llti2C\ luq+"KA(u)ldu. 
Jlul::iiio 

If q+lJ~r, then we have, by (2.13), 

(2. 19) llti2C\ lulq+"-rlur Kiu)ldu J lul:iOo 

that is, 

(2. 20) 

If, on the other hand, q+lJ<r, then we have 

(2. 21) 

since 
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(2. 22) 

for any positive number a<r. We also have 

(2. 23) 

~ fC~(x) 1 ~ r 21: -k-,-· ~r-k !u KA(u)!du. 
k=O • u iui>t'l 

Hence 

(2. 24) 

Finally we have 

(2. 25) 

that is, 

(2. 26) 

Hence altogether we get the conclusion (2.16). 
We have the following special cases of Theorem 2. 

COROLLARY 3. If the conditions (ii)""(iii) of Theorem 2 are satisfied and more-
over 

( i )' K(u) is a bounded measurable function such that 

(2. 27) r~O, 

then we have 

(2. 28) 

for large 2. 

CoROLLARY 4. If the conditions (ii)""(iii) of Theorem 2 are satisfied and 
moreover 

( i )" 
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1 
lui::;;­- A' 

1 
lui;;:::­- A' 

for large A, a> r, then the same conclusion as in Theorem 2 holds. 
This can be easily seen if it is noted that Kl(u) of Corollary 4 satisfies the 

conditions (2. 12) and (2. 13). 
Since K(u) is bounded, K 2(u) also satisfies the condition (i)' of Corollary 3. 

Hence, if we apply this corollary to K 2(u), then we have 

(2. 31) l~=oo {f(x+u)-g(x+u, x)}K 2(lu)du 

=0( A: ), for r~q+v, 

=0( .<:+. ), for r~q+v. 

As a special case of Corollary 3, we have the following corollary which was given 
by p ARZEN (1962). 

CoROLLARY 5. Suppose that 

( i) K(u) is a bounded measurable function such that 

(2. 32) 

(2. 33) k=1, 2, ... ,p 

and 

(2. 34) 

and that 

( ii) the probability density function f(u) has the p-th derivative at u=x. 
Then 

(2. 35) 

is an asymptotically unbiased estimate of the order A~ for the value of f(u) at u=x. 
Here, if we take An"""'nv<2

P+l), then we get the estimate with the order of consistency 
n2P/(1+2P). 

Furthermore, if we apply Theorem 2 to our problem, then we have 

CoROLLARY 6. Suppose that 

( i ) f(u) is the probability density function which satisfies the conditions (ii) 
and (iii) of Theorem 2, 
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and that 

( ii) K;.(u) satisfies (2. 29) and (2. 30), 

(2. 36) ~=oo K.(u)du=l, 

and 

(2. 37) ~=00 ukK;.(u)du=O, 

Then, the estimate for f(u) at u=x 

k=l, 2, ... , )../, 

(2. 38) 

is a consistent estimate of the order n201 cl+ 20), where O=min (q+v, r) if O>O. 
In order to prove this corollary, it should be noted that if K;.(u) satisfies (2.29) 

and (2. 30), then 

(2. 39) ~=oo Kl(u)du=O(J.), 

(2. 40) var Pn(x, w) 

and 

(2. 41) 

where Q~ is the one defined in (2. 5). 
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