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Executive Summary

A business is not intrinsically self-sustainableecérding to the statistics of the
Ministry of Economy, Technology and Industry (METI}3.9% of newly established
enterprises disappear within 10 years (Li, 20119r FEhe purpose of acquiring
sustainability in a competitive market, we needappropriately monitor, evaluate, and
manage typical behaviours of business systems asagrowth, oscillation and decay
overtime. But such methodology for evaluating basssystems is not well-established
yet. Therefore, the purpose of the thesis is tqo@se an integrated methodology to
evaluate sustainability of business systems andly apgor transforming unsustainable
regional air transportation to be a more self-snsthsystem.

Previous researches on sustainability evaluatiord tenainly to discuss the
intersection of the triple bottom line of environmheeconomy and society. However, the
approach has been ossified and lacks the capalofitgvaluating dynamics within
business systems. It ignores dynamic interactiohsbusiness stakeholders which
continuously changes balances of benefits and dsksig business lifecycle. Thus, the
thesis decomposes business systems evaluatiorthirge stages; growth, maturity and
decay, and identified issues associated with etdes| proposed an integrated systems
evaluation framework which can evaluate businesgegys from three perspectives;
Scalability, Stability and Durability. Systems eavation technologies such as
mathematical modelling and simulation modelling ardgegrally applied in the
framework.

The thesis comprises 5 parts and 11 chapters1R&tapter 1 to Chapter 3), Issue
and Theory, provides the problem definition andoth@cal framework. In Chapter 1,
Introduction, the research background, motivesplera, purpose, and questions are
illustrated. In Chapter 2, Sustainability and Anafisportation, | discussed the definition
of sustainability concept and its limitations. ls@lreview the extant researches on
business systems evaluation, allowing me to highlihe originality of the thesis. In
Chapter 3, Systems Evaluation Framework was intreduvith associated evaluation

technologies.



Part 2 (Chapter 4 and Chapter 5) addresses “SyabiliBusiness Systems.” In
Chapter 4, Airline - Airport (Multiple Airways), introduced a mathematical portfolio
modelling based on financial engineering to lookwnatys to reduce business risks of
demand fluctuation by diversification using airffiadata to remote islands. In Chapter 5,
Airline — Airport (Single Airway), | developed a gatitative, dynamic simulation model
of load factor guarantee using System Dynamicst@uating risk sharing mechanism
among the stakeholders. The Haneda-Noto flight @atautilized for examination.

Part 3 (Chapter 6 and Chapter 7) addresses “Diuyabfl Business Systems.” In
Chapter 6, Air Transportation Ecosystem, | intragtbcan ecosystem modelling of
regional air transport community using System Dyitam aiming at balancing
stakeholder’s benefits and risks when businesgssare decaying overtime. In Chapter
7, Air Transportation and Disaster, | discussed $iubstitutability of regional air
transportation under catastrophic natural disasieedysing the case of the 2011 East
Japan Great Earthquake and Tsunami. An effectiveagement model under catastrophe
was illustrated and a new added value of undezatilregional airport was highlighted.

Part 4 (Chapter 8 through Chapter 10) addresseddiitity of Business Systems.”
In Chapter 8, Systems Evaluation on Competitivenegsoposed a matrix operation
model for a trade analysis to systematically evalcampetitiveness of business systems
from technical, market and social perspectivesChapter 9, Systems Evaluation on
Uncertainty, | presented a Monte Carlo simulatiomdel for evaluating business
uncertainty associated with emerging technologyClhapter 10, Systems Evaluation on
Business Integration, | developed System Dynammuukition model for assessing the
degree of business system integration. In Part Bpricluded the discussions and
presented the limitations and the future works.

The primal achievement of the thesis is the integrasystems evaluation
methodology for designing more self-sustaining hess systems where business
stakeholders symbiotically coexist in a market eatthan competing with each other or
being parasitic on public assistance. Furthermofeund the fact from the quantitative
simulation results that, instead of subsidizing rofitable regional airlines or local
residents as taxpayers, subsidizing ticket prideslmund air passengers better aids the
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viability of the regional air transport ecosystgmmarily through the multiplier effects
of attracting more passengers and the economiowsgileffects.

| highlighted regional air transportation as a magxample of unsustainable
business systems but | think that the proposed adetbgy can be applicable to other
business systems evaluation as well. | believe thainstance, the methodology can be
applied for public service design as business systevhich in turn, greatly contributes to
future design of the country where depopulation agicig society are becoming of great
issue.
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Chapter 1.Introduction

Chapter 1 provides an overview of my doctoral regealt is divided into six
sections. The section 1.1 describes the backgraidnthe research. The section 1.2
explains the research motivation. The section &fhds the purpose and the target of the
research. The section 1.4 analyses the problerieiresearch. The section 1.5 explains

the research strategy. Finally, the section 1.6a@xgthe structure of my doctoral thesis.
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1.1. Research background

1.1.1.Growth and Decay of Air Transportation

The history of modern aviation started in 1903 whiesn Wright Brothers, Wilbur
and Oliver, succeeded in flying an airplane in Kittawk, North Carolina, U.S.A. Only
three years later (1906) the first European flight accomplished in France by Alberto
Santos-Demont (Inoue, pp. 5, 2008). Japan’s flrghtf occurred seven years after the
world’s, when two Japanese military officers, Lendénts Tokugawa and Hino, flew an
airplane for the first time in Tokyo, Japan, on Beber 19, 1910 (Inoue, pp. 3-12, 2008).
This was the dawn of Japanese aviation history.

One hundred years have passed since the first.fligne air transportation in Japan
has experienced both drastic growth and decayeoftarket. According to Ministry of
Land, Infrastructure, Transport and Tourism (MLIThe air traffic has continuously
increased during the 2@entury and reached its maximum of 114,553,35%qragers in
2002 (Fig. 1.1). In the beginning of the®2dentury, on the contrary, the market was
saturated and thereafter drastic decrease beggnl(E). There were recessions after the
events such as the 9.11 attack in 2011 and Lehimacksn 2008 but demand for air
transport has proved robust in the face of suclkeatsgl shocks (Pearce, 2012). Today,
79,052,000 Japanese are travelling on Japan’s dicnasvays, and 12,594,000 are
flying internationally (Air Transport Statistics 20, MLIT).

The initial rapid and continuous growth of air fi@f(see Fig. 1.1) has been
strategically designed and controlled by the Jagamentral government (Ohta, 1999).
Many airports have been constructed across thetigosince the 1950s according to the
Airport Development Plan, based on the Airport Depment Law (Mita et al., pp.
109-139, 2010). Airlines have been regulated byMhestry of Transport (MOT) under a
management structure called the ‘45/47 framewalkpan’s air transport system has

been strongly protected and regulated for years.
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The 45/47 framework was an administrative policat thllocated specific roles to
the major Japanese airlines. It was authorizechbyQabinet Council in 1970 (Showa 45
in the Japanese dating system) and implementedhéwinistry of Transport in 1972
(Showa 47 in the Japanese dating system) as th@7‘4Bamework’. Under the
framework, Japan Airline (JAL) was allowed to opgeranternational and domestic
mainline flights. All Nippon Airways (ANA) was altated domestic mainline and
domestic local flights. Japan Air System (JAS) vedlecated domestic local flights
(Mizutani, 2011). The regulatory framework was desid to assure the sustainable
growth of the aviation industry and prevent exocssstompetition among Japanese
airlines. Regulatory management continued for 1&rgguntil the mid 1980s) and
contributed to increasing the number of internaloair passengers by 4.6 times and
domestic passengers by 2.8 times (Inoue, p. 18)208L and JAS were finally merged
to compete against ANA in domestic market (Ara£20Mizutani, 2011).

Revenue pooling has been essential to the conttngoawth of the Japanese air

transport system. This is a system of managingumiis losses at the cost of another’s
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profitability. For example, new airport constructiovas promoted through re-investments
using the airport charge and fuel tax revenuestiodroairports paid by the airlines (Fig.
1.2). Airlines have maintained unprofitable airway@ng the revenues from profitable
ones, with the losses of one airline compensatinghie profits of another. Thus, Japan’s
air transport system has been developed and maaadtahrough a business model in
which profits are internally circulated throughdbe system to generate growth. The
function of the revenue pooling is similar to tioathe Airport and Airway Trust Fund in
the US where revenues from airport users are waesf for to the account for
establishing the next development plan (Ohta, 1988is business model functioned as
long as the national economy developed consistamtiyer the protective industrial

growth strategy.

Airlines
¥26 000 JPY/KE
(=€130/ke, 1€=¢100JPY)
C'L\F:;prggs Fuel Tax
1113
¢ 2/13
Fiscal Investment Miscellaneous Local General
and Loan Program Revenues Governments Account
1/5 4[5
y L W \ v v
Special Accounting Scheme Prefecture Community
forAirport Development Government Government

Fig. 1.2 Structure of Airport Development Finance m Japan

In the mid to late 1980s, however, air deregulatwas introduced, and the
Japanese economy began to decline, factors thdti@ha degraded the functionality of
the business model based on the revenue poolinignsyéir deregulation had started in
the United States in the 1960s, and the Carterradtration set off a chain of events that
would gradually transform air transport from a eldsnd highly protected industry into a
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truly competitive business (Doganis, pp. 42-45, ®0Graham, 2006, pp.76-93). The

pressure for deregulation of international air $r@ort services between the US and other
countries became stronger in the 1980s, and hasad@cross the world (Ehmer, 2001,

Endo, 2007).

Japanese air deregulation started in 1986. There#fe government incrementally
abolished regulations governing airways, airfases] new airline entries until 2000. The
policy of air deregulation obviously contributedtte growth of the air transport market
in Japan. As indicated in Fig. 1.1, air traffic demd almost doubled during the decade
after air deregulation began in 1986. On the othend, the air deregulation forced
Japanese airlines to cope with fierce market comnpetind thus they had to be sensitive
to economic efficiency in order to manage profiipiThey gradually started to exploit
the freedom to retreat from unprofitable airwayspezially from the regional airways,
which lacked sufficient air traffic demand. The i@l air transport network was no
longer self-sustaining after the air deregulatidatsumoto, 2007, Hashimoto and Yai,
2011). In other words, how to cope with the unsuostality has become the most

important challenge for regional air transportatystem today.
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1.1.2.Global countermeasures and its problematic consequences

The common countermeasures for managing unsuskainagional air transport
systems are mainly through subsidies, from eitlestral or local governments. Since
regional air transport greatly affects the develeptmof regional economies (Graham,
2003), it is usually afforded special treatmentv&aments subsidize aircraft purchases,
reduce airport charges, compensate airlines fageksand even guarantee flight load
factors. In addition, governments encourage loesidents to fly by offering them
subsidized discounted tickets.

For example in the United States, Essential Aiv8er(EAS) provides a minimum
level of air transport service for residents in graghically isolated areas. It guarantees
all U.S. citizens rapid transport to all U.S. @tesing nearby regional airports (Grubesic
and Matisiw, 2011). In Europe, Public Service Oaélign (PSO) provides financial
support for commercially unfeasible regional flightn Japan, air transport to remote
islands is supported most strongly by the naticuddsidy program implemented under
the Remote Island Encouragement Law (HashimotovandChapter 8, 2011. Matsumoto,
2007), in his study of regional air transport tonate islands in Nagasaki, points to the
importance of government subsidies and airport tcocon. In short, most countries
attempt to sustain unprofitable regional air tramspystems through public debt.

However, | think that sustaining a regional aingport system through public debt
is problematic especially in Japan for two reasdie first reason is Japan’s shrinking
population. Contrary to the global situation, Jépg@opulation has been decreasing after
reaching its maximum of 127,787,000 in 2004 (Fig).1lt is expected to continuously
decrease for the next few decades, bringing a sjworeling reduction in the working
population (from 15 to 64 years old) and tax reven(National Institute of Population
and Social Security Research, 2012). Subsidies ireeqoash investments from
governments, but the source of that cash is urideat The drastic increase of senior
population (Fig. 1.4) makes the situation furtheorse. The decreasing working
population must bear the cost of sustaining thexgagiociety in Japan. Regional air
transport system cannot be sustained solely ongfibance and thus we need to have
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new measures to manage it.

The second reason is government debt. Fig. 1.®septs the government debt to
GDP ratio for the seven most developed countriesnfil995 to 2010 (Ministry of
Finance, 2010). Japan’s ratio was under 100% in518@t dramatically increased,
reaching almost 200% in 2010, the worst debt to G&i® among the seven. It implies
that the Japanese government is not likely to e @bafford the subsidies required to
sustain an unprofitable regional air transport eyst The revenue decrease and debt
increase make it clear that we should redesignniapagional air transport into a more
self-sustaining system (Okamura and Minato, 2012).
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Furthermore, it has also been common practicedotral and local governments to
finance their airport developments through a coratioam of public debt supported by tax
revenues and user fees but the demands resulangtfre growth in the aviation sector
have stretched government resources to the limdogdr, 2002). Considering the
depopulation and the aging society mentioned abibigjs really the case with Japan in
the near future and therefore, it is necessaryransform unsustainable regional air

transport system to be a more self-sustained system
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1.2. Research Motives

The unsustainability of Japan’s regional air tramsgystem have been issues for
me for many years, motivating me to study aerospaaaagement in Europe for my
master’s degree and work at Avion de Transport &edi(ATR) in Toulouse, France, in

order to better understand management of regionbasport system.

Fig. 1.6 ATR-42 and ATR-72
Source: ATR Website, http://www.atraircraft.com/naegllery/pictures.html

One of the world leaders in aircraft manufacturiddR produces two types of
regional turboprop aircraft with 50 to 70 seatg &TR-42 and ATR-72 (see Fig. 1.6). |
was in charge of their Asian strategic regional temnsport analysis. | believed that
introducing an economically efficient aircraft wdugreatly contribute to solving the
problems of the unprofitability and inefficiency tife regional air transport system. This
was partly true, especially as fuel efficiency basome a key success factor for airlines
that have coped with the drastic oil price increasace 2007. Yai and Hashimoto (2011)
insist that inefficient fleet utilization is alsm a&ssential cause of the unprofitability of
Japanese regional air transport. For example, Boé#Ys has been used for domestic

flights in Japan until recently, preventing Japanaslines from strategically introducing
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smaller aircraft to develop regional airways. Tlaso argue that introducing appropriate
sized regional jets would produce innovation inafepregional air transport market (Yai
and Hashimoto, p. 3, 2011). | believed that theraft was the key issue.

However, through my work at ATR, | concluded tHa aircraft was only part of the
value chain of a regional air transport service #ad the issue was much more complex.
Regional air transportation is a multi-stakeholdgstem in which airlines, airports,
aircraft, governments, communities, and other plRymutually interact to bring
passengers from an origin to a destination. It reghat concentration on a part of a
system does not always lead to entire performampeavement. For example, increase
of frequency in air transport service consumes cpiacity at airport and might require
additional capacity increase (Fig. 1.7). When &affic increases at airport, it might
require more drivers, vehicles and fuels of grotnadsportation to carry the passengers
to their final destinations (Fig. 1.7). A systerpatanalysis is inevitable for an
understanding of the interactions of the multigigkeholders who embody the system’s
complex behaviour: ‘It is important that a proaet&nd robust policy is developed that

balances the various interest of the stakehol@dtghphreys and Francis, 2002b).

Airport Staff Slot Capacity Airport Facility
Price - : Vehicles
Frequency Drivers
Seats Traﬁ\gp ort Airport T?a{r?gggrt Fuels
Airways Routes

Government

Community and Society

Fig. 1.7 Air transportation service system view
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With the motives of understanding and analysing ¢heplexity of regional air
transport system, | started to study systems managetheory and systems engineering.
| introduced Systems of Systems (SoS) conceptisnstindy, which is defined as “system
elements are themselves systems; typically thesail darge-scale inter-disciplinary
problems involving multiple, heterogeneous, disttdd systems” (INCOSE SE
Handbook, p11, 2010). The interoperating collectioh components of systems usually
produce results unachievable by the individual eayst alone (INCOSE SE Handbook,
pll, 2010).

Therefore, | strongly came to conclusion that systevaluation was inevitable for
solving the issues. Furthermore, since regionatraisport is operated by commercial
entity, sustainability as a business system is néisflg important for continuous
provision of air transport services to communitigst we do not have a methodology for
evaluating sustainability of business systems.ifkththat the lack of methodology has
made the situation unimproved and further worsayod
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1.3. Research Purpose and Target

1.3.1.Research purpose

The purpose of my doctoral thesis is thus to premosintegrated methodology to
evaluate sustainability of business systems aragppdy it for transforming unsustainable

regional air transportation to be a more self-snsthsystem.

1.3.2.Application Target

| decided to deal mainly with Japanese regionatraimsport system. | think that
Japanese regional air transportation is the mdfstudi to be commercially managed for
two reasons. The first reason is insufficient putdupports from government. As |
explained above, there are national level subsrdgrams for unprofitable regional air
transport both in the U.S. (Essential Air Transg@etvice) and in Europe (Public Service
Obligation). But such national level subsidy is\pded only with remote island flights in
Japan. It implies that regional airways connectangports on mainland Japan is not
supported by the subsidy program no matter howsiaswable they are. Secondly, there
are severe competitions between air transportadiwh high-speed trains, Shinkansen
(Minato, 2007). Furthermore, highway transport reekg are well established in Japan
and thus the competition is also against highwasy(Minato, 2007). In short, regional air
transport in Japan is not fully supported by thevegoment while it needs to
commercially compete with other ground transporasuees. Therefore, if | could find
solutions for Japanese regional air transport gystlich | think is under the most sever
conditions, | believe the methodology can be applie overseas countries as well.
Although | discuss several cases and literatur@luing overseas countries, | mainly
focus on domestic regional passenger flights imddpr this reason. International and air

cargo flights are excluded from the research scope.
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Fukuoka

'Okmawa

Fig. 1.8 Mainline flights in Japan
Source: Air transport statistics, MLIT (2012)

The ‘regional air transport’ concept is defined mavays in many countries. | use
the definition of ‘local flight’ followed by the Miistry of Land, Infrastructure, Transport
and Tourism (MLIT) of the Government of Japan (GOAgcording to the MILT
definition, all domestic flights in Japan are diettinto two categories: 1) mainline
flights and 2) local flights. Mainline flights atke air transport services connecting either
two major Japanese cities, such as Tokyo (HanedidNanta), Osaka (Itami and Kansai),
Fukuoka, Sapporo, and Okinawa (Nah#&¥ee Fig. 1.13). Local flights are all other
flights. This research analyses the local flightesing chronic unprofitability. Profitable
local flights are excluded from the research sca&n when categorized as ‘local’
according to the MLIT definition.
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1.4. Research Problems

| have discussed the unsustainability issues wilargety of Japan’s air transport
regulators, industry, research institutes, and canity in Japan. They have provided
with me interview opportunities and valuable data quantitative analysis as well as
thoughtful insights on the air transport systenmuessResultantly, the following two

arguments have been identified as critical challerfgr the business practitioners today.

1.4.1.How to sustain a flight to Tokyo

The first argument flows from the socio-geographisaues. Tokyo is Japan’s
largest economic and political city and is locatddits centre. It generates 33.2% of
Japan’s gross commercial sales, and 48.7% of Japaivate companies capitalized at
over 1 billion JPY are located there (Tokyo Metrifao Government, 2006). Thus, the
economic concentration on Tokyo is a critical istueJapanese society and its aviation
industry. In fact, approximately two-thirds of dhpanese domestic air passengers travel
to Tokyo (Ministry of Land, Infrastructure, Trangp@nd Tourism, 2005). Despite the
concentrated air traffic demands on Tokyo, Tokytermational Airport (Haneda) is
virtually the only landing site in the area. Naritdernational Airport is in the prefecture
next to Tokyo, but it is ‘famous for its high uraccess cost from each city centre’
(Yoshida and Fujimoto, 2004). Due to the insufinti&anding capacity at Haneda airport,
local Japanese cities have been suffering froncladédirect flight access to Tokyo even
though their lives and economies are greatly depeincdbn the activities there
(Takebayashi, 2011, 2012). The problem is worsdryetthe special regulation at Haneda
Airport forbidding any small aircraft with fewerdh 60 seats from landing in order to
cope with its high air traffic demand (Aviation 8sics 2009). Local Japanese cities thus
miss an opportunity to increase their air traffentand by operating direct flights to
Tokyo, keeping both regional airlines and airpartprofitable.

Appropriate aircraft size has been discussed ftuirgp the issue. Yai and Saito
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(2002) discuss improving unprofitable regional ays by introducing small aircraft. In

fact, the Japanese government is planning to exganaapacity of Haneda airport by
constructing a new runway, which ‘will allow the@ort capacity to increase significantly,
from the current 285,000* to 407,000 per year, ritleo to enlarge its domestic aviation
network’ (Ministry of Land, Infrastructure, Trangpaand Tourism, 2010). They have
concluded that passenger convenience would beefuniproved through the combined
utilization of large and small aircraft at Hanedgart, assuming the construction of a
runway devoted to small aircratft.

Japanese government expanded the landing slot ibagdcHaneda Airport by
2010. However, the government also intended tmgthen international competitiveness
of Haneda Airport and thus 90,000 out of 110,0@0eased slot capacities were allocated
to international flights rather than domestic loitigihts (MLIT, 2010). As | discussed, air
transport management is a system issue, thus @tigcslot capacity to small aircraft
results in aggravation of airport efficiency. Dowansg of an aircraft can technically
solve the connection flight issue but brings absuategic collisions with Japanese
government internationalization policy on aviatittimplies the necessity for systematic

solutions considering all air transport stakehdtiaterest other than the size of aircraft.

1.4.2.How to manage demand thinness and fluctuation

The second argument relates to the nature of rabiaim transport. Air traffic
demands are generally thin due to the remotenedisedocations involved, where the
economy is relatively weak. In addition, demandtiiation is high due to seasonality.
Fig. 1.9 shows a comparison between the monthlpassengers of local and mainline
airlines from 2008 to 2010 (Air Transport StatisfidLIT, 2010). It clearly illustrates
that local flights experience much more demandtdlation than mainline flights. The
standard deviation of the mainline is only 289 wtithat of the local reaches as high as
506 during the peak period.

In addition, Fig. 1.10 shows a comparison betweé®n monthly load factors of
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local and mainline airlines from 2008 to 2010 (Anansport Statistics, MLIT, 2010). It
illustrates that local flights had a much lowerddactor than mainline flights throughout
almost the entire period, suggesting that locahts have a much thinner air traffic
demand. In order to cope with this thinner and nvackely fluctuating air traffic demand,
regional airlines and airports simply rely on goweents. In other words, public
assistance is required to sustain a regional aisport system in the market. But as |
discussed above, Japanese government is unlikehetable to afford the subsidies
required to sustain all the unprofitable regiorieays.

Other than providing subsidies, another major aggido the demand thinness is
the introduction of Low Cost Carriers (LCCs) (Hakaoand Saraswati, 2011).
Traditionally, regional airports have been feedeoints in network carriers’
hub-and-spoke systems or destinations for seasamarter traffic (Lei and
Papatheodorou, 2010). The introduction of LCCs ktakegional airports to work in a
way different from that of traditional airlines byrawing passengers from a wider
catchment area (Barrett, 2000). Thus, some regiampbrts have eagerly introduced
LCCs, and some have succeeded in attracting youngae price-sensitive travellers
(O’Connell and Williams, 2005, Castillo-Manzano,12). However, not all regional
airports are located near metro regions, and tbtgslhcan become secondary airports, a
factor key to the success of LCCs (Zhang et alD820This approach is not likely to be

an effective solution especially for regional aiggavith thin air traffic demands.
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Monthly Air Passengers (2008-2010)
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Fig. 1.9 Monthly air passengers in Japan (MLIT, 208—2010)

Monthly Load Factor (2008-2010)
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Fig. 1.10 Monthly load factor in Japan (MLIT, 2008-2010)
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1.5. Research Strategy

Before air deregulation, the Japanese regionalamsport system was maintained
through a pyramid structure. On the top was theiditiy of Transport (MOT), which
regulated the aviation industry. At the bottom wesmall regional airlines, most
established with the financial aid of local goveemts. In the middle, the three major
Japanese airlines—Japan Airlines (JAL), All Nippaitways (ANA) and Japan Air
System (JAS)—operated both domestically and intemnally. The strong hierarchy of
its air transport system mirrored Japan’s cengdligovernance structure (Feldhoff, 2002,
2003). Because the hierarchy had order and cortigsddusiness relationships were rather
characterized as protection.

However, air deregulation broke this equilibriumgdairlines and airports began to
compete with each other (Barrett, 2000). Under frempetition, the strong remained
while the weak were eliminated from the market. rEf@e, some regional airlines and
airports relied on government subsidies to remaithé market. Two evolutionary trends
emerged in Japan’s regional air transport systentras@sformation from a protective
system into a competitive one (see Fig. 11.2, bot&ft) and then a transformation from
a competitive system into a parasitic one (see Fig?2, top right). Some player can
compete in the market but those who are unabletgpete do nothing but either retreat
from the market or depend on public subsidy to staize market.

However, the anticipated social changes will ntavelus to maintain the regional
air transport system using such conventional ambesm Therefore, this research
attempts to transform regional air transportati@mt a competitive system (see Fig. 11.2,
bottom left) or parasitic system (see Fig. 11.p,right) into a symbiotic system (see Fig.
11.2, bottom right). It implies that each regioaaltransport stakeholder bilaterally relies
on the others while coexisting in a market rathantcompeting with the others or being
parasitic on external resources such as publiadimg. The methodology in this research
can integrally guide the transformation of the pr#dependent air transportation to be

more market-oriented, self-sustainable businegsesgs(Fig. 1.11).
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Fig. 1.11 Strategic direction of the research

However, evaluating sustainability of businessayst is very difficult. It is mainly
because of the interactions of multiple businesskettolders which bring about
non-linear, complex system behaviours overtime. Adrelinearity prevents conventional
approaches such as statistics and multivariateysisafrom clearly understanding
long-term sustainability of business systems. foithice systems evaluation approach in
this research. Systems approach is generally defase “a holistic multidisciplinary
methodology for analysing, evaluating and optingzan complex system understanding
how elements are interacting with each other withiwhole system” (Nakano and
Minato, 2012).

One of the effective analytical measures in systeppsoach is System Dynamics
(SD). It was developed by Jay Forrester of MITha 1950s so as to model the nonlinear
dynamics of complex systems (Sterman, 2000, Nakamb Minato, pp. 79-88, 2012).
The application of SD theory to business systemaluation was comprehensively

48



studied by John Sterman (2000). He argues thatnéssi systems have a typical
behaviour overtime caused by its system structsterhan, 2000). What we can obverse
in reality is results of business systems. The ltesare caused by the behaviour of
business systems. The behaviour of business systermaused by the structure of
business systems. Therefore, in order to changeehdts effectively, we must first
analyse and change the structure of business system

There are six typical behaviours according to Séerni) Exponential Growth, 2)
Goal Seeking, 3) S-shaped Growth, 4) OscillationGsowth with Overshoot and 6)
Overshoot and Collapse (Fig. 1.12). Whenever aiqodat pattern of behaviour is
observed, it is possible to estimate what type$eetiback structures must have been

dominant during the period covered by the datar(&ta, 2000).

Exponential Growth Goal Seeking S-shaped Growth
Time — Time — Time —
Oscillation Growth with Overshoot Overshoot and Collapse
Time — Time — Time —

Fig. 1.12 Fundamental Modes of System Behaviour
(Adopted from Sterman, p.108, 2000)

On the basis of the Sterman’s works, | articulatede problematic behaviours in
business systems that particularly hinder sustdityall) oscillation, 2) decay and 3)
undergrowth.

Oscillation means instability of business systemsl @ccurs anytime during
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business lifecycle. In most businesses, demandufition can be a major source of
oscillation. We must bear such demand risk as lasmgve operate business in a free
market economy. Thus, stability of business systésna fundamental factor to be
evaluated for business sustainability.

Decay occurs especially in the last stage of bgsitiécycle. It is partly because
of erosion of the market capacity enough to sudtanbusiness profitability and partly
because of socio-economic factors such as depapuland aging society. Furthermore,
there is a disruption of demand and supply withegtain probability during the long
course of business operation. Durability of bussnggstems is also a fundamental factor
to be evaluated for business sustainability.

Undergrowth means that business systems are retaglow up to the maximum
of its potential. It is partly because of losingmguetitiveness in the course of market
competition or partly because of uncertain eveath @s new players’ market entry or a
new regulation introduction from governments. Indiddn, business systems are
generally composed of multiple stakeholders andarmgtions. In order for business
systems to continuously grow, every business elemmrst be properly integrated for
efficient operation. Competitiveness, uncertaintyd abusiness integration must be
systematically evaluated for sustainable growthuwdiness, which | define as scalability
of business systems in this research.

In summary, Fig. 1.13 describes the three fundaahentestions to be addressed
for evaluating sustainability of business systefrjshow to stabilize, 2) how to endure
and 3) how to grow. Each question is thoroughlycussed with concrete business

examples from Chapter 4 through Chapter 10.
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Fig. 1.13 Fundamental questions for business sustaibility
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1.6. Thesis Structure

This thesis comprises 5 parts that are dividechéurinto 11 chapters, as shown in
Table. 1.1.

Part 1 is consisted of Chapter 1 through ChapteCtapter 1, the introduction,
presents an overview of my doctoral research;ésearch background, motives, purpose,
problems, thesis structures are explained. Ch2ptethe literature review. It summarises
the extant research on regional air transportadod sustainability evaluation and
discusses management practices on regional agpoatation worldwide, allowing me to
highlight the originality of my research. Chapter eéXplains systems evaluation
framework for business sustainability.

Part 2 is consisted of Chapter 4 and Chapter Sdeats with stability of business
systems. Chapter 4 discusses the challenge afea@ind airport relation when there are
multiple airways. Portfolio theory drawn from fin@al analysis is used to look at ways
of reducing the business risks of a regional andport through the diversification of
destinations. | examine remote island flights ipalaas they are the most difficult to
commercially manage. Chapter 5 discusses airlinea@port relation again where there
is only a single airway. Both parties are critiftal providing an air transportation service
to regional community; therefore, their mutual telaship must be healthily maintained.
| examine management of air transportation to angela as it is far away from the
mainland, air transport, rather than ground trartsgenerally plays an essential role.

Part 3 is consisted of Chapter 6 and Chapter 7deaats with durability of business
systems. Chapter 6 discusses air transportatioaysin. On the basis of the same
example of air transportation to a peninsula, Inex& the broader scope of regional air
transportation stakeholders’ interactions, suchHoaal governments and communities.
Chapter 7 discusses air transportation and disadter abovementioned approaches are
used mainly to manage the weaknesses of regionhasport, while the chapter aims to
transform the weaknesses into strengths by findingw sociataison d’etrefor regional
air transportation. | highlight the role of regibraar transport in managing catastrophic
natural disasters by examining the 2011 East Jgresat earthquake and tsunami.
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Part 4 is consisted of Chapter 8 through ChapteariD deals with scalability of

business systems. Chapter 8 discusses competdivesfebusiness systems. A matrix

operation model is proposed to systematically eatallbbusiness competitiveness among

multiple players from multiple perspectives. Cha@ealeals with uncertainty in business

system. Monte Carlo simulation model is proposed dwaluating financial risks

associated with business systems. Chapter 10 ceespimtegration of several business

elements into business system. System Dynamicsitegrally used for evaluating

feasibility, profitability and scalability of busess system.

Finally in Part 5, Chapter 11 concludes my doctoeskearch; its limitations and

possibilities for future research are outlined.

Table 1.1 Thesis Structure

Chapter# Chapter Title
Chapter 1 Introduction
Part 1 Issue, Literature Chapter 2  Sustainability and Air Transportation
and Theory Systems Evaluation Framework and Applied
Chapter 3 )
Technologies
ili Airline-Airport Symbiosis
Stability of Chapter 4 . IO. y
Part 2 Business (Multiple-Airways)
Systems Chapter 5 Airline-Airport Symbiosis (Single-Airway)
Durability of ~ Chapter 6  Air Transportation Ecosystem
Part 3 Business
Chapter 7 Air Transportation and Disaster
Systems
Scalability of Chapter 8 Systems Evaluation on Competitiveness
Part 4 Business Chapter 9 Systems Evaluation on Uncertainty
Systems Chapter 10  Systems Evaluation on Business Integrati
Part 5 Summary Chapter 11  Conclusions
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Chapter 2.  Sustainability and Air Transportation

This chapter discusses the concept of sustaingbiitoriginal meaning and limitation for
applying to business systems evaluation. Then iewewnajor literature on system evaluation
methods and regional air transportation researfthes sustainability perspective. Although the
focus is on domestic, scheduled passenger flighlgpan, | discuss several overseas cases in the
U.S. and Europe to compare their management peactegarding regional air transportation.

The originality of my doctoral research is alsottighted in this chapter.
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2.1. Reconfiguration of Sustainability Concept

2.1.1. Conventional definition and its limitation

The concept of sustainability was originally intoegd for conserving natural resources in
fishery industry under the resource constraint @J2007) and the idea was further expanded to
discuss other industrial sectors as well (Lienlget2®07, Fenley et al., 2007, Gunasekarean and
Spalanzani, 2012). In 1987, Brundtland report tyeaefined the sustainable development
concept as “development that meets the needs girésent without compromising the ability of
future generations to meet their own needs” (Bramdt Group, Chapter 2, 1987). The definition
has widely been accepted among researchers anttiprecrs and popularly utilized today
(Morimoto, 2010). In addition, three common pillafsinterests are often discussed in terms of
sustainable development: Environment, Economy ayuie$/ (Fig. 2.1). They are called “triple
bottom-line” (Savitz and Weber, 2006). The overkgbpntersection is called as “sustainability

sweet spot” (Sharma et al., 2010).

Environmental

Climate

Sustainability
Sweet Spot

Emission Resources

Profit

Growth Public Health

Economic Social

Fig. 2.1 Three Pillars of Sustainability (Triple Bdtom-line)

Environmental pillar includes discussions suchlimsate change, emission and scarcity of

natural resources. Economic pillar includes disaunss such as profitability of business and
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growth of market. Social pillar includes discussisuch as safety of life and public health.
Employment can be an issue of both economic anidls@dtne, 2007). Economic interests and
the interests of environment and society interseatvery firm's operations and therefore we
have to manage the overlap between corporate gbatereasing market share and profits and
the environmental goals of addressing climate caamgl public health.

Thus, one of the difficulties for evaluating sussdility lies in integration of these
multiple dimensions. As Utne (2007) indicated, ahnot be investigated within the limits of a
single scientific discipline, because it involvesyaral disciplines, such as ecology, economy,
engineering, law, physics, politics, and sociolobgg also pointed out the difficulty that the
multi-disciplinarily introduces cross-disciplinarycommunication problems that causes
conceptual difficulties and unclear measures ofasngbility (Utne, 2007). Hence, | identify that
integration of different dimensions is the firsallenge for evaluating of business sustainability.

Furthermore, most researchers’ efforts are conaeutron considering the sustainability
sweet spot (Fig. 2.1). Specifically speaking, theyd to discuss it merely from environmental
aspects such as CO2 emissions, NOx emissions asel issue from aviation industry (Graham
and Guyer, 1999, Gudmundsson and Anger, 2012).ileethe criticality of sustainability issue,
business-oriented sustainability is not fully exaed in air transportation. | think it is mainly
due to the ossification of sustainability conceptlsas triple bottom line and sustainability sweet
spot (Fig. 2.1), which are commonly accepted wordigw Ironically speaking, the trends of
sustainability analysis have long been ossified regneesearchers and practitioners. Thus, the
challenge is reconfiguration of sustainability cepic

When it comes to the original meaning of sustaiitgbiwe can easily notice that the
concept is not limited to environment, economic aadial consideration. Rather, the Brundtland
definition provides two essential implications arstainability. For one thing, we must consider
balances of benefits and risks associated withrgetaFor another thing, we must explore
success in the long run. The triple bottom-lineuargnt also suggests that we must evaluate
multiple stakeholders’ interest and a well-balancedsideration of each interest is important for
sustainability. In short, balance, long-term pecsipe, multiple stakeholders are essential

keywords for sustainability evaluation.
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2.1.2. New Typology of Sustainability

There are several ways to accomplish sustainatlitbusiness systems. For example,
regardless of time horizon, business can geneballyustained as long as government protect the
entire business system. They can also be sustayedntinuous supply of external resources.
Thus | would like to propose the following new typgy: 1) protective sustainability, 2)
competitive sustainability, 3) parasitic sustaitigband 4) symbiotic sustainability.

For better understanding of each concept from sygierspective, | used the graphical
notations (Fig. 1.14 to Fig. 1.18). In INCOSE d#fon, a system is “a combination of
interacting elements organized to achieve one oerstated purposes” (INCOSE SE Handbook,
ver.3.2, 2010). In a normal state, thus, a syst@mbe simply visualized as in Fig. 1.14. System
boundary is described in a rectangle. Dotted linthe rectangle means the boundary is flexible
or uncertain. System elements are described itesir8olid circle means the element is efficient
and dotted circle means the element is ineffici&ht interactions of elements are described in
lines between the elements. A dotted connectioa hreans the relation is flexible and solid
connection line means the relations is fixed. Tigaré represents that multiple elements within a

system interact with each other to perform defiakgctives.
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Fig. 2.2 Nominal State of System

The first type of sustainability is protective sistbility. It implies that a system is
sustained by protection of the system’s owner oy arternal authority. For example, an

emerging industry is usually protected by governnfena time being for sustainable growth of
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the market preventing excessive competitions. hewotvords, governments define and control
boundary, elements and relations within businestesys for realizing its sustainability. System
configuration is fixed as in Fig. 1.15. Solid linéthe rectangle means the boundary is fixed by
the protections. Protective sustainability is difecwhen business systems are in the early stage
of its lifecycle. However, in the matured stages, fitotection easily becomes the burden of those

who are responsible for. Thus, the applicatiomnmtéd.

Element

Fig. 2.3 Graphical Expression of Protective Sustaability

The second type is competitive sustainability (Rid.6). When a part of a system is found
as inefficient and influence its sustainability, ¥emd to improve it coping with the inefficient
element. Generally, it eliminates inefficient elertseefrom a system to improve system’s total
performance. Under this strategy, competitive eatabm is usually introduced among the
elements and relatively inefficient elements arelwed. In other words, sustainability of
business system is realized through competitioasund! selection in a market competition is an
example. The problem of competitive sustainabibtyhat it easily ignores what is eliminated.
For enhancing efficiency of entire system, a pdrthe system is scarified. It implies that
competitive sustainability can be a solution forcnegcopic business systems improvement but
not for microscopic business system improvementait solve entire air transportation system

but cannot solve individual regional airway. Thie application is limited.
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Inefficient
Element

Fig. 2.4 Graphical Expression of Competitive Sustagbility

The third type is parasitic sustainability (Figl@). It tries to manage inefficiency of a
system depending on external resources. A systsetf its not self-sustainable; therefore,
sustainability of system is realized through paeasin something outside its boundary. For
example, government usually provides subsidiesufgsrofitable public services operated by
private entities especially when the services aewitable for society. The problem of parasitic
sustainability is that it temporarily solves thesue but not in the long run. Contradictory

speaking, it is unsustainable sustainability. Thius,application and effectiveness is limited.

(\ IH
Inefficient Ext |
xterna
Element
Resource

Fig. 2.5 Graphical Expression of Parasitic Sustairtality

The last type is symbiotic sustainability (Fig. 2).1lt tries to sustain inefficient elements
within a system by designing a co-existence. Toiputore concrete, it regards two or more
inefficient elements as a single entity which skahe same fate and explore mutually beneficial
relationship. It implies that each stakeholdertbiially relies on the others while coexisting in a
market rather than competing with the others ondpgiarasitic on external resources such as

public financing. Considering the depopulation d@hel aging society discussed above, | think
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that symbiotic sustainability is more required atigty than before.

Symbiosis is a term originally adopted from biolognd ecology. It is defined as
‘biological, long-term, interactive relationship tbeen two different species that live close
together and depend on each other in particulas\&xford Dictionary). Thus in this research,
| define symbiotic sustainability of business sgstas ‘commercial, long-term, operationally
interactive relationship between two or more ddfdrplayers that run a business close together
within a specific market’ (Yukalov et al., 2012}. implies that each regional air transport
stakeholder bilaterally relies on the others wiaibexisting in a market rather than competing
with the others or being parasitic on public finiaugc The ultimate objective is thus not to win a

competition but to sustainably coexist in a matkanheet the present and future needs of society.

Inefficient Element

Fig. 2.6 Graphical Expression of Symbiotic Sustairaility

Ecological metaphors such as symbiosis have bedelyiused in business ecosystem
analyses (Moore, 1993; lansiti and Levin, 2004buAiness ecosystem is defined as a network of
suppliers and customers around a core technolagfopin who depend on each other for their
success and survival (Den Hartigh and Asseldon@42Den Hartigh et al., 2005), including not
only the direct contributors to the production atglivery of products and services but also the
indirect contributors, such as competitors andarasts (Zhang and Lian, 2011). This broader
scope of systems analysis is necessary to copeswdiety’s increasing complexity. However,
previous researches are limited either to concégtamework proposal or qualitative case
studies.
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2.2. Researches on Air Transportation

2.2.1. Protective Sustainability of air transportation

Many studies have attributed the unprofitabilitydanefficiency of Japanese regional air
transport to the special accounting scheme usedifport development (Sasaki, 1986a, 1986b;
Shomi, 1992, 1995, 1999a, 1999b, Kikuchi, 1999, Kauna, 2002, Sato and Yamauchi, 2006,
Kato and Sakakibara, 2006, Ishii, 2006, Akai et2007, Kato et al., 2011). The argument is that
the revenue pooling system (see Fig. 1.3) used grpoofitable and unprofitable airports has
enabled and promoted the construction of unnecgssayional airports countrywide. New
airport constructions were promoted through re-$twents drawn from the airport charge and
fuel tax revenues of the other airports originglgid by the airlines. This model functioned
appropriately when the economy was growing, buffiziencies began after the collapse of the
Japanese economy in the 1990s. In other wordsqingg sustainability can be applicable in the
early stage of business systems growth but ndtarstages after the maturity. In this sense, it is

not worth discussing as to Japanese regionalaisportation.

2.2.2. Competitive sustainability of air transportation

Many researchers have also analysed the efficiafcyJlapanese airports based on
statistical data analysis. Yoshida (2004) evaluat8® Japanese airports using
Total-Factor-Productivity (TFP) and finds that thehyow a strong increasing return to scale and
require appropriate government intervention. Yoahadd Fujimoto (2004) evaluate 67 airports
in Japan using Data Envelope Analysis (DEA) and fimat airports on the Japanese islands are
more efficient than those on the mainland. Yamag(&907) analyses inter-regional air transport
accessibility in 47 prefectures in Japan and fithdd ‘there have been significant productivity
gains from improvement in air transport accessibibetween 1995 to 2000 particularly in
agglomerated areas such as the Tokyo metropokigion’. Ozeki (2008) evaluates 53 airports

in Japan using DEA and finds that airport produttiis positively correlated to the number of
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flights to Tokyo. Kato et al. (2011) analyse theaficial records of 41 airports in Japan while
considering depreciation costs and conclude thgides managed by local governments were
very difficult to sustain financially without sulalsi’; 5.2 million passengers are required for
profitability, but most regional airports have fawkean 2.5 million (Kato et al., 2011). Furuyama
et al. (2010) evaluate 76 airports in Japan usiigh dnd propose the abolition of financial
support for airlines because it promotes excessiepetition among regional airports, invites
new airlines through subsidies (e.g. through atrphiarge reductions), and worsens airports’
profitability. Barros et al (2010) evaluate 16 Jagxe airports operating from 1987 to 2005
estimating Malmquist input-based index of totaltéagoroductivity to find that the airports on
average became less efficient and experienced dédioal regress. Furthermore, Usami and
Akai (2012) extend the scope of investigation tonagerial performance of airport terminal
buildings. They examined the financial performaat&8 airport terminal building companies in
Japan using 7 years' panel data of 2003 to 2008y Tdund that airport terminal companies
whose executive boards include larger fractionsetifed government bureaucrats, and whose
staffs include larger fractions of government wasken temporary assignment, have lower profit
(Usami and Akai, 2012). Their argument implies thgdvernment intervention in the
capitalization and governance of terminal buildaugnpanies has fostered practices that impair
their financial performance. Most researchers amhelthat Japanese air transport system needs
to increase their efficiency.

Enhancing efficiency of regional air transport systis a global issue. Papatheodorou and
Lei (2006) analyse regional airports in UK usinghg@adata and conclude that accessibility is
crucial to improving revenue. Halpern (2010) sus/@yrport managers’ attitudes to marketing
innovation in Europe’s peripheral areas and coreduthat ‘innovation is significantly higher at
airports that are administrated as an independemity ecompared to airports that are
administrated as part of a regional or nationgbair system’. His research suggests that their
ownership form affects the commercial viabilityrefional airports. Marcucci and Gatta (2011)
find that parking and connectivity were the modluiential factors in Italian consumers’ choice
of regional airports, suggesting that expanded ipgrkmay improve regional airports’
commercial sustainability when passenger traffereases. In other words, commercial viability

may be based not only on aeronautical revenuesalmast on commercial revenues from
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non-aeronautical activities: ‘A key developmenthe evolution of the airport industry has been

the increase in the dependence on non-aeronaoticadmmercial revenues’ (Graham, 2003).

Furthermore, airport activities contribute to loeald national government revenues. Employees
and consumers pay income and sales taxes. Privpteta pay business taxes. Public airports

pass a share of their earnings onto their goverhim&ners. In return, government owners have
traditionally allocated considerable public sedtands to aid in airport development (Graham,

2003).

2.2.3. Parasitic sustainability of air transportation

The unprofitability and inefficiency of regionalraransport is a global issue. National
subsidies are a common countermeasure, especialiy wWlemand for air travel is slight at
locations where air transport is important to tbeal economy. In the United States, Essential
Air Services (EAS) provide ‘small communities thghwut the United States and Alaska with a
minimum level of air transport service, connectihgm through carrier hubs to the national
network’ (Grubesic and Matisiw, 2011). Fig. 2.5 wisoan example of the EAS network in the
U.S. (Matisziw et al. 2012). These small commusittan use the subsidised money to attract
new or additional air services (Santana, 2009).

In Europe, the Public Service Obligation (PSO) eestminimum’ levels of air service to
remote areas by subsidizing non-commercial routdgan( and Ronnevik, 2011). These
programmes originated following deregulation andevdeveloped to counteract its negative
regional consequences (Lian and Ronnevik, 2011¢e@wvarded a PSO, airlines are granted a
monopoly on the route for a period not exceedimgdtyears (Williams and Pagliari, 2004). Ten
countries applied to the PSO scheme in 2006: Fihl&nance, Germany, Greece, Ireland, Italy
Portugal, Spain, Sweden, and the UK (Santana, 20Uf)ams and Pagliari (2004) explore the
imbalance in air services among European countded propose a more centralised
administration of and funding for PSOs at the ElkleThey believe that such a change could
lead to a more efficient and equitable distributidrsubsidies and a greater consistency with the

broader EU economic, social, and regional developmgeals (Williams and Pagliari, 2004).
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Fig. 2.7 An example of EAS networks in the U.S.
(Adapted from Matisziw et al., 2012)

Apart from sharing a common background, they alsresa common purpose—to assure
remote areas a minimum of air access—and a comatmmale—the economic development of
remote areas (Williams and Pagliari, 2004). Theyo dlave a common problem: inefficiency.
Santana (2009) compares the EAS and PSO to findainanes under the PSO programme have
higher costs but the picture is less clear forh®.’. Grubesic and Matisziw (2005) discuss an
example of a subsidized flight route between th&SEEAmMmunity of Lewistown, Montana, and
its nearest hub airport city, Billings, Montana:uihg 2006, airfare on this route cost $88 with a
30-day advance purchase on Big Sky airlines. Howehe government cost was $1,343 per
passenger. According to the US department of tiateion, this route averaged two people per
day during 2006’ (Grubesic and Matisziw, 2005). yia¢so point out that market coverage is
often redundant and suggest alternative definitmfrisommunity eligibility’ that would increase

programmatic efficiency and reduce federal spendingsubsidies (Grubesic and Matisziw,
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2011). In addition, Lian and Ronnevik (2011) ndte tlisadvantage of providing subsidies only
for local residents. They argue that regional nesidents must pay full fare, restricting the
potential for incoming tourism. Inefficiency andeifectiveness are often discussed as national
subsidy programme issues. Studies have analysedtimoal efficiency within the context of
subsidies, but none has assessed which design doétlyees were most efficient and effective.

In Japan, national subsidies are limited to fligltsremote islands. Matsumoto (2007),
looking at commercially unsustainable air transportremote islands in Nagasaki, points to the
importance of governmental subsidies and airparstaction for tourism promotion. Moreover,
Kato et al. (2011) point out the necessity of sdiesi for local airports, arguing that ‘airports
with more than 5.2 million passengers were prolgabhen depreciation is taken into account;
however, most local airports have fewer than 2 lianipassengers. When depreciation costs are
excluded, airports need at least 2.7 million pageento be viable’ (Kato et al. 2011). Their
research reveals the necessity of public suppodustaining regional airways with small air
traffic demand; however, the existing national pamgme does not mitigate this problem. As
discussed, moreover, anticipated social changels ascpopulation decline and government
expansion will prevent regional air transport systefrom being sustained through public

financing alone.

2.2.4. Symbiotic sustainability of air transportation

Local governments provide special treatment folingis and passengers in order to
sustain regional flights other than those to remstands. A treatment called ‘load factor
guarantee’ (LFG), for example, attempts to sustamprofitable regional air transport by
considering the market principle. The LFG is aneagrent in which airlines and local
governments agree to the load factor of a regidligiht beforehand, and the government
compensates for the difference between the achahbgreed load factors (Hihara, 2007, 20011,
2012). The LFG enables airlines to maintain themd factor above the break-even level,
encouraging airlines to enter regional markets whpeofitability is uncertain. In addition, local

governments are encouraged to increase the nurmbeecab air passengers to enhance the load
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factor of regional flights. Thus, the LFG is a pglidesigned based on ‘commitments’ from both
airlines and local government to sustain unstadygonal air transport.

Little research on LFG has been done. Fukuyamb €@09) analyse the LFG agreement
between Tottori Prefecture in Japan and Korea's#esiAirline. Their research regards this LFG
as a Nash bargaining competition between the aidimd the local government and examines the
rationality of their negotiation using multivariateegression analysis. The negotiation
approximately resulted in a Nash bargaining soluti2007. Furthermore, they forecast that the
load factor would increase as much as 80% in 20iDthat the local government would be
required to pay over 100 million JPY for the aigjndue mainly to local residents’ reduced
utilization of the airport. They conclude that weitegrated public support would be necessary
to maintain the unprofitable regional airport. H&g2007, 2011, 2012) also analyse the LFG
agreement but the case is between Ishikawa Pre¢esmtl Noto Airport in Japan. His researches
statistically evaluate the efficiency of the cootrander a 1-year setting using mathematical
modelling and justify the incentive/risk mitigatipgayments. But dynamic interactions of the
parties are not fully considered in his model. Asrhentioned, a multi-year dynamic model
would be more realistic (Hihara, 2012).

The integral management of multiple regional aitponas recently been discussed.
Nomura and Kiritoshi (2010) examine Highlands astarids Airports Ltd. in Scotland and
identify three benefits: 1) economic impact, 2)reased negotiation power, and 3) revenue
stability. Uemura and Hirai (2010) argue that thmpte integration of currently profitable and
unprofitable airports is meaningless since it miginider the management of losses. The

integration of airport management thus has botks pral cons.

2.2.5. Other issues for sustainability of air transportation

Several studies have discussed air transport eadtérs both in Japan and in the world.
Japan’s use of helicopters and small aircraft leethighlighted since the Kobe earthquake in
1995 and the Niigata Chuetsu earthquake in 2004n@gai and Tahara, 1996; Kobayashi and

Tanaka, 2006). Medical aviation is a major conderrdisaster-prone countries (Braithwaite,
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2001; Epley et al., 2006). Odani et al. (2000) ulsscthe effective utilization of aircraft to
monitor automobile mobility after the catastropidy study places greater focus on the
management aspect of the air transport systemglargatastrophe than on a specific application
of air transport, such as for medical treatment.

Managing air transport during a catastrophe wasnthc discussed by Smith (2010). His
argument is that ‘airports are central to the @aitinational aviation infrastructure and essential
to normal economic activities of their regions anen more important after regional disaster
and catastrophes’ (Smith, 2010). He examines hogiomal airports can cooperate and
collaborate with local, state, federal, and nongowental agencies to promote disaster
preparedness, mitigation response, and recovetiyodgh he interviewed stakeholders from 20
airports in the U.S., his study focuses on airposirport relationships and does not include

other regional air transport stakeholders.

Table 2.1 Summary of literature and limitations

Protective Competitive Parasitic Symbiotic
Sustainability Sustainability Sustainability Sustainability
Literature 45-47 Frame Impact study of Criticize national Load factor guarantee
(st 1920 1ost. | open sky policy | subsidyprograms | (uans 2009 ihar
» Matsumoto, (Shiomi, 2000, Nakamura, gvgélza?s End.Pagléarl, ’ ’
iticize Ai 2008, Barret, 2009) » Grubesic an
Crltuflze Airport Matisiw, 2011; Lian and Integral malnagement
Special Account Efficiency evaluation | Ronnevik, 2011) (Nomura et al, 2010,
(Sasaki, 1986a, Shomi, (Yoshida, 2004, Yoshida Uemura et al, 2010)
1992., Kikuchi, 1999, and Fujimoto, 2004, Introduce LCCIS
Kamimura, 2002, Feldhoff, Yamaguchi, 2007, Ozeki, (Barret., .2000,' O’Connel
2002, 2003, Kato et al, 2008, Kato et al, 2011, and W|I||ams, 2005.,
2010, and others) Grubesic and Wei, 2012, Ohshima, 2008, Lei and
2013) Papatheodrou, 2010;
Castillo -Manzano, 2010,
Zhang et al, 2010)
Limitations * Against open sky e Sustainability for * Increase public * Ignore long-term
policy trends the winners debt dynamics in
¢ Not feasible inthe | « Ignore removed ¢ Inefficiency business
long run elements e Geopolitical risk ¢ Qualitative case
discussions
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2.3. Originality of Research

Following the literature, the conventional appracto manage unsustainable regional air
transport can be divided into two essential trendse first is the removal of something
inefficient from a system to realize healthier ngeraent. In this approach, government
generally controls on and interventions into the teansport business. Researchers tend to
evaluate the productivity of airlines and airpoesd promoting natural selection through
competition. In other words, the approaches ainoatpetitive sustainability.

The second trend is the survival of a system daepgnoh resources drawn from outside
the system. In this approach we found a varietyatifonal subsidy programmes for unprofitable
airlines and airport worldwide. In other words, Hgproaches aim at parasitic sustainability. As |
discussed, these sustainability types are limiteplieability and effectiveness and not truly
sustainable in the long run. Rather, what | woilté ko propose in this research is symbiotic
sustainability. At the best of my knowledge, théseno research that analyses regional air
transport system from symbiosis perspectives.

As Brundtland’s definition state, sustainabilityquires consideration of interests of both
present and future generations (Brundtland Groupgpr 2, 1987). It means that business
systems must be evaluated throughout its entiee Liffecycle is a holistic view of considering
all phases of an object or a project from its bitdithe end of the life. For example in systems
engineering, a system lifecycle addresses all phafsiés existence to include system conception,
design and development, production and/or constructdistribution, operation, maintenance
and support, retirement, phase-out and disposah@lard and Fabrycky, p.19, 2006).

The conventional three pillars of sustainabilitynfEonment, Economy, Society) is
ossified and not suitable for evaluating sustailitgbof business system. Thus, | evaluate
sustainability of business systems from three giffedimensions: 1) Scalability, 2) Stability and
3) Durability (Fig. 1.5). Each of them corresponms the three fundamental questions for
business sustainability: how to grow (Scalabilitydw to stabilize (Stability) and how to endure
(Durability). Scalability is evaluation of how busiss systems enter and grow in a target market.
Stability is evaluation of how to stabilize busigesystems in maturity stage. Durability is

evaluation on business systems regarding how tairenish decay stage. By considering all
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aspects of these three pillars, we can evaluataisability of business systems. In the following,
| propose an integrated methodology of systemsuetiah for business sustainability and

applied technologies.

Sustainability of Business Systems

Scalability Stability  Durability

Size of Business

> time

Fig. 2.8 Business Life Cycle Model for Sustainabtl Evaluation
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Chapter 3. Systems Evaluation Framework and

Applied Technologies

Chapter 3 explains the methodology. | fist descabeoverview of systems evaluation
framework. Then | explain each process of systemauation starting from visualization,
decomposition and integration, modelling and siroita and decision making. Associated

technologies for evaluation are briefly explainedhe end.
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3.1. Overview of Systems Evaluation Framework

In order to evaluate sustainability of businesgesys, | introduce systems evaluation in
this research. Systems evaluation is based onmsysapproach that is generally defined as “a
holistic multidisciplinary methodology for analygin evaluating and optimizing a complex
system understanding how elements are interactitly @ach other within a whole system”
(Nakano and Minato, 2012). The approach suits & réquirements of interdisciplinary for
evaluating sustainability and also can contributeevaluate long-term, dynamic behaviour of
business systems. | divided systems evaluation usinbess systems into several evaluation
components: 1) high-angle visualization of busir@gdems, 2) decomposition and integration
of business systems, 3) modelling and simulatiobusiness systems and 4) decision making on
business systems. Fig. 3.1 describes an overvialeo$ystems evaluation framework showing

the inter-relations of each evaluation component.

Visualization of

Clarity of Issue
| Decision Making

Systems
’ Insights |
Long-term, Dynamic, Case Study | Alternative Solutions
Complex System Issue _ and its impacts
= A Qualitative Data '
Decomposition Tools .| Modeling and

and Integration Simulation

Quantitative
Data

Fig. 3.1 Overview of system evaluation framework
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First of all, visualization of systems is conducted comprehensive understanding on
business systems. It provides holistic views ofreiiusiness system which allows us to treat all
essential issues associated with business sysi#hmesn issues of business systems are clearly
defined by visualization process, it is able to malecisions considering the goal, options,
criteria, requirements and constraints and so an.vihen the business systems are associated
with long-term, dynamic, complex systems issuegntldecomposition and integration is
required for detail analysis of business systerg. frocess divides a huge problem into several
sub-problems for more precise analysis and alsomexs realization of the solution.
Considering availability of quantitative data anublytical tools, modelling and simulation is
implemented for verification and validation of aoposed system solution. The process can
examine effectiveness and efficiency of the soluttonsidering its potential impacts on entire
business systems. When quantitative data is naablafor evaluation, we can implement case
studies on several related business so as to acgtriategic insights on business systems.
Decision making is finally conducted before implemnneg the solution. Matrix operation and
Analytical Hierarchy Process are utilized for sysétically evaluating alternative solutions from

multiple perspectives.
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3.2. Visualization of Business Systems

In most of business systems, some stakeholder pléysal roles for running businesses
while the others just indirectly support them.nitplies that the significance of each stakeholder
varies and thus it is important to identify the mioevitable players for sustaining the business
systems. Especially in unprofitable business, sust all related stakeholders brings about
inefficiency of business operations and furtherraggtion of the profitability. Therefore, |
would like to introduce a concept of minimum vialblesiness system (MVBS) and minimum
viable business player (MVBP) in this research. Md/Bieans the combination of minimum
elements of players for sustaining business systet¥&P means the players identified in the
scope of MVBS. MVBS and MVBP vary according to ttiearacter of business systems, but
defining the key concept of a system in the begigns essential process in systems approach
(Nakano and Minato, p.3, 2012). MVBS and MVBP carsklected from several different types
of stakeholders. For facilitating the | identifiat, | classified 12 different types of stakeho&ler
that are associate with business systems genetalf@overnor, 2) Controller, 3) Platformer, 4)
Operator, 5) Producer, 6) Servicer, 7) FinancelC@&tomer, 9) Supporter, 10) Competitor, 11)
Campaigner and 12) Disruptor. Each of them is lyrigtplained and summarized in Table. 3.1.

Governor basically defines rules and regulatiohssometimes provides protections on
business systems. Controller plays a role of cdimtgobusiness systems according to the rules
and the regulations. Platformer provides infragtiigs that are necessary to operate business
systems. Operator manipulates business systemsouitlgd platform using provided resources.
Producer supplies products required for operatingjriess systems. Servicer supplies services
required for operating business systems. Finangagplies cash resources required for operating
business systems. Customer receives values fromdssssystem. Supporter provides added
value to customer but not holds a direct relationMVBS. Competitor provides alternative
values to customer. Campaigner provides objectiand constraints on business systems.
Disruptor brings about uncontrollable events onidess systems. In most business systems,
these stakeholders are interacting with each dthreproviding a certain value to customers,

which in turn, brings about complex behaviours udihess systems.
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Table 3.1 Classification of Key Stakeholders in Buisess Systems

Name Major roles

Governor Define rules and regulations and providégetion on business systems
Controller  Control business systems according éarties and the regulations
Platformer  Provide infrastructure to operate bussreystems

Operator Manipulate businesses on the providedfbphatusing the provided resources
Producer Supply products required for businesenyst

Servicer Supply services required for businesseayst

Financer Supply cashes required for business sgstem

Customer Receive values from business systems

Supporter Not directly related to the business ai@n but provide added value to customer
Competitor Provide alternative value to customer

Campaigner Provide objections and constraints on businesemssst

Disruptor

Bring about uncontrollable events on hass systems

Fig. 3.2 shows a generic model of business systhatsl propose in this research. It is

consisted of two different dimensions: Business &ision and Societal Dimension, and MVBS

is placed in the centre of the framework. The ptimapose of the framework is to facilitate

evaluation of sustainability of MVBS within enviroents of the business dimension and the

societal dimension. The business dimension is éardivided into supply side and market side. It

covers entire relations of business stakeholdesscested with business systems. The societal

dimension is also divided into preservation andv@néion. Preservation means any influence

that aims to sustain business system. For exangplgrnments attempt to sustain business

systems especially when the business systems ifioalty important for society. On the other

hand, prevention is any influence that hindersasnability of business systems. For example,

natural disruptions, economic disruption and paditidisruption prevent business systems to be

sustained in a market. Since disruptions are diffio forecast, they must be carefully managed

for sustainability of business systems.

| identified two players as MVBP in this resear@®perator and Platformer, and also

consider their interactions as MVBS. It is becaase transportation is a service-oriented
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business and it cannot be implemented without dpesgand platformer. An airline needs airports
to provide an air transport service and airportsnca expect any revenue if there is no airline
operated there. It implies that these players gstematically dependent on each other within the
scope of business systems. | discuss how to mahagelation sustainably overtime.

Societal Dimension

Controller M Governor
. Order Preservation Protect |
SRR IR T at L TP hertromzmaneoszenerzroecese -
* Business Dimension ;
: Supporter
. ISP O WAL, LA, >
s Producer / Utilization Fee k Added
| © , [ ¥ Value T |
Ny Cash| | Return | Value Sefls
i 2| Financer i | Operator ====== Platformer | ——— Customer Q |
& : Risk f‘E
o 1 | . Alternative S |
: Servicer Infrastructure Value
Service AT *
' koo Competitor
Supplement
""""""""""""" e
. Disorder Prevention Protest
i
k Disruptor Campaigner

Fig. 3.2 A generic model for visualizing businesgy/stems

Fig. 3.3 shows the application of the frameworkaio transport system. In this case,
MVBS is consisted of airline (Operator) and airp@Hatformer). They are inevitable players and
inter-dependent on each other for sustaining airsjport services. In other words, they share the
fate of the MVBS. Thus, for sustainability of theV®S, it is important to balance the benefit
and the risk between them in the long run. The fitermeeans revenues from passengers for
airline side and airport charges from airline fapart side. The risk means demand fluctuation

as variances in air traffic demand makes it moffcdit to manage a commercial air transport
78



service. In such a case, it is worth considerirgyititegration of multiple regional airways that
are not individually commercially sustainable. traduce the portfolio theory drawn from
financial analysis to consider ways of reducingitess risks by diversifying destinations. |
assume that by combining multiple regional airwaygh different traffic movements, a
symbiosis of airline and airport can be designed.

On the other hand, when combining multiple airweysot possible and when future air
traffic demand is still uncertain; it is worth cashsring obtaining a mutual commitment from an
airport and an airline to sustainably operate @oreg airway. | examine the validity of the load
factor guarantee scheme enabling airlines to maimtad factors above the break-even level.
The airport is also encouraged to increase the punab air passengers from the local
community to increase the load factor. | assumehlzacommitting to a load factor, a symbiosis
between an airport and an airline can be designed.

On the supply side of the business dimensionyamérs provide the airline with aircrafts.
Leasing companies invest money for the aircraftipase for airline and banks provide cash for
operations of the MVBS. Air service providers ptypportive roles for aircraft ground handling
at airport. Refuel, maintenance, repair overhauR@J are included there. When these players
provide products and services to the MVBS, the afirooncern for sustainability is its
competitiveness in a target market. In other wottlsy would like to evaluate competitive
advantage of themselves inside the market. Sysite@gproach is required for such evaluation.
On the demand side, passengers receive from the 31¥B air transport service. Local
communities support the passengers by providingraomdations, restaurants and sightseeing.
They are not directly connected with operationhaf MVBS but provide value-added services to
it. Ground transport is basically a competitor be@ tMVBS providing alternative high speed
transport service to passengers. However, theynheaervicers supplementing the MVBS. For
example, local ground transport such as train, dng taxi, provide passengers with ground
access measures to airport. Such ground publisgoahsystem enhances value of the MVBS.
Furthermore, high speed trains and buses usualtypete with air transport for acquiring
passengers but they can support with each oth#dreatime of catastrophic natural disasters
(Minato and Morimoto, 2012). These competition withe other measures of transport is

evaluated by travel time and travel cost. Systevatuation method is required there.
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Fig. 3.3 Application of the Framework to Air Transport System

The MVBS is also surrounded by the societal dinmngiFig. 3.4). Governments are
major players who are willing to preserve the MVBiBce they have interests in it. They set
rules and regulations on air transport for healttmanagement of the system such as airport and
aircraft restrictions. Japan Civil Aviation Bure@lCAB) control Japanese air transport system
according to the rules. It provides air traffic tmhto airline and airport. Type certificate (TC)
and air worthiness are also its responsibility. ¥dall, the most important role of government is
to provide subsidy for sustaining regional air s@ort system. When air traffic demand is
expected to decrease in the long run, subsidy esodrmeasures to sustain the business system.
Ecosystem concept can be introduced for effectidkedficient design of the subsidy programs.

On the other hand of the societal dimension, tieiisruption. | identified catastrophic
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disaster as natural disruption, financial crisissasnomic disruption and open sky as political
disruption. Open sky is an agreement which prowigerational freedom of air transport services
between two countries. It implies new entry of fgreairline and thus is threats to domestic
airlines. In this research, | focus on discussirgnagement of regional air transport during a
catastrophic natural disaster. This was added #fierEast Japan earthquake and tsunami of
March 11, 2011. Managing demand fluctuation anchnibéss is essential for the long-term
commercial sustainability of a regional air trangpgystem, but disaster management is also
critical for the short-term operational sustaindpibf the system. During disruptive events such
as catastrophic natural disasters, the commeraalgement of regional air transport is not an
issue. On the contrary, integrating air transpeenewith other means of transport is critical for
coping with the drastic expansion of tentativefitalemands such as rescues and evacuations.
Considering ways to co-exist with Japan’s frequeattral disasters will help make the regional

air transport a more sustainable system.
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3.3. Vee Model of Decomposition and Integration

The next evaluation component applied is decomipos#nd integration. It aims to divide
a huge problem into several sub-problems for morecipe analysis and also examines
realization of the solution. Vee model (Fig. 3.4)used to “visualize the system engineering
focus, particularly during the Concept and DeveleptrStage. The Vee highlights the need to
define verification plan during requirements deypetent, the need for continuous validation
with the stakeholders, and the importance of cootis risk and opportunity assessment”
(INCOSE SE Handbook ver.3.2, p. 27, 2010).

Fig. 3.6 shows the evaluation process applied enftamework. The left side represents
decomposition process and the right side represetégration process and the entire vee
represents a life cycle of problem solving actestilt implies that the activities proceed from the
left-hand side to the right-hand side as time la$t®e model is consisted of five steps: 1)

Visualization, 2) Articulation, 3) Model Building) Model Testing, and 5) Evaluation.

Results
1. Visualization 5. Evaluation
* Key Stakehold . . . . . .
ey >takenoaers Validation (Analysis and Discussions) * What-if Analysis
* Lnteracdtlon/lnter— P * Scenario Analysis
ependency ¢ Stakeholder Interview
¢ Issues (Boundary)

\ Behaviors ’

2. Articulation 4. Model Testing
Data Collection Verification * Unit Check/Run Check
* Problematic System )

Behavior > * Reproduction Test

* Method Selection * Stakeholder Interview

Structures

3. Model Building

¢ Mathematical Model

¢ Simulation Model

¢ Conceptual Model
(Case Study)

Fig. 3.4 Vee Model for Decomposition and Integratio
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As discussed in Ch.1, | proposed to analyze busirsgstems based on its systems
structure. Therefore, | integrated the vee modetgss with three hierarchical layers: Results,
Behaviors and Structure. Visualization and Evabratre on the results layer. Articulation and
Model Testing are on the behaviors layer. Modelldng is on the structure layer. It clearly
illustrates business systems are evaluated bas#teatructures which in turn brings about the
behaviors and results in the end.

The first step is Visualization. It starts with wadizing business systems using the
proposed generic model (Fig. 3.2). The most impmbiitato identify key stakeholders and define
MVBS and MVBP. The primal purpose of systems euvidumais therefore to examine
sustainability of the MVBS considering its intefiaas with the environments of business
dimension and societal dimension. Purpose of theluation should be considered in the
beginning considering issues and system boundary.

The second step is Articulation. It requires cdlleg both quantitative data and qualitative
data for systems evaluation. Government statissasyey and questionnaire, interviews are
often utilized. Problematic system behavior is idfead in this process. Then we need to select
method that is appropriate for evaluation. Quatitigaand qualitative methods are both available
according to the purpose.

The third step is Model Building. When quantitativata is available and the purpose of
evaluation requires to specific quantitative resutien we should use mathematical modeling or
simulation modeling. Both require a certain amoohknowledge for utilizing each method.
When a problem is not appropriate for quantitatie¢éa analysis or quantitative data is unlikely
to be available, then we need to consider qualgatethods. Developing a conceptual model or
case study approach is generally utilized. The casgdy approach does not always guarantee
reproducibility of evaluation results but it sonme# provides deep insights on complex business
systems on the basis of stakeholder interviews.

The forth step is Model Testing. This is manly foathematical modeling and simulation
modeling. We need to check the consistency of tlelanhunit and run the simulation for
examining its functionality. Data reproduction tesbften utilized for verification of the model.
Verification is defined as “confirmation, throughet provision of objective evidence, that the
specified requirements have been fulfilled” (INCOSE Handbook ver.3.2, p. 363, 2010). In
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business systems evaluation, it checks that theehwaoh appropriately reproduce the behaviors
of business systems in reality. Coefficient of deieation (R squire), MAE (Mean Absolute
Error) and MAPE (Mean Absolute Percentage Errag)wilized for statistical verification of the
model. When case study is applied, stakeholdernviet®s can be used for verification.

The fifth step is evaluation. We often use sengjtianalysis, what-if analysis, scenario
analysis and Monte-Carlo simulation for this pugoSensitivity analysis means a parametric
study of a variable to an objective function. WHatnalysis rather focuses an impact of a
change in one variable on an objective functioren@do analysis considers combination of
multiple variables and its impact on an objectivadtion. Monte-Carlo simulation includes
consideration of uncertainty associated with vadeisbProbabilistic distribution is given for
multiple rounds of computer-aided simulation. Vatidn is required in this stage. It is defined as
“confirmation, through the provision of objectiveigence, that the requirements for a specific
intended use or application have been fulfiledICOSE SE Handbook ver.3.2, p. 363, 2010).
In business systems evaluation, it analyzes andushsthat the visualized and articulated

problem is really solved.
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3.4. Modeling and Simulation

3.4.1. System Dynamics modelling

| regard regional air transport as a multi-stakdéplsystem in which airlines, airports,
aircraft, local governments, and local communitimstually and dynamically interact to bring
passengers from an origin to a destination. As aadyc analysis is required for an
understanding of the complex behaviour arousecbynulti-stakeholder interactions, | mainly
use system dynamics (SD) in this research (Fig. System dynamics is a method of modelling
the nonlinear dynamics of complex systems develdpeday Forrester of MIT in the 1950s
(Sterman, 2000, Nakano and Minato, pp. 79-88, 2012 SD methodology is divided into two
categories: 1) System thinking and 2) Modelling &mdulation.

System Dynamics (SD)

System Thinking Modeling and Simulation

| |

Causal Loop Diagram Stock and Flow Diagram

—

(_* Infection Rate Q:E)

Sucepnble Infecnous
Populatlon Infecmn Rate Populatlon

Depletion Contagion
Contact Rat InfEctMty
Contact Rate Infectivity
Total

Total Population Population

! I

Dynamic Hypothesis ~ mmmm) Multi-scenario Evaluation

Fig. 3.5 System Dynamics Approach
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System thinking is an effective measure to decom@system into its elements using
multiple variables so as to analyse its structue lzehaviour. A Causal Loop Diagram (CLD) is
a tool used to display the structure. It considtyasiables connected by arrows denoting the
causal influences among the variables. (StermaB@)pFig. 1.14 shows an example of CLD
analysing influences of advertisement. A part abfipris invested for advertisement and it
contributes to increase sales volume and thenasereevenues. The feedback cycle on the left is
a positive effect on profit. On the other handgstvnent on advertisement substantially requires
cost increase and thus it decrease profit in tlik €his feedback cycle on the left is a negative
effect on profit. The CLD helps to understand dyi@abehaviour of system overtime. In other
words, a dynamic hypothesis can be formed with Cegarding how the problematic behaviour

is generated within a system (Sterman, pp. 94-105).

A/_\
Proft *

Revenues
+
Cost @ C/ }
. +
Negative Feedba Positive Feedback
+
Advertisement Sales Volume

Fig. 3.6 Causal Loop Diagram (CLD)

After setting a dynamic hypothesis using CLD, itnscessary to build a model using a
Stock and Flow Diagram (SFD) according to the satiah purpose (on the right in Fig. 1.12). It
uses several graphical icons, such as stock, flalve, and cloud icons, to express a system (Fig.
3.6). Stocks are integrated accumulations of inflamd outflows. Inflows are represented by
pipes leading into a stock and outflows by pipeslieg out. Valves in the middle of each pipe
control the inflows and outflows. Clouds represtrg sources, and sinks represent the flows
(Sterman, pp. 192, 2000). SFD enables to understifiedent behaviours of a system according

86



to different scenarios. The graphical notation Fig) facilitates not only to model but also to
understand a complex system in a simple mannetw&a such as Vensim, Stella, Powersim
and AnyLogic are generally utilized for SD modedjitoday. In this research, | mainly utilize
Vensim (Chapter 5 and Chapter 6) and AnyLogic (@rap0).

Source Stock Sink

W= o >

Inflow Outflow

Fig. 3.7 Stock and Flow Diagram (SFD)

For mathematical modelling, System Dynamism usék imtegral equation (Eq. 3.1) and
deferential equation (Eq. 3.2). Assume now thaesbé system is represented by Stock (t) and
calculated by:

Stock (t) = jt[lnflow(s) — Outflow(s)]ds + Stock (t,)

to

Eg. (3.1)

where t, is initial time, t is terminal time, inflow is dofw connected into to the Stock and
outflow is a flow connected out from the Stock. &ehtial of Stock at time t is then calculated
by;

d(Stock)

- = Inflow (t) — Outflow (t)

Eq. (3.2)

Regional air transport displays complex behaviawg tb the dynamic interactions among

its multiple stakeholders (see Fig. 1.15): ‘Airgogncompass a number of operational and
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commercial processes, with inherent complexitieheir management and coordination phases’
(Jarach, pp. 1, 2005). System dynamics facilitageetxamination of the behaviour within such a
complex ecosystem when the interests of regiona aational economies impede the
performance measurements of airports through moreentional methods (Humphreys and
Francis, 2002b).

Several scholars have used SD to study air trahgpamagement. Lyneis (2000) uses SD
models to forecast aircraft demand. Miller and K#a2007) use SD models to evaluate
strategies for investment in aviation infrastruetuuryani et al. (2010) formulate an SD model
for simulating the expansion of passenger termiaglacity and forecasting passenger demand,
relying on SD’s ‘capability of representing physiead information flows, based on information
feedback controls that are continuously convenéal decisions and action’ (Suryani, Chou, and
Chen, 2010).
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3.4.2.Portfolio Modelling

| introduce portfolio theory from financial analys for quantitatively evaluating
effectiveness of risk diversification. Diversificat eliminates unique risk, but there is market
risk that diversification still cannot be elimindtéBrealey et al., 2006). Individual stock holds it
own risk according to the characteristic of bussn&@here are also common market-wide risks
that influence all stocks in the same market. Tdrenér is called as unique risk or unsystematic
risk and the latter is called as market risk ortaystic risk. Theoretically speaking, the more
variety of stocks combined in a portfolio, the lesk it holds due to the diversification effect
(Fig. 3.8). | introduce this concept of portfolioodelling for evaluating regional airway

combinations.

Risk
Unique Risk
(Unsystematic Risk)

Market Risk
(Systematic Risk)
>

Variety of Stocks

Fig. 3.8 Unique risk and market risk

The idea of financiap is used for representing the risk of individualcét as sensitivity to
the market average movement. | assume that movepofeair traffic demands would be
consisted of two different fluctuations, 1) unigiiectuation and 2) market fluctuation. Unique
fluctuation is dependent on each airway’s individcizaracteristics such as size of population,
tourist, passengers, and hotel capacity and s@ornhe other hand, market fluctuation is caused
by market-wide seasonality and holiday structuréschv affect the whole country equally. The
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point is that “diversification eliminates uniqueski But there is some risk that diversification
cannot eliminate. This is called market risk” (Besaet al. P165). As securities in a market,
unique fluctuation represents unique risk which barreduced by diversification. On the other
hand, market fluctuation represents market riskctviziannot be reduced even by diversification.
Thep is calculated as in Eqg. (3.3),

_Cov (fi, fm)
— Var (fn)

Eq. (3.3)

where Cov f;, fn) is the covariance between the demand fluctuatfondividual airway and the
air traffic demand fluctuation of market averagear \{f,,) is the variance of the demand
fluctuation of the market averaggindicates the sensitivity of individual demandctiuation to
market-wide demand fluctuation. For example, wpes greater than 1.0, then it is expected to
“amplify the overall movement of the market” (Breglet al. p167). On the other hand, wifilen

is between 0 and 1.0, then it is expected to “mowke same direction as the market, but not as
far’ (Brealey et al. p167). The point is that “riska well-diversified portfolio is proportional to
the portfolio beta, which equals the average b@adaley et al. 2006) of all airways included in
the portfolio. Therefore, | calculate the risk oéwdiversified portfolio of multiple airways as
‘Portfolio B’ as in Eq. (3.4),

Cov (fp , fm)

Portfolio f = Var ()
m

Eq. (3.4)
where Cov f,, fn) is the covariance between the demand fluctuatiaarways portfolio and the

demand fluctuation of market average. V§y)(is the variance of the demand fluctuation of

market average. The variance of the portfolio Isudated as in Eq. (3.5),
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N N
Variance of Remote Isand Portfolio = Z Z(xi Xj0;;)

i=1 j=1

Eq. (3.5)

where the number of airways in portfolio is N, amdis the proportion of the resource

investment.
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3.4.3. Analytical Hierarchy Process (AHP)

Systems evaluation requires strategic decision mgaét the end of its process. Strategic
decision can be defined as defining objectives salécting the best answer from multiple
alternatives under insufficient and uncertain infation (Nakano and Minato, 2012). It implies
that the final decision making should also be eat&ld using systems approach.

I introduced analytical hierarchy process (AHP)tfoe purpose. It is an evaluation method
combining subjective judgement and systems apprfi&eda et al., 2011). It enables to make a
decision on multiple alternatives according to mplgt criteria and the decision structure can be
visualized in three layers: Goal (Top), Criteriaidile) and Alternatives (Bottom) as shown in
Fig. 3.8.

Decision Goal

Criterial Criteria 2 Criteria 3 Criteria 4 Criteria 5

Alternative 1 Alternative 2 Alternative 3 Alternative 4

Fig. 3.9 Structuration of decision making with AHP

The first step is to define a goal of decision mgkiThen we consider multiple criteria
that are necessary for the decision. These crigegavaluated with pairwise comparison. It is a
mean to compare two different items individuallydgrovide evaluations according to a certain
guantitative scale. Table 3.2 illustrates an exangplpairwise comparison matrix. By comparing
an item on the left and one on the right, | putesitscore of 9 (extremely good), 7 (very good), 5
(moderately good), 3 (fairy good) or 1 (neutral) éme side and its inverse number for the other

side. The importance of each evaluation criteriexamined using pairwise comparison seeking
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the geometric mean of the pairwise comparison matnd then the normalized results. The
normalized result means the relative weight of eatlerion. Then we need to each alternative
according to each criterion with pairwise comparisoatrix. The consistency index should be
calculated in Eq. 3.6 for examining the consisteatyach pairwise comparison (Ikeda et al.,
2011).

-n
max

Consistency Index (C.1.) = —

Eq. (3.6)

where /A nax 1S Eigen Value of the Pairwise Comparison Matiixi an is the number of items

included in the Pairwise Comparison.

Table 3.2 Pairwise Comparison Matrix

m < < m
@ ) @ = = o @ ) @
: 3 ! 3 : 2 ! 3 :
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PART 2

Stability of Business Systems
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Chapter 4.  Airline-Airport (Multiple Airways)

In Part 2, Chapter 4 and Chapter 5, | discuss lgtalif business systems. Chapter 4
mainly considers the challenge of airline and atrpar managing air traffic demand fluctuation
assuming there are multiple airways (Fig. 4.1)mians that there are multiple airports in a
specific region and multiple airways are possibléé¢ operated. As air traffic demand variance
makes it more difficult to manage a commercialtansport service, | use the portfolio theory
drawn from financial analysis to look at ways oflueing the business risks of regional air
transport by diversifying destinations. Air trangpio remote islands is the most difficult case to

commercially manage, so | examine remote islamgthti in Japan.

Business Tax, Income Tax, Fuel Tax, etc.
Regulators - Governments
Subsidy Rules, Policy
Y
— — Share Holding (Ownership)
Civil Aviation g
Controllers Bureau § Profits Subsidy, Airport Development Cost
y TN T -
| ® - ; . L ) Facilities Terminal
Platformers §| & [Restriction N\ ) Airports — Buildi
8l s : ; uildings
el--2 ; Risk Diversification | S
£ = i Facilities
Operators e I~ — Airlines : FuelTax (M =~
<< 1 '
| Aircraft ) 3 v ~
Py
Producers —  Air Framer =
z
" wv
. . Bank, Leasing Debt Facilities S
Financiers - @,
Company Equity e
A4
Servi Air Service Refuel, etc. Tenant Ground
ervicers .
Provider Ticket Prices Flights Shops Transports
Y Foods, Souvenirs
Customers Passengers ) Ground Access
A h
Expenditures Alternative Transport High Speed
Competitors Accommodations, Transport
Sightseeing, etc.
y
Supporters/ Local Business/ Business Tax
Campaigners Communities Income Tax

Fig. 4.1 Scope of Chapter 4 (Risk diversification &ween Operator and Platformer)
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4.1. Chapter Introduction

Remote island economies often depend on tourisnt @@n play an important role in
spurring investments in new infrastructure, stirtintaother industries, generating employment,
and increasing income on the islands (Warnock-SamthMorrell, 2008), but remote islands are,
by definition, distant from the main sources ofrtsudemand and thus rely on air transport.
Commercial flights to remote Japanese islands sdiftan thin markets and fluctuations in
demand; the average traffic flow to islands is mfess than 25% of that for inter-city flights on
the mainland, and the load factor of remote isltigtits is 7% lower (Matsumoto, 2007). Many
airports on these islands do not service schediitgds, limiting tourism and the mobility of
local residents. To stimulate services, low or Zemding fees are common, and some local
governments provide subsidies to airlines (UemuHarai, 2010, Yai and Hashimoto, 2011.).
This requires maintaining a flow of public finanesupport air services and makes managing
the regional air transport system difficult.

| have designed a method for reducing relianceudslip monies and apply it to 31 airports
on remote Japanese islands. As the large variancesarket structures make it difficult to
manage air transport systems to remote islandse Ithie portfolio theory to consider ways of
reducing business risks by diversifying the poitfobf multiple flight destinations. The
methodology is applied to some of Japan’s 6,852otenislands, about 400 of which are
inhabitable. There were 98 public airports in Jagsuof April 2012, 35 of which are located on
remote islands (JCAB, 2012).

The remainder of this chapter is organized as WidloThe section 4.2 explains the data
used for systems evaluation. The section 4.3 explie methodology highlighting the system
evaluation process and mathematical modelling $tand f anaysis. The section 4.4 presents
several analyses—the principle component analybis, cluster analysis, and the Islajid
analysis. The section 4.5 discusses the results. sEction 4.6 provides the conclusions and

identifies the study’s limitations.
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4.2. Data for Systems Evaluation

Data from Remote Island Statistics (National lngéitof Japanese Islands (NIJI), 2007)
covering April 2005 to March 2006 are used in thalgsis. Of the 35 remote island airports in
Japan, | focus on 31 (see Table 4.1). The otherdmexcluded because of either an interruption
or elimination of commercial flight operations dugi the period. The analysis considers six
variables: the population of the island, the annomatists to the island, the annual air passengers
to the island, the annual seaborne passengere tislémd, the hotel capacity on the island, the
island’s dependency on air transport; the shareisifors to the island coming by air. As the

alternative to flying is arriving by boat, combinend and sea traffic comprise the denominator.

Table 4.1 Data for 31 remote islands

Annual Air
Airport Population Annfja' A.\nnual Naval Hotel_ Transport
Tourists  Air PAX Capacity
PAX Dependency

Minami-Daitou 1,331 3,800 35,029 1,700 154 95.4%
Kerama 53 4,400 2,272 201,700 995 1.1%
Tarama 1,397 6,200 35,352 3,500 137 91.0%
Kita-Daitou 515 7,700 19,851 1,500 85 93.0%
Hateruma 588 14,300 3,564 57,000 214 5.9%
Ojika 2,813 16,700 3,092 87,700 148 3.4%
Aguni 912 19,900 13,177 30,600 216 30.1%
Kikai 8,610 26,000 81,004 42,500 416 65.6%
Amakusa 4,619 30,200 73,410 177,100 452 29.3%
Yonaguni 1,677 31,700 76,447 4,700 492 94.2%
Kouzushima 2,141 32,000 13,675 30,200 1,615 31.2%
Niijima 2,559 43,400 22,671 101,400 1,611 18.3%
Okinoerabu 14,419 50,600 94,395 82,200 1,425 53.5%
Okushiri 3,686 52,500 11,678 122,000 1,118 8.7%
Yoron 5,752 66,100 67,149 61,800 2,131 52.1%
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Hachijojima 8,673 82,700 213,050 33,900 2,594 86.3%
Kumejima 9,118 93,900 254,299 46,600 1,259 84.5%
Tokunoshima 27,621 116,600 39,918 118,800 762 25.2%
Kamigotou 23,327 151,000 4,671 209,700 1,033 2.2%
Ohshima 8,945 211,400 68,864 419,300 3,335 14.1%
Fukue 41,282 219,600 162,550 666,100 2,120 19.6%
IKi 32,342 231,500 28,893 672,600 3,823 4.1%
Tsushima 39,193 289,900 311,548 327,600 1,861 48.7%
Yakushima 13,724 333,900 173,90 443,500 1,240 28.2%
Miyako 48,347 413,500 1,055,963 547,200 5,186 65.9%
Oki 23,809 432,800 44,813 844,400 4,154 5.0%
Rishiri 5,926 449,400 31,461 459,000 696 6.4%
Tanegashima 34,056 516,300 111,655 511,100 2,506  .9%l7
Sado 67,917 674,500 9,917 1,871,600 9,910 0.5%
Amami 68,245 678,700 595,582 397,800 1,693 60.0%
Ishigaki 46,399 754,200 1,914,1292,063,300 8,348 48.1%

Table 4.2 provides descriptive statistics of thevsiriables used in the analysis. It is likely

that not all the variables are normally distribytetth mean values being larger than the median

values. The coefficient of variation calculationgeg air passenger the highest score, indicating

a relatively high variation compared to the othariables. In fact, the skewness and kurtosis for

air passengers are both high, making an extremeevial air passengers likely. Furthermore,

although the coefficients of the variation for aahtourists and hotel capacity are the same, the

kurtosis for hotel capacity is much higher thant o annual tourists, meaning the former is

likely to include an extreme value, increasing ttegree of variation within the data. This

suggests that some remote islands have a chaexttemely different from that of the others.
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Table 4.2 Descriptive statistics for the 31 airpos

Population Ann.ual Air Sea Hotef Air transport
tourists  passenger: passenger: capacity  dependency

Minimum 53 3,800 2,272 1,500 85 0.01
Maximum 68,245 754,200 1,914,12¢ 2,063,30C 9,910 0.95
Median 8,673 82,700 44,813 122,000 1,259 0.29
Mean 17,742 195,335 179,806 343,165 1,991 0.38
Std. Dev. (n-1) 20,134 226,471 385,275 493,687 2,300 0.33
Skewness (Pearson) 1.18 1.16 3.49 2.38 2.09 0.51
Kurtosis (Pearson) 0.33 0.13 12.13 5.37 4.13 -1.13
Confidence Interval
(95%, lowest) 10,357 112,265 38,486 162,079 1,147 0.26
Confidence Interval
(95%, highest) 25,127 278,406 321,126 524,250 2,835 0.50
Coefficient
of Variation 113% 116% 214% 144 % 116% 85%
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4.3. Methodology

4.3.1. Systems evaluation process

Fig. 4.2 shows the systems evaluation process exppti Chapter 4. The descriptive
statistics indicate that some remote islands hateeraely different characteristics. Principle
component and clustering analyses are used to éahidl by categorizing the airports into
groups with relatively homogeneous characters fimseof tourism and transportatioriThen, |
introduce Islang? to analyse the inherent risk of tourist demandtélatons for each island. The
model is tested with the case of Japan Air Comm(AcC). A portfolio of multiple remote
islands is examined to find strategic ways of margagnprofitable regional air transport in the

end.

Results

1. Visualization 5. Evaluation

¢ Airline and Airport . . . . . .
por Validation (Analysis and Discussions) * Yakushima Island
* Demand Fluctuation > e Ikilsland

¢ Risk I_)ivers_ification with e Okushiri Island
multiple airways

\ Behaviors ’

2. Articulation 4. Model Testing
¢ Remote Island Statistics . .
2007 (NUI) Verification e Japan Air Commuter
* Descriptive Statistics for > (JAC), 6 regional airways
Cluster Analysis from Kagoshima Airport
¢ Portfolio Theory

Structures

3. Model Building

¢ Mathematical modeling
for B-value of island
tourism demand

Fig. 4.2 Process of the research in Chapter 4

! In the principle component analysis, all factoithveigen values greater than one are retainedgagfisant, but

all values with a factor loading above 0.5 are atstuded as significant.
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4.3.2. Mathematical Modelling of Island 8

The notion of Islangs is used to describe the inherent risk of touresndnd fluctuations
on each island. The idea is similar to finan@awhich represents a stock’s sensitivity to the
market's average movement. It is assumed that tteement of tourism demand on remote
islands consists of two types of fluctuations—umidfluctuation and market fluctuation. The
former is dependent on each island’s individualrabieristics, such as population, tourists,
passengers, and hotel capacity. Market fluctuaisonaused by market-wide seasonality and
holiday patterns that affect the whole country. Tihancial analysis assumes that diversification
eliminates unique risk but that there is a marlst that diversification cannot eliminate. As in
the financial market, unique fluctuation representique risk that can be reduced by

diversification and market risk that cannot be =l Island3 is calculated as,

Cov (fi, fm)

Island § = Var ()

Eq. (4.3)

where Cov f, fy) is the covariance between the fluctuations irrisbidemand for individual
remote islandg, and the overall fluctuation in the market averdgmandm, and Var {;,) is the

variance in the tourism demand fluctuation of tharket average. Islang indicates the
sensitivity of individual island tourism demand dtuation to market-wide volatility. For
example, when Island is greater than unity, it is expected to amplifg bverall movement of
the market, but when it is between zero and ong gkpected to move in line with the market.

A well-diversified portfolio of multiple remote iahds as Portfolig can be defined as,

Cov (fp, fm)

Portfolio 8 = Var (£.)
m

Eq. (4.2)
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where Cov f,, fn) is the covariance between the tourism demanduiion of remote island
portfolio p and the tourist demand fluctuation of market agers, which is calculated for the 31
remote islands, and Vaf.,j is the variance of the tourism demand fluctuatidrthe market

average. The variance of the remote island pootislands is thus,

N N
Variance of Remote Island Portfolio = Z Z(xixjaij)
i=1 j=1

Eq. (4.3)

where the number of remote islands in the portfislid, andx; is the proportion of the resources
invested.

104



4.4. Analysis

4.4.1.Principle component analysis

Table 4.3 presents the result of the principle comemt analysis, where the eigenvalues
indicate the degree of the variables’ influence;deample, the eigenvalue for Factor 1 is 3.865
and accounts for 64.4% of the total variance. Givencombined explanatory power of Factors
1 and 2 (84.1%), these are used in the analyside Pa4 presents the factor loadings of each
variable for these factors; those exceeding 0.%adopted.

The first dimension based on Factor 1 is ‘Touriscortomic Size’. Most of the variables,
other than Dependency on Air Transport, show netfi high factor loading scores on that
dimension, and all those variables are closelytedldo the size of the tourist economy: the
higher the score for Factor 1, the greater the sfzthe tourist sector on the island. For the
second dimension based on Factor 2, Annual AirdPagEs and Dependency on Air Transport
had relatively high factor loading scores, implyitigt the higher the score on Factor 2, the

greater the dependency on aircraft for transporab the island, either for tourism or business.

Table 4.3 Principle component analysis (PCA)

Factorl Factor2 Factor3 Factor 4 Factor 5 Factor 6

Eigenvalue 3.865 1.185 0.422 0.325 0.148 0.055
Variation (%) 64.4% 19.7% 7.0% 5.4% 2.4% 0.9%
Accumulation (%) 64.4% 84.1% 91.1% 96.6% 99.0% 100%

Table 4.4 Factor loading

Factor 1 Factor 2
Population 0.866
Annual tourists 0.927
Annual air passengers 0.702 0.541
Annual seaborne passengers 0.943
Hotel capacity 0.908
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Dependency on air transport

0.934

4.4.2.Cluster analysis

Hierarchical clustering methods were used to datexrithe best number of airport clusters.

The results suggest a four-cluster solution fordat, with significant differences between them.
In addition, ANOVA tests indicate that both fact@antributed to the differentiation of the four

airport clusters, supporting the appropriatenesshef categorization. Fig. 4.3 illustrates the

distribution of the clusters, and Table 4.5 gives mean values of each factor for each cluster.

Table 4.5 Cluster analysis (mean value of each factof each cluster)

Cluster 1 Cluster 2 Cluster 3 Cluster 4
Factor 1 -1.128 -0.326 3.865 5.229
Factor 2 1.030 -0.786 1.613 -1.771
OCluster 1 ®Cluster 2 ACluster 3 #Cluster 4

2 x
= A Miyako Ishigaki
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Factor 1 (Tourism Economic Size)

Fig. 4.3 Result of cluster analysis
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» Cluster 1 includes ten airports and has the lowesin score for Tourism Economic Size
and the second highest for Dependency on Air Tramsgmong the clusters. It is called

‘Small tourism dependent on air transport’.

e Cluster 2 includes 17 airports and has the secmmddt mean score for Tourism Economic
Size and the second lowest mean score for DepepnagnAir Transport. It is thus called

‘Small to medium tourism dependent on sea transport

* Cluster 3 consists of three airports and appeahave the second highest mean score for
Tourism Economic Size and the on Dependency onTAansport. It is therefore called

‘Large tourism dependent on air transport’.

» Cluster 4 includes only one airport and has thédsgmean score for Tourism Economic
Size and the lowest mean score for Dependency piirAnsport among the four clusters.

It is thus called ‘Large tourism dependent on saasport’.

Three airports are excluded from Cluster 3 (Ishigdkyako, and Amami), and one is
excluded from Cluster 4 (Sado), partly because dteracteristics are so different from those of
the other airports.

The results of the principle components and cluatelyses provide several insights into
the links between remote island air transport andism in Japan. First, when tourism is a
relatively small part of an economy, the scaleipfransport is irrelevant, but tourism is affected
by the lengths of an island’s runways. There are r@irports in Cluster 1 and ten in Cluster 2
with negative Factor 1 scores. The average runesagth of the nine Cluster 1 airports is 1,583
m and 1,030 m for the ten Cluster 2 airports (sa&gl€T4.6). When tourism increases slightly
(Factor 1= 0 to 2.0), transport tends to dependlopping more than on aircraft. There is only
one airport in Cluster 1, however, and seven instelu2 when Factor 1 is 0 to 2.0, with the
average runway length in the latter being 1,77%ee (Table 4.7), much longer than the average
runway length in Cluster 1, with Factor 1 less tlxano and where tourism is less important.

Therefore, runway length does not seem to be malrflactor in air transport to remote islands
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when there are large numbers of tourists.

Table 4.6 Runway length (Airports with a Factor 1 ¢ less than 0)

Cluster 1 Airports Cluster 2 Airport
Runway Length (m) Runway Length (m)
(Factor 1<0) (Factor 1<0)

Yoron 1,200 m Aguni 800 m
Kikali 1,200 m Kerama 800 m
Okinoerabu 1,350 m Hateruma 800 m
Minami-Daitou 1,500 m Ojika 800 m
Kita-Daitou 1,500 m Niijima 800 m
Tarama 1,500 m Kouzushima 800 m
Yonaguni 2,000 m Kamigotou 800 m
Kumejima 2,000 m Amakusa 1,200 m
Hachijojima 2,000 m Okushiri 1,500 m

Tokunoshima 2,000 m
Average (n=9) 1,583 m Average (N=10) 1,030 m

Table 4.7 Runway length (Airports with a Factor 1 ¢ 0 to 2.0)

Cluster 1 Airports Cluster 2 Airport
Runway Length (m) Runway Length (m)
(Factor 1= 0to 2.0) (Factor 1= 0to 2.0)
Yonaguni 2,000 m Ohshima 1,800

Tanegashima 2,000
Oki 2,000
Rishiri 1,800
Fukue 2,000
Yakushima 1,500
i 1,200
Average (N=7) 1,775 m
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4.5. Results and Discussions

Island g was estimated for each of the islands in Clusteasd 2 for the sample of 27
islands after recalculating the variances (see€ldl@). For the ‘Small tourism dependent on air
transport’ islands, all ten islands had Islghdalues of between zero and one, suggesting some
sensitivity to overall market fluctuations, as th@urism sectors (except Tsushima) may be

relatively small.

Table 4.8 Results of Islang? analysis(Cluster 1 and Cluster 2)

Cluster Name (Island and Airport) Value of Islafid
1 Minami-Daitou 0.04
1 Kita-Daitou 0.06
1 Yoron 0.07
1 Yonaguni 0.09
1 Tarama 0.12
1 Okinoerabu 0.28
1 Kikai 0.32
1 Kumejima 0.34
1 Hachijojima 0.39
1 Tsushima 0.81
2 Aguni -0.05
2 Kerama 0.00
2 Hateruma 0.00
2 Ojika 0.00
2 Ohshima 0.09
2 Niijima 0.12
2 Tanegashima 0.31
2 Amakusa 0.40
2 Oki 0.47

109



2 Tokunoshima 0.78
2 Kouzushima 0.78
2 Kamigotou 0.80
2 Rishiri 1.35
2 Fukue 1.48
2 Yakushima 2.32
2 ki 5.36
2 Okushiri 9.12

There are large variances in Islgfdor ‘Small to medium tourism dependent on naval
transport’ islands: it is between zero and onesfume and exceeds unity for others, indicating
sensitivity to large market fluctuations. This miag attributed to the diversity of the scale of
tourism in the cluster. For example, the minimumswguni and the maximum was OKi.
Furthermore, some islands, such as Yakushima, dkgd Okushiri, have extreme tourism
characteristics. Since the commercial air transpskton these islands is likely to be high, they
may be useful examples of where diversification lbamproductive.

First, because Yakushima is located in southwesanlain Kagoshima prefecture, and
Tanegashima, Tokunoshima, Kikai, Okinoerabu, andoiYoairports are relatively close, a
portfolio embracing these six remote islands, Btaf(A), is assumed. | calculate the variance
in the remote island portfolio in Eq. 5 and caltelportfolio in Eqg. 4. The results for Islant
are shown in Table 4.9. The Islaficbf Portfolio (A) is 0.53, much lower than the Istgs for
Yakushima alone, suggesting that the risks of sourilemand fluctuation can be diversified by
designing portfolio (A) out of multiple remote isk@s.

Secondly, Iki is also located in the southwestNagasaki prefecture, with Tsushima, Ojika,
Kamigotou, Fukue, Amakusa, and Oki serving as pi@téy cooperating airports. We thus
assume a portfolio comprising these seven islandkiiding Iki; this is Portfolio (B). The Island
B of 1.03 is again lower than the Islafi@f Iki alone, indicating that the risk of tourissemand
fluctuation may be reduced by designing portfolg) py diversifying across the associated
multiple remote islands. It is thus possible toues risk down to almost market level by

designing a portfolio.
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Finally, Okushiri is located in northeast Japartokkaido, with only Rishiri relatively close.
A portfolio of the two remote islands, Portfolio)(@s assumed. | find that Islafdof Portfolio
(C) is almost half of Islang of Okushiri alone, indicating that the risk of tmm demand
fluctuation is significantly reduced through a aolib of services based on these islands.

Nevertheless, the Islagfimeasure is still high, and a certain degree &fresains.

Table 4.9 Islandg analysis of island portfolio

Variancef; or fr, Covariancd; fr, Islandf
Yakushima 1,177,829,167 400,440,202 2.32
Portfolio (A) 88,306,366 92,257,701 0.53
IKi 5,509,093,333 926,778,548 5.36
Portfolio (B) 338,097,075 178,899,815 1.03
Okushiri 16,408,836,667 1,576,402,016 9.12
Portfolio (C) 5,325,029,167 712,992,685 4.13
Market 172,784,655 172,784,655 1.00

Finally, using Islangs, the prospects of using portfolio adjustmentsetuce air transport
risk can be examined. As | presented above, tlaadgl of Portfolio (A) is 0.53, much lower
than the Island3 for Yakushima alone (2.32), suggesting that tlsksriof tourism demand
fluctuation can be diversified by designing a paitf. Data from Japan Air Commuter (JAC),
which operates the six island flights in Portfo{#®) originating from Kagoshima, the regional
hub airport, are used for the examination.

Fig. 4.4 shows the number of air passengers petinfoom April 2005 to March 2006 in
Portfolio (A) and confirms that Yakushima, with &rsdard deviation of 3,510, had the widest
fluctuations. To adjust to the considerable fluttues in Yakushima-bound traffic, JAC varied
the number of flights per month, providing 414 lilig in August but only 266 in June. With a
portfolio of islands, JAC could optimally manage fteets among the islands and increase its
load factor. Fig. 4.5, showing the load factor Rwortfolio (A), displays the stabilization. The
maximum load factor for Yakushima was originally.5% and the minimum 46.2%, making a

31.3% difference; under Portfolio (A), however, tiegpective figures are 71.0% and 51.1%, for
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a difference of only 19.9%, and the other standi@dation is only 6.0.
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4.6. Chapter Conclusions

This chapter discussed symbiotic sustainabilityaofine and airport when there are
multiple airways. | introduced the portfolio theadyawn from financial analysis to help reduce
the business risk of supplying air transport to oemJapanese islands with significant
fluctuations in travel demand. The Islapgdconcept expressed the risk demand fluctuation
associated with each remote island. Calculatiorvet that a well-diversified portfolio of
multiple remote islands allows airlines to reduice tommercial risks associated with temporal
variation in demand. A more stable market shoulith beduce the costs of providing air services
and allow them to contribute more fully to the isar industries of Japan’s remote islands.

The proposed methodology can be applied when #rerenultiple regional airways with
varying demand movements and thus do not addressnjprofitability of a single airway. Thus,
the following chapter deals with how to effectivehanage demand fluctuation between airline
and airport for a single regional airway. | exam@eegional flight service to a peninsula where

both the population and economy are quite small.
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Chapter 5.  Airline-Airport (Single Airway)

In Chapter 5, | also discuss how to sustain awdimport relation. But in this chapter |
focus more on the challenge of managing a singleagi (Fig. 5.1). This reflects the problem of
how to sustain a flight to Tokyo from local cityrgort (see 1.4.1). The previous chapter
examined possibility of risk diversification withuttiple airways while this chapter examines
risk and return sharing between an airline andigood. | highlight an air transport service to a
peninsula far away from the mainland, where amdpart, rather than ground transport, plays an
essential role. Managing a commercial flight to enipsula is difficult, due mainly to the

thinness of demand caused by the low populatiositien
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5.1. Chapter Introduction

Regional air transport generally has a thin aiffic@emand with wide fluctuations; thus,
its operational efficiency is lower than that afrtk routes (Suzuki et al., 1995). Critical factors
in enhancing the profitability of regional air tsgort include fleet selection and daily frequency
(Sato et al., 1990). However, at the micro levale€asting future air traffic demand is imprecise
(Lyneis, 2000), adding to an airline’s difficulti@hen making decisions and developing a new
regional airway.

To reduce the business risk associated with they eot a new regional airway,
governments provide financial support when airégtalemand is expected to be slight and when
air transport is important to local livelihoods aeadonomies (Minato and Morimoto, 2011a).
Measures such as profit loss compensation, lan@iegeductions, and fuel tax reductions are
then made available (Nomura and Kiritoshi, 2010wdver, these measures do not essentially
mitigate the problem. Furthermore, as discussetiGipated social changes such as population
decline and larger governments will prevent Japegcgonal air transport system from relying
solely on public financing.

Here, | elaborate on a new management schemeoalefdctor guarantee (LFG), which
attempts to mitigate business risk and may be @bieanage the profitability of airways based
on market principles (Fig. 5.2). More concretelfGQ_is an agreement by which an airline and an
airport, usually owned by a local government, ageeehe load factor of a regional flight
beforehand. The airport and government then conaperisr the discrepancy between the actual
and the agreed-upon load factor. An airline mapdie a portion of its revenues to a local
government when the actual load factor is highantthe guaranteed load factor (Noto Airport
Promotion Council [NAPC), 2012). The LFG allowsliaes to maintain load factors above the
breakeven level and therefore encourages airlioeenter regional air routes even when
profitability is uncertain. In addition, the locgbvernment is encouraged to increase the number
of local air passengers to enhance the load fadtarregional airway. With this contract, there
are two scheduled flights a day between Noto airpmid Haneda airport (530 km away)
provided by ANA group (mostly by A320 with 166 s&atand ticket prices range from
approximately 20,000 yen ($160) to less than 10y@30($80) (Hihara, 2012).
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Fig. 5.2 Load factor guarantee scheme

Few studies on LFG have been done; therefore, dahdity of the management must be
appropriately studied. Hihara (2007) analyses tR& lagreement between Ishikawa Prefecture
and ANA (Fig. 5.2). His study attempts to foredastire load factor and pay-off considering the
impact of the LFG agreement on both parties’ denisnaking, but the results are not significant
due to data scarcity. Fukuyama et al. (2009) aralye LFG agreement between Tottori
Prefecture in Japan and Korea’'s Asiana AirlineseiiTmesearch considers LFG as a Nash
bargaining competition between airlines and thallgovernment and examines the rationality
of the negotiations using multivariate regressioralgsis. The negotiation resulted in an
approximate Nash bargaining solution in 2007. Haavethese studies analyse the LFG using
mathematical modelling with static data input aral ribt consider the dynamic interactions
among stakeholders, which could greatly affecfftiiere state of the LFG.

Therefore, 1 would like to examine the validity af LFG scheme by analysing the
feedback effect of each stakeholder’s decision-ntakin long-term airline-airport coexistence.
The remainder of this chapter is organized as\iclorhe section 5.2 explains the data used for
systems evaluation. The section 5.3 illustratesesys evaluation process and overview of the
model structure. The section 5.4 explains the @etdithe System Dynamics model. The section
5.5 describes the results of model testing. Thémes.6 presents the analysis and discussions
based on the simulation results. The section 5o¥iges the conclusions and identifies the

study’s limitations.
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5.2. Data for Systems Evaluation

| used data for the Haneda—Noto flight, believimg tcase to be appropriate for a
simulation for two key reasons. First, the HanedateNoute has operated from Noto Airport
since it opened and thus provides a complete stodaminterrupted data. Second, the prefecture
government owns and manages the airport and hagwdag ANA and passengers through a
LFG. This particular LFG requires ANA to operataderdaily flights between Haneda and Noto.
Whenever average load factors are below the gusedrthreshold, the prefectural government
compensates ANA for the difference. When the |lasddr exceeds the guaranteed load factor,
ANA transfers some revenues to the prefectural gowent. These agreements have sustained
the twice-daily flights since the airport opened2®03. Table 1 shows the flight and passenger
records (NAPC 2012).

For this particular LFG, both parties agreed onaximum payment amount and ranges
around the guaranteed load factor, making bothigsagxempt from payments since 2005
(Fukuyama et al., 2009; Minato and Morimoto, 201HHthara, 2012). In 2005, for example, the
target load factor was 64%. However, the governrhadtto pay ANA only when the actual load
factor was below 63%, and ANA had to pay the gonemnt only when the load factor exceeded
65% (NAPC, 2010). The model excluded the maximumpnnt and the ranges around the
guaranteed load factor in order to present a menerglised simulation model of a LFG.

Table 5.1 Historical Haneda—Noto flight data (NPAC2012)

2005 2006 2007 2008 2009 2010 2011

# of Seats in A/IC 166 166 166 166 166 166 166
# of Passengers 160,052156,945 158,558 150,365 148,768 132,698 149,093
Seats Provided 240,575241,195 242,517 241,437 239,294 237,705 240,350
Average LF 66.5% 65.1% 654% 62.3% 62.2% 55.8% 62.0%
Target LF 64% 62% 62% 62% 62% 62% 62%
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Table 5.2 Monthly passenger demand (NPAC, 2012)

2005 2006 2007 2008 2009 2010 2011
Jul 12993 13,037 12,598 13,938 12,704 12,780 12,050
Aug 16,370 16,738 15,443 14,612 14,073 14,258 5,14
Sep 12,252 12,141 13,809 12,853 12,405 11,420 23,22
Oct 13,501 14,393 12,394 12,289 12,063 13,371 63,76
Nov 13,321 13,770 13,379 11,711 11,833 12,246 23,34
Dec 13,418 13,054 13,587 12,384 12,244 10,047 01,68
Jan 12,525 13,026 12,166 12,885 11,577 10,752 9,816
Feb 11,645 12,804 11,844 11,661 11,235 10,913 0,56
Mar 15,511 12,776 13,288 13,443 13,209 9,348 11,314
Apr 10,516 10,406 10,253 10,901 9,680 7,237 9,883
May 14,521 11,421 14,711 12,589 13,725 10,792 12,76
Jun 13,920 13,016 14,906 10,811 14,418 10,162 34,59
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5.3. Methodology

5.3.1. Systems evaluation process

Fig. 5.3 shows the systems evaluation processeappli Chapter 5. The purpose of the
simulation is to evaluate the validity of LFG sclemvhich enables to share risk and return
between an airline and an airport. Based on theatipa of the Haneda-Noto flight, | developed
a Systems Dynamics model decomposing it into faur-systems: a flight and passenger
sus-system, a load factor guarantee sub-systernad factor adjustment sub-system and a
demand adjustment sub-system (Fig. 5.4). The medekted comparing with the historical data
of the flights from 2003 to 2004. Statistical exaation is conducted using Mean Absolute Error
(MAE) and Mean Absolute Percentage Error (MAPE)XeAGimulating on the baseline setting, |
conduct two scenario studies, on negotiation séead on subsidy scenario, for evaluating the
business systems behaviours. Strategic insightdeareed through comparison and discussions

to find a way to manage unsustainable regionalansport services to remote regions.

Results
1. Visualization 5. Evaluation
» Airline and Airport Validation (Analysis and Discussions) * Baseline Simulation

¢ Demand Fluctuation

¢ Risk and Return Sharing
on a Single Airway

\ Behaviors ’

* Negotiation Scenario
¢ Subsidy Scenario

2. Articulation 4. Model Testing
¢ #gﬁfggb’\éottg;gﬁt Verification * Reproduction Test
> * Statistical Examination

¢ Systems Dynamics .
Modeling with MAE and MAPE

Structures

3. Model Building

Flight and Passenger
Load Factor Guarantee
Load Factor Adjustment
Demand Adjustment

Fig. 5.3 Systems evaluation process (Chapter 5)
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5.3.2. System Dynamics Modelling

| used Systems Dynamics for modelling since it &®lo represent physical and
information flows based on information feedbacktools that are continuously converted into
decisions and actions (Suryani, Chou, and Cher))20Heveloped the SD model to calibrate a
general LFG management framework adopted by ana@ahd an airport. The model consists of
four different subsystems: 1) a flight and passenggsystem, 2) a demand adjustment
subsystem, 3) a load factor adjustment subsystedh4pa load factor guarantee subsystem. Fig.

5.4 shows a subsystem diagram describing the deechlitecture of the model.

Demand

/,/ ___________ N \ |ncrease [).emand SUbS|dy
(  Demand  ——— Adjustment Airport
[ — Subsystem
# of o
Passengers Payment Negotiation
Flight and Load Factor Load Factor
Passenger ’ > Guarantee oot Lond Adjustment
verage arget Loa
Subsystem Load Factor Subsystem Factor Subsystem
# of Seats I Negotiation
Payment

r

{ Supply — . Airline
S .~ Flight Strategy (Frequency, Seats per Aircraft)

Fig. 5.4 Overview of the model (Subsystem Diagram)

An airline provides flights depending on its fligbtrategy, taking into account frequency
and fleet. The strategy defines supply in termghef number of seats, while the number of
passengers is generated by market demand baseistorical data. The flight and passenger
subsystem generates the average load factor agpaninto the LFG subsystem. The airline and
airport negotiate within the load factor adjustmembsystem and generate a target load factor as
an input into the LFG subsystem. Payment is caledl®ased on the discrepancy between the

average and target load factors. When a certacrggiancy exists between the two, an airport
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with financial support from the local governmenéttlowns it attempts to stimulate passenger
demand by providing subsidies. Hence, airline—atrpoexistence is expected to be maintained
through the LFG scheme.
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5.4. Model Building

5.4.1. Modelling of Flight and passenger subsystem

Fig. 5.5 shows the stock and flow diagram (SFD)ddtight and passenger subsystem.
There are two stocks in the model: 1) AccumulatedhNer of Seats Provided, which generates a
supply to the system, and 2) Accumulated Numbd?asfsengers, which generates a demand for
the system. The Average Load Factor is computatyubiese two stock variables.

An inflow to the stock, Monthly Number of Seats ¥ded, is computed as the multiple of
four variables: Number of Days per Month, NumberFghts per Day, Number of Seats per
Aircraft, and Operation Reliability. Each variabie set based on the historical data, as
summarized in Table 2. The monthly supply is acdated into the stock for 12 months and is
repeatedly discarded at the end of a year by Tirafn@alculation using the pulse train function
of Vensim.

The other inflow to the stock, Monthly Number ofsBangers, is computed by summing
the Monthly Passenger Demand and Subsidized PassBegiand. Monthly Passenger Demand
is set based on the historical data using the lpdinction, as in Table Al in Appendix A. We
assume that the demand in the months of May anel 20h2 would be the same as in May and
June of the previous year because actual datanvaenget available.

Subsidized Passenger Demand is computed using ¢neaiid Adjustment Subsystem,
which is explained later. Monthly demand is accuated into the stock for 12 months and
repeatedly discarded at the end of a year. Thisadismight not be realistic for practical air
transport business operations; however, we designsednodel to simulate the game between
the airline and the airport. At the end of eachryteey compute the average load factor for the
year to determine payments to the other, and thdtrdoes not influence next year’s passenger
demand.
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Fig. 5.5 Flight and passenger subsystem

5.4.2. Modelling of Load factor guarantee subsystem

Fig. 5.6 shows the SFD for the LFG subsystem. Tvamratocks are used in the model: 1)
Financial Stock of Airline, calculated in Eq. 5ahd 2) Financial Stock of Airport, calculated in
Eq. 5.2. The term ‘financial stock’ means the latessh position of an airline and airport,
enabling the evaluation of their financial state®tigh a monitoring of these stock variables.

An airport pays the Guarantee Fee calculated irbEEjwhen the Average Load Factor is
lower than the Target Load Factor. An airline p#ys Cooperation Fee calculated in Eg. 5.4
when the Average Load Factor is larger than thgefdroad Factor. Each payment is calculated
at the end of a year according to the Timing ofcGlation. The unit payment is set based on the

historical data, as shown in Table 5.2.

Financial Stock of Airline = Z Guarantee Fee — Cooperation Fee

Eq. (5.1)
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Financial Stock of Airport = Z Cooperation Fee — Guarantee Fee

Eq. (5.2)

Guarantee Fee = If then else (Target Load Factor
> Average Load Factor, Accumulated Number of Seats Provided
X Discrepancy of Load Factor X Unit Payment X Timing of Calculation, 0)
Eq. (5.3)

Cooperation Fee = If then else (Average Load Factor
> Target Load Factor, Accumulated Number of Seats Provided

X Discrepancy of Load Factor X Unit Payment X Timing of Calculation, 0)
Eq. (5.4)

5.4.3. Modelling of Load factor adjustment subsystem

Fig. 5.7 shows the SFD for the Load Factor Adjustinfubsystem. The model contains
one stock variable, Target Load Factor. Each stdleh negotiates to adjust the Target Load
Factor according to the Discrepancy of Load Faetbich depends on the Timing of Calculation.
The Target Load Factor is increased when the Aeetagd Factor is larger than the Target Load
Factor of the previous year. In contrast, the Tatgad Factor is decreased when the Average
Load Factor is lower than the Target Load Factbe Toad Factor Adjustment Rate defines the
adjusted discrepancy. Since Actual Adjustment shda integrals, the remainder is subtracted

from the Load Factor Adjustment.
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5.4.4. Modelling of Demand adjustment subsystem

Fig. 5.8 shows the SFD for the Demand Adjustmerisgstem. The demand is adjusted
according to the discrepancy between the Targedl E@&tor and the Average Load Factor of the
previous year and the Demand Adjustment Rate (DAWR)assume that the demand adjustment
is conducted by controlling the ticket price witlbsidies. Ticket Price Elasticity of Demand is
computed in Eg. 5 (Murakami et al., 2008, 59-64),

(de+1 — 90)/4¢

Price Elasticity of Demand (e;) = —
(Pt+1 — Pr)/Pt

Eq. (5.5)

where g is demand and p is price. In addition, gsime that Price Elasticity of Demand is fixed
throughout the simulation and is set at —0.74 fier haseline simulation (Yamauchi 2000, 195—
225). Converting Eqg. 5.5, the Required Decreaskaidet Price is computed as in Eq. 5.6, which
defines Subsidy per Ticket. The total amount of ghbsidy is computed using the multiple of
Subsidized Passenger Demand and Subsidy per Tidketsubsidy payment is accumulated in
the stock of Accumulated Amount of Subsidy. We eat# how much an airport and a local
government should spend by adjusting the Averagelliactor.

(des+1 — 9e) X Pe
qe X €

Required Decrease of Ticket Price = —

Eq. (5.6)
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Table 5.3 Assumptions for parameters (Source: NAPGANA, Ishikawa Prefecture)

Variable name Value Unit
Number of Flights per Day 4 Flights
Number of Seats per Aircraft 166 (Airbus A320) Seat
Number of Days per Month 30 Days
Operation Reliability 0.99
Fixed Ticket Price 275 ($1USD = ¥80JPY) usD
Unit Payment 75 ($1USD = ¥80JPY) uUsD
Price Elasticity of Demand —0.74 (Yamauchi 200(5-225)
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5.5. Model Testing

| tested the model using the historical data of ét¢@r-Noto flight in 2003 and 2004
(NAPC). These two years are appropriate for valtator two reasons. First, since the average
load factors exceeded the guaranteed load faatoesmch year, ANA transferred some of its
revenues to the prefectural government as Cooper&ee. It means that | can examine validity
of the model behaviour according to the actual treas of the both parties. Second, for this
particular LFG, both parties agreed on special earayound the guaranteed load factor, making
both parties exempt from payments since 2005. Hewedtie model excluded this in order to
present a more generalised simulation of a LF@&edans that the historical data after 2005 was
distorted by the influence of the special agreenmamd thus not appropriate for validation.
Therefore, | used the year of 2003 and 2004 fadatbn of the model.

| compared the two data series in terms of Avellaggal Factor, payment of Cooperation
Fee and Guarantee Fee. | used three measuresafoméng the data fit: 1) Absolute Error in Eq.
(5.7) for each item for each year, Mean Absolut@E(MAE) in Eq. (5.8) and Mean Absolute
Percentage Error (MAPE) in Eq. (5.9) for each ittemtwo years. Absolute Error is used for
understanding the discrepancy between two datdh B®E and MAPE provide a measure of
the average error between the simulated and astu@s (Sterman, p. 874, 2000) but MAPE is

dimensionless.

Absolute Error = |X,,, — X,|

Eq. (5.7)
1
MAE = EZ'X"‘ — x|
Eq. (5.8)
1 X, —X
MAPE = _ZM
n Xd
Eq. (6.9
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Table 5.4 showed the comparison results. In 20@8agreed load factor was 70% and the
result of the average load factor was 79.9% (NARGhink the high load factor was partly
because of the extensive interest of the locatlezds in opening of a new airway to remote
region and partly of the small size of the fleette demand. As a result, ANA was required to
pay 1,216,620 USD (97, 329, 6000 JPY) of Coopemakiee to Ishikawa Prefecture (ANA). It
leaded the both parties to revise the detail candit In 2004, the both parties renegotiated the
load factor agreement and changed it from 70% 8 GSAPC). In addition, ANA upsized the
feet from 126 seats of Boing 737 to 170 seats dius A320.

Regarding the average load factor, the historiesh ¢h 2003 was 79.5 and the simulation
result was 79.8, which is only 0.3 of deviatiorthe historical data. In 2004, the historical data
was 64.6 and the simulation result was 64.3, wiidiso only 0.3 of deviation to the historical
data. The MAE is 0.15 and the MAPE is only 0.4%efEhis good fit between the two data series
and | think the behaviour was well reproduced keyrtiodel.

Regarding the Guarantee Fee, the simulation resrgt&lentical to the historical data both
in 2003 and 2004. The model succeeded in reprodwiact behaviours occurred in the past.

Regarding the Cooperation Fee, there were castsféranfrom ANA to Ishikawa
prefecture both in 2003 and 2004. The historictd da2003 was 1,216,620 USD (97, 329, 6000
JPY) and the simulation result was 1,365,950 US®Dtha deviation was 149,330 USD. In 2004,
the historical data was 199,750 USD (15,800,000)XMd the simulation result was 242,221
USD and the deviation was 42,471 USD. The MAE i®06 USD and the MAPE is 16.7%. The
simulation results shows some deviation in CoopmrafEee payment to the historical data but |
think it mainly due to the impact of currency exapa rate ($1USD = ¥80JPY in this analysis). |
decided to use the developed model for scenarialatman in the following.
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Table 5.4 Model validation (Source: Hihara (2012)NAPC, ANA and simulation)

His. Data Sim.Result Abs. Error MAE MAPE
Item Year
Xy Xm Eq. (5.7) Eq. (5.8) Eg. (5.9)
Average Load 2003 79.5 79.8 0.3
0.30 0.4%
Factor (%) 2004 64.6 64.3 0.3
Guarantee Fee 2003 0 0 0
0 0%
(USD) 2004 0 0 0
Cooperation Fee 2003 1,216,620 1,365,950 149,330
95,900 16.7%
(USD) 2004 199,750 242,221 42 471
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5.6. Results and Discussions

| examine three different scenarios: 1) baselinenegotiation, 3) subsidy. The baseline
scenario does not include any measure of the impadhe system. The negotiation scenario
includes adjustment to the rate of the guarantead factor. The subsidy scenario includes a
demand adjustment using ticket subsidies. For eaemario, we run the simulation for 84
months (seven years). The length of the simulasdmased on the current practice of the LFG
between Noto Airport and ANA subsequent to thenfixof the fleet size using the Airbus A320
with 166 seats in 2005 (NAPC 2012).

5.6.1.Baseline scenario

| set a baseline scenario assuming no load fadjoisenent or demand adjustment. Fig.
5.9 shows the financial stock and Fig. 5.10 theuandated payment of the airline and the
airport. The movements of each financial stock lawezontally symmetrical because neither
party took an adjustment action. In the beginnthg,airline continuously pays for the airport as
there is adequate air passenger demand. Howeeetrethd begins to change around year five,
driven by increased demand. Then, the airport bamy for the airline to fulfil the load factor
discrepancy. Both parties sometimes win and sonestifose; thus, the airline—airport
relationship is not a path-dependent system. Aghahe amount of the payments will probably
be balanced in the long run, the airline must tenaply bear the negative financial situation.
This situation might force the airline to withdrdmm the entered airway route. We consider

some measures for sustaining the coexistencelwfeaand airport.
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5.6.2.Negotiation scenario

Next, | examine the negotiation scenario highlightithe Load Factor Adjustment
Subsystem (Fig. 5.7). We assume that each stalehokfotiates to adjust the Target Load
Factor according to the discrepancy of the loatbfaia the previous year. We then implement a
parametric study on the Load Factor Adjustment RafAR), setting it as 0%, 20%, 40%, 60%,
80%, and 100%, without any adjustment on the dersated

Fig. 5.11 shows the results of the Financial StoicRirline. No distinction exists among
the scenarios during the first two years, implyihat the load factor adjustment is inactive given
the appropriate design of LFAR according to theeexed demand. At 20% of LFAR, although
the result is the same as the baseline, we findnaremental improvement when LFAR
increases.

In contrast, Fig. 5.12 shows the results of theafaml Stock of Airport. Compared with
the baseline, although the result is no differér&086 of the LFAR, it decreases according to the
LFAR, contrary to the airline findings. When thesu# is positive for the airline, the result is
always negative for the airport. The movements werally symmetrical, meaning that
introducing the Load Factor Adjustment works satigbrily to improve the benefit of the airline;
at the same time, however, it also lessens thefibeféhe airport. Thus, an appropriate trade-off
must be designed between the airline and the aifppthe sake of long-term coexistence. We
examine a subsidy scenario to find a way to imprtvwe airline’s financial state without
aggravating the airport’s financial state.
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Fig. 5.11 Financial Stock of Airline (Negotiation $enario)
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5.6.3.Subsidy scenario

Management by negotiation using the Load Factougtdjent benefits the airline but not
the airport; therefore, we believe that an airleeport coexistence is not sustainable over the
long term. Therefore, we next examine the subsidgnario, highlighting the Demand
Adjustment Subsystem (Fig. 5.8). The simulationsaimbalance the benefits to the airline with
those to the airport. | assume that an airporteim®es the number of air passengers when a
certain discrepancy in the load factor existshia simulation, an airport increases demand using
a ticket subsidy, assuming financial support frdra tocal government that owns the airport
based on the discrepancy in the load factor optegious month.

The model was modified to reflect the impact of $hésidy payment and demand increase
for both parties, as shown in Fig. 5.13. Paymemtth® subsidy was subtracted from the
Financial Stock of Airport because the subsidy nexgua certain amount of expenditures from an
airport. In contrast, additional revenues were etgxk for the airline because the number of air
passengers increased due to the subsidy effecitidmil Passenger Revenue is computed by
multiplying Subsidized Passenger Demand and FixekieT Price. | implemented a parametric
study on the DAR, setting it as 0%, 20%, 40%, 68084, and 100%, without any adjustment to
the load factor.

Fig. 5.14 shows the results of the Financial StoicRirline. No distinction exists among
the scenarios during the first four years, inditgtihat demand adjustment is inactive because
air passenger demand was adequate. After yeartfigegemand adjustment is finally activated
because of inadequate demand. Although the basslerario shows negative results throughout
the simulation period, the other scenarios achpmstive results with the demand adjustment in
the end (Fig. 5.14), illustrating that the airlim@hancial state improves with an increased DAR.

In contrast, the Financial Stock of Airport showsique movements (Fig. 5.15). No
distinction exists among the scenarios during tinst ffour years. However, the demand
adjustment becomes active after year five, accgrtbrthe DAR setting. In principle, we expect
that the higher the DAR, the higher the expendgdrem the airport, meaning that the airport’s
financial state is also worsened by an increased Diterestingly, however, the airport’s

financial state remained positive with an increa®@dR, which we believe occurred because the
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Subsidized Passenger Demand’s feedback effectilooted to an increase in the average load

factor and thus ultimately a reduced Guaranteeatpert payment. In all scenarios other than

the baseline scenario, the financial stocks westtige in the end, meaning that both the airline

and the airport are likely to be satisfied with igtimns and thus that airline—airport coexistence

can be sustained. Introducing a monthly demandsadgnt system, as in the simulation, can

balance the benefits to airlines with those toaigp
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Fig. 5.13 LFG Subsystem (Modified)
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5.7. Chapter Conclusions

This chapter aims to examine the possibility ok asd return sharing between an airline
and airport on a single airway. | focused on dismgs the validity of a load factor guarantee
scheme for sustaining airline—airport coexisterides results show that merely negotiating on a
target load factor is insufficient for balancingthenefits to an airline with those to an airport;
mutualism for both parties is not sustainable. draéng the LFG and the monthly demand
adjustment is the key to successful airline—airpogxistence. Although integration of a subsidy
with an LFG means a temporary financial loss foaaport and local government, our research
indicates that such a measure is the most effeatayeof maintaining long-term airline—airport
coexistence.

Under the competitive environment after the airedetation, airports and airlines need to
work together to improve their relationship andlavelop close links and partnerships (Graham,
2006). The proposed SD model can help an airpartaatine understand the interdependency of
their business systems and the need to cooperaghtance their business sustainability. The
load factor guarantee can be used to reduce thedsssrisk of entering a new airway for which
air traffic demand and profitability are uncerta@fonsidering the depopulation in remote areas
such as peninsulas and remote islands, howeveadafdctor guarantee cannot sustain long-term
mutualism due to the estimated air traffic reductiOther management strategies might be able
to enhance the mutualism within a regional air gpamt system. Thus, the following chapter
compares several management strategies for surgaimprofitable regional air transportation

by considering its impact on regional air transparmunities.
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PART 3

Durability of Business Systems
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Chapter 6.Air Transportation Ecosystem

In Part 3, Chapter 6 and Chapter 7, | discuss dityabf business systems. In Chapter 6, |
examine broader scope of regional air transpokesialders, such as local government and local
communities (Fig. 6.1). | regard it as air tran$mosystem, a concept originally from ecology.
It also reflects the problem of how to sustainighti to Tokyo (see 1.4.1) but considers more on
community perspective facing decay of businessesyst Using system dynamics, | simulate the
impact of several management strategies on theeeati transportation ecosystem and discuss

how to manage it sustainably.
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Fig. 6.1 Scope of Chapter 6 (Air transportation ecgystem)
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6.1. Chapter Introduction

Although airport management tries to maximize eooicdoenefits, particularly revenues
from retail services (Graham, 2003), most regi@madorts lack substantial traffic, making retail
revenue generation difficult (Lei and Papatheodp&i0). Slot capacity is generally ample at
regional airports, but the geographical distribataf air traffic is unbalanced. Humphreys and
Francis (2002b), analysing regional airports inth€ find that ‘enough airport capacity exists
but not where airlines want it". Feldhoff (2002)xaenining regional Japanese airports, finds that
airports cannot be defined solely according to mahtand regional economic features and
characterises air transport as having a ‘unipaiarctire’ (Feldhoff, 2003). Thus, location is
critical for regional airports.

When airports are constructed near local cities revhedequate air traffic cannot be
expected, special strategies are needed to suk@inoommercial viability of the air transport
service. Governments subsidize aircraft purchasekice airport charges, compensate airlines
for revenue losses, and even guarantee flight faatbrs. Governments also encourage local
residents to fly by offering them subsidised disted tickets.

Unfortunately, these strategies are generally desigin isolation by government
departments addressing a single issue rather thparés of a broader policy. Strategies lack the
‘system’ perspective, ‘system’ being defined asaribination of interacting elements organized
to achieve one or more stated purposes’ (INCOSHEe8ysEngineering Handbook, 2010). Air
transport is composed of a combination of airpaidines, aircraft, passengers, governments,
and communities. Systematic analysis is requirecifounderstanding of the interactions of the
multiple stakeholders comprising the system’s cexplehaviour.

Using an analogy with biological ecosystems, | gsmlregional air transport as an
ecosystem comprising regional air transport stakiee and propose strategies for sustaining
them. The degree of the effectiveness and the madtionplications of regional airports will
depend on the use of performance indicators encesinpga all stakeholders (Humphreys and
Francis, 2002a). Thus, the ecosystem approachsen&al. The research objectives in this

chapter are as follows:
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(1) To visualize Japan’s regional air transport as ystems that include airports, airlines,
aircraft, passengers, local governments, and mmamunities.

(2) To establish a simulation model for this ecosysterd evaluate several management
strategies, including load factor guarantees, plofis compensation, reductions in
airport charges, and subsidized airfare.

(3) To propose optimal management strategies for emguice commercial sustainability

of regional air transport as an ecosystem.

The remainder of this chapter is organized as Wi@dloThe section 6.2 explains the data
used for systems evaluation. The section 6.3 explthie methodology used in the study. The
section 6.4 explains model building process andst#aion 6.5 describes model testing results.
The section 6.6 presents an analysis and discissbased on the simulation results. The section

6.7 provides the conclusions and identifies thdyssuimitations.
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6.2. Data for systems evaluation

| use the case of Haneda-Noto flight as in chapteffable 6.1 shows the flight and
passenger records from 2003 to 2009 used in thelaiion (Noto Airport Promotion Council
(NAPC), 2010). As explained in the previous chapthis LFG requires ANA to operate
twice-daily flights between Haneda and Noto. Whemeactual load factors are below the
guaranteed threshold, the prefecture governmenpensates ANA for the difference. When the
load factor exceeds the guaranteed factor, ANAsfeas some revenues to the prefectural
government. Both parties have agreed on a maximayment.

In 2005, however, both parties further agreed tmea around the guaranteed load factor
within which both parties are exempt from paymémt2005, for example, the guaranteed load
factor was 64%. However, the government had toAdd# only when the actual load factor was
below 63%, while ANA had to pay the government omlyen the load factor exceeded 65%
(NAPC, 2010). The SD model in chapter 5 excluded #udditional agreement to the special
ranges around the guaranteed load factor, buthisnahapter, | calibrate a new SD model to

consider the entire ecosystem.

Table 6.1 Historical Data on the Haneda-Noto flighfrom 2003 to 2009 (NPAC)

2003 2004 2005 2006 2007 2008 2009

# of Seats in A/IC 126 170 166 166 166 166 166
# of Passengers 151,015155,623 160,052 156,945 158,558 150,365 148,768
Seats Provided 189,987241,017 240,575 241,195 242,517 241,437 239,294
Average LF 79.5% 64.6% 66.5% 65.1% 65.4% 62.3% 9%2.2
Target LF 70% 63% 64% 62% 62% 62% 62%
Airline pays >70% >63% >65% >66% >66% >66% >66%

Government pays <70% <63% <63% <58% <58% <58% <58%
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6.3. Methodology

6.3.1. Systems evaluation process

Fig. 6.2 shows the systems evaluation processepjti Chapter 6. | first capture the
structure of the regional air transport ecosystesingia causal loop diagram consisting of
variables connected by arrows denoting the causflences among variables. Important
feedback loops are also identified in the diagrarertable a dynamic hypothesis about how the
problem is caused within a system. Second, | foateuh simulation model using a stock and
flow diagram (SFD), a tool for diagramming stoclddlow and feedback structures in a system.
Third, the model is tested comparing with the hist data of the flights from 2003 to 2009.
Statistical examination is conducted using Meanoilde Error (MAE) and Mean Absolute
Percentage Error (MAPE). Forth, | simulate sevenainagement strategies and examine the
balance among financial state of airline, airpord government. Finally, strategic insights are

derived to find a way to manage unsustainable regjiair transport services to remote regions.

Results

1. Visualization 5. Evaluation

e Air Transport Ecosystem
* Preservation factors in

Validation (Analysis and Discussions) : M,amnf,ifi?oenm Strategy

Societal Dimension ¢ Financial State of Airline,
« Causal Loop Diagram Airport, Government
\ Behaviors ’
2. Articulation 4. Model Testing
¢ #gﬁfggb’\éottg;gggt Verification * Reproduction Test
« Systems Dynamics P - St§t|st|ca| Examination
Modeling with MAE and MAPE

Structures

3. Model Building

¢ Airport Charge Reduction
¢ Profit Loss Compensation
¢ Load Factor Guarantee

¢ Ticket Subsidy

Fig. 6.2 System evaluation process (Chapter 6)
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6.3.2. Dynamic hypothesis with Causal loop diagram (CLD)

| created the CLD for two purposes: 1) to visugbytray the ecosystem of regional air
transport and 2) to generate a working theory élesabunts for problematic behaviour (Fig. 6.3).
Airlines, airports, passengers, local governments lacal communities are identified as major
stakeholders in the ecosystem. | examine six managestrategies commonly used to sustain
unprofitable regional air transport: 1) fuel taxdwetions, 2) airport charge reductions, 3)
subsidies for aircraft purchases, 4) profit losmpensation, 5) load factor guarantees, and 6)
subsidies for airline tickets.

A systems analysis based on the CLD provides skewsights into problematic behaviour.

In this case, initiating one of these strategiesaasolution would achieve only partial
optimization of the ecosystem and impair its long-isustainability. For example, a fuel tax
reduction (FTR) and airport charge reduction (AGHRREct the ecosystem both positively and
negatively. They reduce airlines’ operating costd enprove their financial conditions, but they
also reduce revenues to governments and airpadneserlstrategies thus sustain airlines at the
expense of other stakeholders.

Subsidies for aircraft purchase (SAP) and profislcompensation (PLC) sustain airlines
by sacrificing the financial condition of the gomerents that own and manage regional airports.
Airports and passengers are ignored in these tvategies, and thus the ecosystem is not likely
to be commercially sustainable in the long run.

Load factor guarantees (LFG), examined in chapteentourage airlines to operate
commercially unstable flights at regional airpaiisce government shares the business risk. An
LFG generally affects the ecosystem positively barsg the risk and the return between
airlines and governments, but they do not benefiispngers. Thus, the entire ecosystem is not
likely to be commercially sustainable in the long.r

Finally, subsidies for air tickets (SAT) benefitetrecosystem in several ways. By
increasing the number of passengers, subsidies lbaotise revenues. More passengers mean
more spending at the airport and in the commumeitpanding the local economy. Economic
growth attracts more people seeking to live andkwor the region, generating more air

passengers. A greater volume of passengers ldtfotd factors and prompts the same effects as
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load factor guarantees. Ticket subsidies requipeeditures from government, but tax revenues
are likely to rise as revenues increase insideettwsystem. Thus, | hypothesise that ticket
subsidies are the most efficient and effectivetstya for sustaining the entire ecosystem. |

examine the hypothesis using a computer-aided atmunlbased on the SFD.
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Fig. 6.3 Causal Loop Diagram for the Regional Airpa Ecosystem
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6.4. Model Building

Fig. 6.4 presents an overview of the SFD. Threekst@re designed and represented by
rectangles in the SFD: Financial State of Airlif@ancial State of Airport, and Financial State
of Local Government. | focus on the financial effemn each stakeholder, drawing on
commercially based indicators referenced in thelsckhip (Humphreys and Francis, 2002a). |
examine these stocks because they describe thes'sihthe system upon which decisions and
actions are based, are the source of inertia andomein systems that create delays, and
generate disequilibrium dynamics by decouplingrtte of flow’ (Sterman, pp. 229, 2000). The
variables designed for the model to reproduce tosystem include the annual number of air
passengers, daily frequency, passenger yield, apetating cost per available tonne-km, and
guaranteed load factor. The assumptions are shawralle 6.2. Most are derived from the

historical data on Haneda-Noto flights and Notgéit.
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Table 6.2 Assumptions of parameters used in the sutation

Name of Variables Values Unit Sources
Frequency per Day 4 flight NAPC
Kilometre per Flight 331.2 km ANA
Available tonne-km per Flight 11,546 t-km MLIT
Unit Operating Cost per Flight 56.52 JPY ICAO (Doga
Business Tax Rate 7.2 % Ishikawa Pref.
Resident/Visitor Ratio 20/80 % MLIT
Average Ticket Price (2003—2009) 13,724~16,359 JPYANA
Passenger Yield (2003—-2009) 16.0~18.6 JPY ANA
Ticket Subsidy per Passenger 2,000 JPY NAPC
Price Elasticity of Domestic Air Travel -0.74 - Yanrchi, 2000
Average Expenditures per Resident PAX 13,829 JPY hikdsva Pref.
Average Expenditures per Visitor PAX 40,013 JPY  ikatva Pref.
Unit Revenue per Passenger at Airport 2,694 JPY ikdsla Pref.
Airport Charge Local per Flight 77,700 JPY MLIT
Airport Charge Reduction Rate 2/3 - RIETI
Annual Operation Cost of Airport 241,016,000 JPY hikawa Pref.
Annual Sales of Airport Terminal 400,836,000 JPY hikawa Pref.
Annual Operation Cost of Airport Terminal 338,090 JPY Ishikawa Pref.
JPY-USD Exchange Rate 1$=82.52 JPY Bank of Japan
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6.4.1. Modelling of Airline sub-system

The Financial State of Airline is calculated by suimg the difference between the Annual

Expenditures of Airline and the Annual RevenueAidfne, as in Eq. (6.1).

Financial State of Airline

= Z(Annual Revenues of Airline — Annual Expenditures of Airline)

Eqg. (6.1)

The Annual Revenues of Airline is calculated by ming Annual Passenger Revenues,

Annual Payment of Guarantee Fee, and Profit Logsg@asation, as in Eq. (6.2).

Annual Revenue of Airline
= Annual Passenger Revenue + Annual Payment of Guarantee Fee

+ Profit Loss Compensation
Eq. (6.2)

where Annual Passenger Revenue is calculated i{6E®). Passenger Yield and Kilometre per

Flight are based on ANA's financial reports andgtiliinformation.

Annual Passenger Revenue
= Passenger Yield X Kilometer per Flight
X (Annual Number of Air Passenger

+ Total Number of Subsidized Air Passenger)
Eq. (6.3)

The Annual Expenditures of Airline is calculateddymming Annual Operating Cost and

Annual Payment of Cooperation Fee, as in Eq. (6.4)
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Annual Expenditures of Airline
= Anual Operating Cost + Annual Payment of Cooperation Fee

Eq. (6.4)
where Annual Operating Costs is calculated in Bdp)(

Annual Operating Costs = Annual Number of Flight X Operating Cost per Fight
Eq. (6.5)

where Annual Number of Flight is calculated as Pp&tequency multiplied by Flight Operation
Rate based on the Noto Airport Promotion CounciPAlT), and Operating Cost per Flight is
calculated as in Eq. (6.6)

Operating Cost per Flight

= Unit Operating Cost per available tonne km X Available toone km per Flight

— Airport Charge Reduction per Flight
Eq. (6.6)

The Profit Loss Compensation is provided only whigre were profit losses for airlines
in the previous year and is calculated in Eqg. (6THe payment is added to Financial State of
Airline in the following year in the simulation.

Profit Loss Compensation
= |Annual Expenditures of Airline - Annual Passenger Revenue|

Eqg. (6.7)

Although onboard commercial sales are revenue ssudor LCCs, we exclude them from
the simulation since they are likely to be insigraht for regional flight and would have little
impact compared to the other revenues.
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6.4.2. Modelling of Passenger sub-system

The Annual Number of Air Passengers is based ohittterical NAPC record. We assume
that 20% of them are resident passengers and 80%hewh are visitor passengers. This
Resident/Visitor Ratio is based on the report @ Binistry of Land, Infrastructure, Transport
and Tourism (MLIT, 2010). We assume that residestspngers spend 13,829 JPY ($167.6 USD)
on average during a trip and that visitor passengeend 40,013 JPY ($484.8 USD). These
numbers are based on the sightseeing statistitsuoEm (Sightseeing Statistics of Ishikawa
Prefecture, 2009). The Annual Expenditures of Regid\ir Passengers is calculated in Eq. (6.8)
and the Annual Expenditures of Visitor Air Passeage Eq. (6.9).

Annual Expenditures of Resident Air Passengers
= Average Expenditure per Resident Air Passenger
X (Annual Number of Resident Air passenger

+ Annual Number of Subsidized Resident Air Passengers)

Eq. (6.8)
Annual Expenditures of Visitor Air Passengers
= Average Expenditure per Visitor Air Passenger
X (Annual Number of Visitor Air passenger
+ Annual Number of Subsidized Visitor Air Passengers)
Eq. (6.9)

6.4.3. Modelling of Local Government sub-system

The Financial State of Local Government is cal@ddiy summing the difference between
Annual Revenues of Local Government and Annual Bgjiares of Local Government, as in Eq.
(6.10),
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Financial State of Local Government
= Z(Annual Revenues of Local Government

— Annual Expenditures of Local Government)
Eq. (6.10)

where the Annual Revenues of Local Governmentesstim of the Annual Tax Payment from
Local Enterprized and the Annual Tax Payment frompdft and calculated in Eq. (6.11). The

Business Tax Rate is 7.2%, as is usual in Japan.

Annual Revenue of Local Government

= Business Tax Rate X (Annual Tax Payment from Loca Enterprises

+ Anuual Tax Payment from Airport
Eq. (6.11)

The Annual Expenditures of Local Government is waied by summing the Annual
Operation Cost of Airport, the Annual payment otKet Subsidy, the Annual payment of
Guarantee Fee, and the Profit Loss Compensatian, kg (6.12)

Annual Expenditures of Local Government

= Annual Operation Cost of Airport + Annual payment of Ticket Subsidy

+ Annual payment of Guarantee Fee + Profit Loss Compensation
Eq. (6.12)

where the Annual Operation Cost of Airport is 245000 JPY ($2,920,698 USD) according to
the Ishikawa Prefecture and the Annual Paymenticket Subsidy is calculated in Eq. (6.13)

assuming the effect of price elasticity, as ex@dim section 4.
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Annual Payment of Ticket Subsidy
= Total Number of Subsidized Air Passengers
X Ticket Subsidy per Passenge
Eq. (6.13)

6.4.4. Modelling of Airport sub-system

The Financial State of Airport is calculated by snimg the difference between the Annual

Revenues of Airport and the Annual Expenditure&igdort, as in Eq. (6.14),

Financial State of Airport
= Z(Annual Revenues of Airport — Annual Expenditures of Airport)

Eqg. (6.14)

where the Annual Revenues of Airport is the surthefAnnual Airport Charge Revenues and the

Annual Non-aeronautical Revenues, as in Eq. (6.15),

Annual Revenues of Airport

= Annual Airport Charge Revenues + Annual Non — aeronautical Revenues

Eq. ®)1
where the Annual Airport Charge Revenues is caledlan Eq. (6.16),

Annual Airport Charge Revenues
= Annual Number of Flight X Actual Airport Charge per Flight
Eq. (6.16)

where the Actual Airport Charge per Flight is cédted in Eq. (6.17),
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Actual Airport Charge per Flight
= Regular Airport Charge per Flight — Airport Charge Reduction

Eq. (6.17)
Non-aeronautical revenues are calculated in E¢8)B1
Non — aeronautical Revenues
= Unit Revenue per Passenger at Airport
X (Annual Number of Air Passenger
+ Total Number of Subsidized Air Passengers
Eq. (6.18)

where the Unit Revenue per Passenger at Airp@sssimed to be 2,694 JPY ($32.6 USD). We
divide the annual sales of Noto Airport TerminalilBing by the annual number of air
passengers in 2009. According to the 2009 Profitlasss statement of Noto Airport, the annual
sales were 400,836,000 JPY ($4,857,440 USD), amdrihual operating costs were 338,095,000
JPY ($4,097,128 USD).

6.4.5. Modelling of Load Factor Guarantee sub-system

Fig. 6.5 shows the structure of the LFG (Load FaGtoarantee). The annual average load
factor is calculated by dividing the annual numbéiir passengers by the annual number of
seats provided. The target load factor and theigjpenge are set based on the historical records
of the negotiation between the Ishikawa Prefecime ANA. The payment line for the guarantee
fee is the special range subtracted from the talmed factor. The payment line for the
cooperation fee is the sum of the special rangelamtarget load factor. The guarantee fee is the
payment made by local government when the annabge load factor is less than the payment
rate for the guarantee fee and is calculated in(&£49). The cooperation fee is the payment

made by airlines when the annual average load rfastonore than the payment rate for the
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cooperation fee and is calculated in Eq. (6.20)2003 and 2004, ANA paid 97,000,000 JPY
(1,175,472 USD) to Ishikawa Prefecture as the cooperation fee9f6p6 of the load factor
difference; | thus assume that an average paynemgycentage of load factor difference would
be 10,210,500 JPY (123,733 USD) in the simulation.

Annual Payment of Guarantee Fee
= |Payment Line for Guarantee Fee — Annual Average Load Factor|

X Average Payment per % of Load Factor Difference

Eq. (6.19)
Annual Payment of Cooperation Fee =
|Annual Average Load Factor — Payment Line for Cooperation Fee| X
Average Payment per % of Load Factor Difference

Eq. (6.20)

2 1$=82.52 JPY (as of February 2011 according tdtmek of Japan). | use the same exchange rate ifollowing
JPY-USD calculation.
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6.4.6. Modelling of Ticket Subsidy sub-system

Fig. 6.6 shows the structure of the ticket subsidgonsider the ticket price demand
elasticity with the percentage change in demandadculated with the percentage change in
ticket price multiplied by the average price elasti of domestic air travel. | set the price
elasticity as -0.74, following research on Japadtsnestic air transport market (Yamauchi,
2000): ‘Price elasticity is always negative sinagcg and demand must move in opposite
directions’ (Doganis, pp. 198, 2010). The perceatelgange in ticket price is the ticket subsidy
per passenger subtracted from the average ticiag. grassume a ticket subsidy per passenger
per flight of 2,000 JPY (24.2 USD) based on thecpica at Noto Airport Promotion Council.
The average ticket prices are based on ANA's firmeports from 2003 to 2009. The annual
number of subsidized visitor air passengers isutatied as the annual number of visitor air
passengers multiplied by the percentage changenmadd. The annual number of subsidized
resident air passengers is calculated as the amonatber of resident air passengers multiplied
by the percentage change in demand. The sum daivth@umbers becomes the total number of
subsidized air passengers. The annual paymentkdttsubsidies is calculated as the ticket

subsidy per passenger multiplied by the total nurobsubsidized air passengers.
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Fig. 6.6 Structure of Ticket Subsidy
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6.5. Model Testing

| used historical data for the Haneda—Noto flightr 2003 to 2009 (NAPC) for validation
of the simulation model. Validity of the model beglwur can be examined by comparing the
simulation resultsX;,,) and the historical recordX ) in terms of Average Load Factor, payment
of Cooperation Fee and Guarantee Fee. Absolute Brused for understanding the discrepancy
between two data. Both MAE (Mean Absolute Error)l MAPE (Mean Absolute Percentage
Error) provide a measure of the average error bevilee simulated and actual series (Sterman,
p. 874, 2000) but MAPE is dimensionless.

Absolute Error = |X,,, — X4

Eq. (6.21)
1
MAE = —Zp{m — x|
n
Eq. (6.22)
1 IXm - Xdl
MAPE = ;Z e
Eq. (6.23)

Table 6.3 showed the results. Regarding the avdoagefactor, the MAE is only 0.07 and
the MAPE is only 0.1%. It implies that the deviatiis not significant between the historical data
and the simulation results. Regarding the Guarahéss the simulation results are identical to
the historical data throughout the data series. ioelel succeeded in reproducing exact
behaviours occurred in the past. Regarding the €adipn Fee, both in the historical data and
the simulation results, cash transfer occurrethénfirst three years and no cash transfer occurred
afterward. It implies that the model succeedecepraducing the macroscopic behaviours of the
reality. Also, the MAE is 710,728 JPY and the MARENly 3.2%. Since the MAPE is less than
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10% in every item, | decided to use the developemteh for scenario simulation in the

following.

Table 6.3 Model validation (Source: Hihara (2012)NAPC, ANA, and simulation)

v His. Data Sim. Result Abs. Error MAE MAPE
ear
Xy Xm Eq. (6.21) Eq. (6.22) Eq. (6.23)

2003 79.5 79.4 0.1

2004 64.6 64.5 0.1

2005 66.5 66.5 0
Average Load

2006 65.1 65.0 0.1 0.07 0.1%

Factor (%)

2007 65.4 65.3 0.1

2008 62.3 62.2 0.1

2009 62.2 62.2 0

2003 0 0 0

2004 0 0 0

2005 0 0 0
Guarantee Fee

006 0 0 0 0 0%
(JPY)

2007 0 0 0

2008 0 0 0

2009 0 0 0

2003 97,329,600 96,786,600 543,000
2004 15,980,000 16,023,400 43,400
Cooperation 2005 20,000,000 15,611,300 4,388,700

Fee 2006 0 0 0 710,728 3.2%
(JPY) 2007 0 0 0
2008 0 0 0
2009 0 0 0
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6.6. Results and discussion

| have evaluated the influence of several managestestegies on the entire ecosystem.
Subsidies for aircraft purchases have not been ieeginsince they apply only to remote island
flight (Matsumoto, 2007). Fuel tax reduction wag egamined either, since its influence is
limited: the prefectural government, which owns theport, receives only 0.03% of fuel tax
revenues (Aviation Statistics, 2009). Other revenfrem the fuel tax go to the national

government or to community governments near thenadairport (Inoue, 2008).

6.6.1.Baseline scenario

For the baseline, | set a management strategy asguhat the government provides no
special support to the ecosystem. Fig. 6.7 showdittancial state of the airline, airport, and
local government under the baseline case. Thediahstate is the accumulation of cash inflow
and outflow over time for each stakeholder andaisudated as the integral of each flow. The
results show that the government incrementally owes its financial state, whereas the baseline
case continuously aggravates the airline’s andosigpfinancial states (see Fig. 6.7). The
positive effects on the government come mainly ftbmincreased tax revenues produced by air
passengers’ expenditures at local enterpriseseShecair traffic demand is not large enough to
make regional flights profitable, airlines are likdo be discouraged from operating them
continuously. Appropriate management strategiestla@esfore necessary for maintaining the

ecosystem. In the baseline case, the airport alwdeaare unlikely to be sustainable.
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Fig. 6.7 Financial State (Baseline)

6.6.2.Management comparison

In addition to the baseline case, the simulatioan@res five management strategies: 1)
Load Factor Guarantee (LFG), 2) Airport Charge R&da (ACR), 3) Profit Loss Compensation
(PLC), 4) Ticket Subsidies for Residents (TSR), &phdicket Subsidies for Visitors (TSV). Fig.
6.8 through Fig. 6.15 shows the simulation respiithe financial effects on each stakeholder of
each management strategy: Baseline (marked 1), (R&ked 2), ACR (marked 3), PLC
(marked 4), TSR (marked 5) and TSV (marked 6). dickubsidies are divided into two
categories, as subsidies on residents and thosasdars have different economic impacts.
Visitor travellers pay not only for air tickets batso for accommodation, restaurants, and
souvenirs. In fact, visitor travellers spend anrage of 40,013 JPY (484.8 USD) and resident
travellers an average of 13,829 JPY (167.6 USDindua single trip (Sightseeing Statistics of
Ishikawa Prefecture, 2009).
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| first consider the financial state of the airlifiég. 6.8). The results reveal that the ACR is
the most desirable strategy for producing posifimancial results; it decreases the airline’s
operating cost directly and thus dramatically dbutes to the profitability of the airline. The
TSV is the second-most desirable strategy; it redlee price of air tickets, which in turn results
in additional demand creation according to theealasticity of the air ticket. | use -0.74 as the
average price elasticity for domestic air travelapan (Yamauchi, 2000). The PLC produced a
negative financial state in the beginning; thisdui@ly improved but never became positive. The
PLC fills the gap between the airline’s costs aedenues but never provides additional cash
above the break-even level. The financial statéhefairlines continuously fluctuates under the
TSR. Since the expenditures of resident travelieesfar less than those of visitor travellers, the
subsidy effect on additional demand creation is laaje enough to make airlines profitable.
There is no clear distinction between the LFG ahd baseline since the LFG does not
substantially increase air traffic demand nor deseeairlines’ operating costs but, rather, just
mitigates the business risk. | thus conclude thatACR is the best management strategy for
improving the financial state of an airline, folled/by TSV.

Second, | consider the financial state of the airfsee Fig. 6.9). Among the effects on
airports, only the clear distinction involves th€R, for which | assume that two-thirds of the
airport charge is reduced at the regional airgRHET1, 2007). The other strategies show almost
the same results. The ACR is the best strateggiflines (see Fig. 6.8) but the worst for airports
(see Fig. 6.9). The ACR is a management strategjyiitiproves the financial state of airlines at
the cost of airports.

Finally, I consider the financial state of localvgonment (see Fig. 6.10). Among the
effects on local government, the only clear digtorcinvolves the PLC, for which | assume that
the difference between the airline’s revenues aodtscin the previous year would be
compensated by the local government in the follgwjear. The other strategies show almost the
same results, except that the TSV shows relatidesirable results. The PLC is a management
strategy that improves the financial state of arinai (see Fig. 6.8) at the cost of local
government (see Fig. 6.10).

To evaluate the trade-off among the managementegies, | have created a variable
called ‘Total Financial State of Regional Airportdsystem’ (TFS), calculated as the sum of the
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three stocks in the SD model, the Financial Stat&irtine, the Financial State of Airport, and
the Financial State of Local Government. The TRHcates the overall effectiveness of each
management strategy by considering the mutual benef airlines, airports, and the local
government. The maximum TFS score indicates thet rdesirable strategy for the entire
ecosystem. The simulation results (see Fig. 6 [EBrly show that the best strategy is the TSV.

The mechanism can be explained by considering ¢taionship between the annual
expenditures of local government and the governsidmtancial state. Although the TSV
requires the second highest government expendifseesFig. 6.12), it returns the most benefits
to the government (see Fig. 6.10). Furthermore, tB¥ produces the second-most desirable
results concerning the financial state of therarlisee Fig. 6.8). In other words, the TSV enables
airline finances to improve without sacrificing gmament revenues. This benefit arises because
of the increased number of visiting passengers, \ghoerally spend more than resident
passengers. This economic effect generates cagle itise ecosystem, from passengers to
government, through tax revenues. The airport ggegrsignificant economic activity and can
contribute to the development of the surroundirepaar(Graham, 2003). On the other hand, the
PLC requires the highest government expenditues [fgy. 6.12) but does not return the highest
benefit for the airline (see Fig. 6.8), the airp@ee Fig. 6.9), or the local government (see Fig.
6.10).

Another important finding is that the airports’dimcial state never becomes positive in the
simulation (see Fig. 6.9). Thus, all the managenstnategies examined are partially effective
but none ensures the commercial viability of thererecosystem. | must therefore consider the

generation of additional revenue sources for th@oai within the ecosystem.
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Fig. 6.9 Financial State of Airport
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Fig. 6.10 Financial State of Local Government
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Fig. 6.11 Total Financial State of Regional AirportEcosystem
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Annual Expenditures of Local Government
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Fig. 6.12 Annual Expenditures of Local Government

6.6.3.Non-aeronautical revenue

| exclude non-aeronautical revenues from the siimraassuming the traditional airport
management practice in Japan. Japan’s airporitfesiare generally divided into two categories:
1) aeronautical facilities, such as runways andrait parking slots, and 2) non-aeronautical
facilities, such as terminal buildings and car gatk Japanese airports, unlike airports elsewhere,
the two types of facilities are owned and managedifferent entities (Nomura and Kiritooshi,
2010). The former are usually owned and managetthdpublic sector and the latter by private
companies jointly established through public anggte financing. This bilateral management
means that airports cannot count on additional ceroial revenues from passengers. Moreover,
airport marketing is more innovative when admiritdd as an independent entity than when part
of a regional or national system (Halpern, 2010hug, integrating the management of
aeronautical and non-aeronautical facilities uraler independent entity allows regional airports

to earn revenues from both.
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Fig. 6.13 shows the financial state of the airpetien | consider non-aeronautical
revenues. The average expenditure per passengasesl on the unit revenue per passenger at
the airport. | divide the annual sales of the N&iport Terminal Building by the annual number
of air passengers in 2009 and assume that eacéng@ssvould spend 2,694 JPY (32.6 USD) on
average at the airport. According to the 2009 Paofd Loss statement of Noto Airport, annual
sales were 400,836,000 JPY (4,857,440 USD) anctheal operating costs 338,095,000 JPY
(4,097,128 USD). | include these figures for eaehryin the simulation. The airport’s financial
state improved through all the management stragesfiewn in Fig. 6.13 as compared with Fig.
6.8, but no management strategy made it possibleep the airport’s financial state positive
throughout the simulation period (Fig. 6.13).

In Fig. 6.13, the TSV is likely to reach break-evetine average expenditure of passengers
at the airport slightly increases. Therefore, aeo8imulation considers the various amounts of
average expenditure per passenger at the airpmurhdrthe previous assumption (2,694 JPY):
from 2,500 JPY (30.3 USD) to 3,000 JPY (36.4 USENy. 6.14 presents the simulation results
showing that the financial state of the airport ¢tenpositively maintained when the average
expenditure per passenger at the airport is mare 201800 JPY (33.9 USD).

Furthermore, including non-aeronautical revenuesbkes the total financial state of the
regional airport ecosystem to show positive resihiteugh all management strategies (see Fig.
6.15). The TSV still shows the most desirable testdllowed by the TSR. The other
management strategies can eventually reach posésedts as well, even though they will be in
a negative financial state for the first coupleyefrs. Although airport facility management is
not integrated in Japan, this can enhance the cooahsustainability of the ecosystem. The
combined strategy of TSV and the integral managémenirports preserves and balances the
benefits among airlines, airports, and governmdnis.an effective design for the commercial

sustainability of the entire ecosystem.
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Fig. 6.13 Financial State of Airport(Non-aeronautical revenue included)
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Fig. 6.15 Total Financial State of Regional AirportEcosystem
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6.7. Chapter Conclusions

This chapter examined the possibility of managimggional air transport as an ecosystem.

| have developed a system dynamics model to sietie&t impact of five management strategies

on the entire ecosystem. The major findings arfelasvs:

().

(2).

3).

(4).

Instead of subsidizing unprofitable regional agbn subsidizing ticket prices better aids
the viability of the regional air transport ecogyst primarily through the multiplier
effects of attracting more passengers.

Ticket subsidies require greater government experedi than other strategies but
stimulate the highest returns to government, madhlg to the cash feedback inside the
ecosystem, from passengers to government, thraxgtevenue.

Ticket subsidies for visitors have a greater eftbein subsidies for residents. It seems
somewhat unreasonable to provide benefits to nguatgers from local governments, but
visitors provide multiple economic benefits to Ibcammunities, including increases in
spending and tax revenues.

Non-aeronautical revenue is critical for the conuradrviability of regional airports.
Without an integrated management of airport faegitunder one entity, it will be difficult

to achieve the commercial sustainability of tharergcosystem.

The findings provide a new perspective on regioa@port management based on

mutualism. The benefit of the ecosystem viewparihat it makes each stakeholder understand

that no one can survive without the others, whieladt to proactive and cooperative

countermeasures. The findings enable local goventsite make rational initial investments to

attract potential inbound air passengers that bl reimbursed after a time delay by the

passengers’ local expenditures. Regional airlindiscease to seek financial support to manage

their unprofitability only when local governmentsoperatively pursue visitor demand creation.

After

understanding their isolation in the ecosysteegional airports will proactively take the

initiative to broaden the scope of their businesd eonsider non-aeronautical revenues. These

insights will lead them to proactively and coopemly manage the entire ecosystem.

175



The research also contributes to the literatur@regenting a methodology for designing
symbiotic relationships among multiple busines&edtalders. The main conventional ways of
managing unprofitable regional airports are govemninsubsidies and airport abolition. | have
shown that the ecosystem approach using systenmig®aisualises inter-dependency among
the stakeholders. Although ‘cause and effect aenalistant in time and space’ (Sterman, 2000,
p. 11), my approach can examine the long-term padace of each stakeholder in the context
of interactions within the ecosystem over time.

Surprisingly, with a few exceptions, Japan’s natlcend local governments are behaving
contrary to these findings, by subsidizing airlireesl local residents. Since ‘the problem for
most regional air transport is the lack of subsghritaffic which made commercial revenue
generation difficult’ (Lei and Papatheodorou, 2Q1De first step is to increase demand. The
proposed simulation model will help regional aiansport stakeholders design a symbiotic
system that can balance benefits among all staétersoand increase the viability of the system.

So far, | have discussed several problem-solvirgyagehes to cope with the weaknesses
of regional air transportation. Establishing a seiétaining system requires that the system be

based on its strengths rather than its weakneskedollowing chapter establishes a neison
d’etre for regional air transport systems.
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Chapter 7.Air Transportation and Disaster

Chapter 7 discusses the challenges against disnsptif regional air transportation. One
of the examples is a catastrophic natural disastekamine mainly a regional air transport
system involving local inland cities in the Tohalagion, Japan. A great earthquake and tsunami
occurred on March 11, 2011, from which | acquireahsninsights into the designing of a more
self-sustaining regional air transport system. Aecatudy method is applied to understand
interactions of multiple air transport stakeholdersler catastrophic circumstances. Previous
chapters mainly aim at finding ways to manage uasusble regional air transport system but in

this chapter | focus on finding a new raison d’étresustaining it from societal perspective.
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7.1. Introduction

A catastrophic earthquake and tsunami hit Eastnlagaastal areas on March 11, 2011.
According to the Fire and Disaster Management Ageoic Japan (FDMA) approximately
20,000 people died or were listed as missing &eptember 2011 (FDMA 2011), and more than
800,000 buildings were totally or partially destedy This catastrophic natural disaster severely
damaged the regional transport system on the groarle ocean, and in the air.

One of the major blows to the transport systemmduthe catastrophe was the loss of
Sendai Airport (Fig. 7.2), located in the coastaleaof the Tohoku region (see Fig. 7.3). An hour
after the earthquake, the tsunami surpassed thveaguand hit the airport terminal building. In
addition, the airport facilities were damaged byserutive earthquakes, and the ground access
train to the airport was completely destroyed (Sewdrport Transit Co. Ltd. [SAT), 2011); all
airport operations were suspended on March 11,.201&ok over a month before the airport
partially reopened for special flights on April 13011 and an additional four months before
scheduled domestic flights resumed on July 26, ZMidistry of Land, Infrastructure, Transport
and Tourism (MLIT)). On September 25, 2011, morantthalf a year later, scheduled

international flights resumed (MLIT).

Fig. 7.2 Sendai Airport on March 11, 2011
(Image source: AP/Kyodo)
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The earthquake and tsunami also eliminated oth@mmef transportation in the region,
worsening the situation. For example, the blitmtigt Tohoku Shinkansen suspended operations
after the earthquake and did not resume until Ap&l (MLIT). In addition, fuel shortages
impeded highway bus services. The availability eliicles and drivers was critical, however, in
providing ground transportation in these turbulemtcumstances (Yamagata Prefectural
Government [YPG), 2011). The ground transportasgatem both to and from Sendai was
completely inoperative. Because transportationesgstplay a fundamental role in an advanced

economy, their failure causes substantial socioveeuc losses (Cox et al., 2011).
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Fig. 7.3 Airport location in the Tohoku region

After the loss of Sendai Airport, other regionatparts had to maintain connections
between the city of Sendai and other areas of Jdpan 7.4 illustrates the numbers of air

passengers at the nine airports in the Tohoku mefyaom January to July 2011 (TCAB, 2011).
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The data clearly indicate that air traffic at Seradegport drastically dropped after the earthquake
while that at the other airports in the region @aged. To aid in rescue efforts, the airports of
Yamagata, Fukushima and Hanamaki extended theirabpes to 24 hours per day to
accommodate the increasing air traffic (MLIT). Gaahand Guyer (2000) state that ‘all airports
serve local markets and are dependent on the egwthin which they are located’. When a
major airport is congested, however, the role oékdo-local aviation services that bypass major
airports becomes more important (Kita et al., 200&)ring catastrophes, regional airports must
serve more than their local markets. In 2011, magiairports compensated for Sendai’s lost
capacity for a few months after the catastrophe fHgional airports thus aided not only their
usual remote areas but also the large metropadditeas; in times of need, then, a metropolitan
airport’s capacity can be increased by making grease of smaller, regional airports (Cidell,
2006).
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Fig. 7.4 Air traffic demand in the Tohoku region (January 2011-July 2011)
Data source: TCAB MLIT*

3TCAB: Tokyo Civil Aviation Bureau
“MLIT: Ministry of Land, Infrastructure, Transporhd Tourism
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This chapter examines the role of regional airgpamt during catastrophes and proposes a
management framework to cope with the sudden aastidrincrease of air traffic after a disaster.
In general, regional air transport is consideresfficient or unnecessary due to the thin and
fluctuating air traffic demands (Graham and Guy&00). However, our study highlights the
added value of regional air transport for remotevall as metropolitan areas during disasters. In
Japan, 38 airports are still located in lowland stalaareas (MLIT), where there is a high
probability that a mega earthquake could occur iwithe next 30 years (National Research
Institute for Earth Science and Disaster Preventi2@10). | believe that the proposed
management framework could improve the managemerggional air transport during such
catastrophes.

In April 2011, Japan’s Port and Airport Researcstitnte (PARI) published a summary of
the damages to Japanese airports (PARI, 2011¥etwstudies have analysed the impact of the
East Japan earthquake and tsunami from an airpwangerspective. Yoshitsugu (2011)
investigates a Staging Care Unit (SCU) at Hanamailgort, while Hashimoto (2011) inspects
the use of Fukushima Airport after the catastropie.research, to the best of my knowledge,
has been conducted on Yamagata Airport, exceph&technical report by YPG (YPG, 2011).

The remainder of this chapter is organised asva@ldrhe section 7.2 explains the data for
systems evaluation. The section 7.3 explains thtaedelogy used in this research. The section
7.4 illustrates the case of the Yamagata Airpoterathe catastrophe and analyses the
stakeholders’ communication and management usimeg déita collected from a series of
interviews. The section 7.5 expanded the discusstonair transport system disruptions and
collaborative management of airports under catph#s. The ection 7.6 provides the

conclusions and identifies the study’s limitations.
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7.2. Data for Systems Evaluation

The city of Sendai has the largest population ith isrthe economic and political centre of
the Tohoku region (see Fig. 7.3). Sendai Airpodyplan integral role in both passenger and
cargo logistics. Table 7.1 shows a pre-earthquakéysis of air traffic market shares among the
nine airports in the Tohoku region (Sendai, Akifsgmori, Shonai, Misawa, Fukushima,
Hanamaki, Yamagata, and Noshiro) in February 20bkyo Regional Civil Aviation Bureau
[TCAB), 2011). Sendai's market share was 42.5% @&hd % of domestic and international
passengers and 63.5% and 92.2% of domestic anthatitshal cargo. The airport clearly
functioned as a regional hub airport, and its snddss had a significant impact on the region’s

socio-economic situation.

Table 7.1 Market share of air traffic among nine aiports in Tohoku (February 2011)

Sendai Akita Aomori  Shonai Misawa Fukushima Hanamaki Yamagata Noshiro
Domestic PAY 42.5% 19.5% 14.9% 7.7% 4.7% 3.7% 3.5% 2.0% 1.5%
Int'l PAX® 61.1% 9.1% 15.6% 1.1% 0.0% 9.1% 2.2% 1.0% 0.8%
Domestic Carg 63.5% 9.1% 16.7% 4.8% 4.2% 0.2% 1.1% 0.0% 0.3%
Int'l Cargc 92.2%  0.0% 0.2% 0.0% 0.0% 7.6% 0.0% 0.0% 0.0%

| analyse the regional air traffic data from theéhd@ku region from January 2011 to July
2011 to identify the airport that played the maghsicant role in managing the catastrophe. Fig.
7.5 shows the conversion of the passenger airdrddita (see Fig. 7.4) into index format, 1.0 in
January 2011. It shows that the air traffic demaatdhie Yamagata Airport in March and April
2011 increased 7.9 times and 10.9 times, respégctioger January 2011 (see Fig. 7.4). |
anticipated that an excellent management practaimplemented to cope with the sudden and
drastic air traffic expansion after the catastropiteis, | selected Yamagata Airport for a detailed

analysis.

SPAX: Passengers

8Intl: International
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7.3. Methodology

7.3.1. Systems evaluation process

As small airports in suburban areas have severailalsamplications unique to the
surrounding community (Bell et al.,, 2001), an asalybased on data alone would not be
completely accurate. Hence, | have adopted a dasky snethod using both historical data
analysis and a series of semi-structured interviestis stakeholders involved in managing the
catestrophe. Fig. 7.6 shows the systems evaluation geoapplied in Chapter 7. First, | analysed
the regional air traffic data from the Tohoku regi identify which airport played the most
significant role in managing the catastrophe. icmaited that excellent management practices
occurred at the airport after the catastrophe, thalsing it suitable for the interviews.

Second, | conducted face-to-face, semi-structunezhiiews with the stakeholders in and
around the airport. | identified the following dsetkey regional air transport stakeholders: the
airline, the airport office, the airport terminalilaling, the ground transport provider, the travel
agency, and the local government. During a catpls&pothese transport stakeholders must
quickly and simultaneously respond to a progressérees of events, satisfying the diverse needs
of both air and ground passengers. Such events rdemeraordinary performance by staff,
which is not officially recorded but retained ontythe stakeholders’ minds. Thus, | consider a
semi-structured interview the appropriate tooldathering the relevant information.

Third, | visualized inter-stakeholder communicasidrefore and after the catastrophe using
a directed graph. The complexity and dynamics afg@ional air transport system can be
understood more easily by visualizing the situa(idncciarelli and Gastaldi, 2009). Moreover,
the visualization enabled us to analyse the stracdopted during the catastrophe. Nidumolu et
al. (2007) have developed a Stakeholder Commuorcaiiatrix (SCM) that uses an adjacency
matrix to visually analyse inter-stakeholder commations. The SCM identifies the strengths
and weaknesses of the communication only betweenstakeholders, however. | applied a
directed graph with a node indicating a stakeholtethe transport system and an edge
indicating the interaction among stakeholders, whg& subdivided into request and response.
When a stakeholder makes a request to anotherhsidles, an edge is connected from its node
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to that of the stakeholder receiving the requesingya directed graph enables to visualize the
roles played by the stakeholders in managing thiasttaphe, including the temporary roles
played by the military, fire and disaster managemnaapartments, local community, and mass
media. Finally, | discuss the implications for theccessful management of air transportation
during catastrophes. A new raison d’etre for susgtgiregional air transport system is discussed

from societal perspective.
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Fig. 7.6 Systems evaluation process (Chapter 7)

187



7.4. Results and Analysis

7.4.1.Yamagata Airport

In August 2011, | visited the YPG (Transport Polibywision and Airport and Port
Division), the Yamagata Airport Management Officeldhe Yamagata Airport Building Co. Ltd.
As ground accessibility is a crucial issue for theanagement of a regional airport
(Papatheodorou and Lei, 2006), | interviewed alldbeces company, Yamako Bus Co. Ltd. To
analyse the supply side of air transport, | intamed All Nippon Airways (ANA), which
operated special flights to the Yamagata AirpootrfrMarch 29, 2011 to May 22, 2011. | also
discussed the issue with a local travel agencykikiippon Tourist, which coordinated ground
transport services.

Yamagata Airport is located 20 kilometres north tbe city of Yamagata, in an
inconvenient and remote area (see Fig. 7.7). Sme@pening of the airport in 1964, it has been
owned and managed by the prefectural governmen®(¥2P11). There is a 2,000-metre runway
(see Fig. 7.7), and four scheduled flights per (laree to Osaka and one to Tokyo) are operated
by JAL (Yamagata Airport Office (YAO), 2011). Thenraual air passenger traffic reached
742,291 in 1991 but then decreased dramaticallypt231 in 2010, as shown in Fig. 7.6 (YPG,
2011). Okada et al. (2006) attribute the air tcaffecline to emerging competition with the blitz
trains of Shinkansen. Yamagata Shinkansen openg892 and completed its railway extension
in 1999. The blitz train travels from Tokyo statimmYamagata station within three hours. There
is a second blitz train, Tohoku Shinkansen, thaweis to Yamagata from Tokyo. In addition,
highway bus services cost less than half the dosir eransport or the blitz train between Tokyo
and Yamagata. Therefore, ground transport usualtyiates the market, and air traffic demands
were relatively low compared to the full capacifitiee Yamagata airport before the catastrophe
(YPG, 2011). As a result, Yamagata Airport wasexiely underutilized (see Fig. 7.8).
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(Source: TCAB, MLIT)
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7.4.2.Stakeholder interviews

The East Japan earthquake and tsunami occurredi:46 bn March 11, 2011. The
Yamagata Airport immediately suspended all openatiaccancelling flights to and from the
airport (YPG, 2011). The drastic air traffic incseaat the airport began the next day, on March
12, 2011. Fig. 7.9 shows the number of air passenged the average load factor at the
Yamagata Airport from March 11 to June 1, 2011 (YRG11). In the first few days after the
catastrophe, the high load factor indicates thatihport had a critical demand-supply condition.
Passengers were brought to the Yamagata Airporevfacuation and rescued from the affected
areas near the city of Sendai. The airlines cooldguickly respond to the expanding demand,
however, resulting in long queues of passengeiaatagata Airport for flights to Tokyo and
Osaka (YPG, 2011). From March 12 to 25, 268 stamdtsgengers were forced to stay overnight
at Yamagata Airport (Yamagata Airport Building Q@ad.).

There are three main reasons for the extraordicangentration of air traffic at Yamagata
Airport: 1) geography, 2) exposure to damage, apdurBlerutilization. First, the airport is
geographically situated close to the city of Sendeireover, divided by a mountainous area, the
highway bus service usually travels between Yanaadstport and Sendai in 75 minutes
(Yamagata Prefecture). Second, because YamaggtarAivas not close to coastal areas, the
earthquake and tsunami caused it no physical dgneaigept for a temporary blackout after the
earthquake (Yamagata Airport). Third, because thpo#d is located in a rural town away from
the city and is thus underutilized, there was sidfit slot capacity to accommodate the
increasing number of scheduled flights and spdltgiits from other areas of Japan. Ironically,
the primary disadvantage of the regional airportabpee the primary contributing factor in
managing the catastrophe.

Air transport capacity was strengthened in threg/swd) increased frequency, 2) an
upsized fleet, and 3) the provision of speciallgy For example, JAL increased its flight
frequency from two to 18 flights per day betweerkyiim and Yamagata and from six to 12
between Osaka and Yamagata. In addition, the aitemporarily used Boeing 767s with 261
seats instead of its usual regional jets with Stssdn addition, JAL and Air Do (ADO) each

provided four special flights per day between Sap@nd Yamagata, and All Nippon Airways
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(ANA) provided four special flights per day betwe@saka and Yamagata and two special
flights per day between Chubu and Yamagata (YPG1RMAccording to ANA, the temporary
fleet allocation was not particularly difficult bemese all flights to Sendai Airport had been
cancelled for a month.

The air traffic expansion helped stabilize the weryg of other means of transportation.
For example, the Yamagata Shinkansen resumed ah1®pr2011, and Sendai Airport partially
reopened for special flights on April 13, 2011. thermore, the number of special flights at
Sendai Airport increased after April 21, 2011 anel Tohoku Sinkansen resumed operations on
April 25, 2011 (Yamagata Prefecture). The aggregaleme of air passengers at Yamagata
Airport dramatically decreased (see Fig. 7.9), tredaverage load factor decreased along with
the decrease in air passenger volume. Subsequérlgirlines gradually reduced their number
of flights and downsized their number of aircraftstil the aggregated average load factor
returned to break-even levels. Because the ailidrakpansion was a temporary phenomenon
and the airport was normally underutilized, therasvextraordinary cooperation among the
regional air transport stakeholders.

In the interviews, all the stakeholders emphasizeahsport responsibility’. In the
Japanese work ethic, it is typical to express on@glty to the primary mission. Local
optimization occurs when each stakeholder pri@stibis or her own concern over the global
objective, inducing a company to appoint manageisdal offices to solve conflicts of interest
among members. In Yamagata, however, a strong sérismsport responsibility prevented the
stakeholders from pursuing their individual conserBven under extreme resource constraints,
stakeholders concentrated on maintaining trangaovices for the benefit of the passengers.

The stakeholders in Yamagata also shared informaimply and visually. Amid the
uncertainty after the catastrophe, information aw®tisions were revised daily. The YPG
gathered information from all stakeholders andritisted only A4-size paper documents on
which substitute transport measures were visua@bcdbed (see Appendix 2). Local newspapers
and broadcasting companies supported communic&tigpassengers from outside the region.
This type of simplified and visualized communicatigsystem enabled both passengers and

transport stakeholders to understand the ‘big pectf the transport system without confusion.
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7.4.3.Stakeholder communication

Fig. 7.10 depicts the visualized stakeholder comoation before the catastrophe. |
categorize the stakeholders into six groups: Airplir Transport, Passengers, Ground Transport,
Central Government, and Local Government. In themad situation, the inter-stakeholder
communication was quite simple. Passengers (PAKjacd JAL for air transport service, a local
bus company for ground transport service, and faod souvenirs shops for shops and
restaurants (S&R). JAL contacts Airport ServiceviRters (ASP) for ground handling services,
Yamagata Airport Office (YAO) for slot capacity adiation, the Airport Terminal Building (ATB)
for service facilities, and the TCAB for air traffcontrol (ATC). The YPG directs the YAO and
mutually communicates with the Ministry of TranspdMOT), which promptly directs the
TCAB, the Regional Transport Bureau (RTB), and JAL.

The East Japan earthquake and tsunami drastichiypged this situation. Yamagata
Airport, that had operated 11.5 hours per day, saolydswitched to 24-hour operations on the
morning of March 12, 2011 to cope with the expagdr traffic requirements. Fukushima and
Hanamaki Airports also converted to 24-hour operetiin the Tohoku region. Fig. 7.11
describes the stakeholder communication of Yamagaeort after the catastrophe. Due to the
situation, several new stakeholders were addedy ascadditional airlines (ANA and ADO),
travel agencies (TRA), mass media (N&B), foreignvegmments, community governments
(CGV), and other central government institutions.

Inter-stakeholder communication became more compkxhe number of stakeholders
increased. For example, because the U.S. Militargd-(USF) and the Japan Self Defense Force
(JPF) requested the use of Yamagata Airport fawueservices and emergency logistics, YPG
had to consult with several CGV and local residé@iRS) around the airport. The Ministry of
Foreign Affairs (MOF) intervened because the U@ivdies were conducted on the basis of an
inter-governmental treaty. In addition, the FDMAjuested 10 slots at Yamagata Airport for
rescue helicopters sent from other prefectural gowents (OPG). This helicopter slot
domination became another constraint for mass mediich otherwise would have preferred to
use their own helicopters for the live broadcastihdisaster situations.

Another difficulty was the integration of the expaa air transport demand and the ground
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transport capacity. Because most passengers vaeedlimg to and from the affected areas, it was
critical to provide direct ground access from Yaatag Airport to the city of Sendai.
Unfortunately, no such connection existed before ¢htastrophe. The train service between
Yamagata and Sendai stopped because of the edteh(RG, 2011).

There were two challenges for local stakeholdergraviding extra transport services. The
first was the scarcity of operational resources;dmall local bus companies could not afford to
hire extra bus drivers and vehicles for the emargein addition, the earthquake destroyed
highway logistics, and there was an extreme shertdgasoline fuel throughout Japan. The bus
companies also had to cope with expanded groundpoat requests within Yamagata. However,
this was eventually solved by collaborating withetbus companies in nearby prefectures.

The other difficulty was the navigation of legagutations. The law does not allow a bus
company to operate a new scheduled transport sewitbout official permission from the RTB
if it is a commercial service. Therefore, the bampany collaborated with a local travel agency,
which rented vehicles and drivers from the bus camgpand provided a ‘commercial tour
service’, instead of a scheduled transport serfvara Yamagata Airport to the city of Sendai for

air passengers. This idea was conceived and impleahdecause of collaborative management.
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Fig. 7.10 Stakeholder communication matrix (beforehe catastrophe)
194



______

Passengers f

Ground
Transport

Transport

_________________

_____

______

___________

Central
____________ Government

1
1
1
Community Il

______

oo Foreign

Governments
Governments

Fig. 7.11 Stakeholder communication matrix (after he catastrophe)

7.4.4.Management structure

The stakeholder communication analysis shows keategional air transport stakeholders,
both ordinary and temporary, collaborated to manthgecatastrophe despite resource constraints
to provide extra transport services. An interesfingding was that a clearly defined leadership
structure to manage the situation was non-existetiite transport system before the catastrophe.
In other words, intangible leadership arose withmlgader to cope with the sudden and drastic
expansion of air traffic after the event.

During other natural disasters, an Incident Comm8gdgtem (ICS) has been used for
command and control situations (Urakawa et al. 820 the 2005 Hurricane Katrina disaster,
local U.S. governments adopted ICS procedures (K@l Nagamatsu, 2007). A hierarchical
management structure (as shown in Fig. 7.12) isidered more effective for gathering and

distributing information among stakeholders.
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The YPG played a partial role in facilitating timtar-stakeholder communications after the
earthquake and catastrophe. For example, the YP@osied the registration of a direct bus
service from Yamagata Airport to the city of Sen@aiwould have otherwise taken a much
longer time to obtain permission). The multiplekstaolders did not establish a vertical, pyramid
management structure, however (see Fig. 7.12).h@rcantrary, they attempted to manage the
situation on the basis of horizontal relationshggeong stakeholders (see Fig. 7.13). The
problem with such a horizontal management strudtutieat it easily falls into local optimization
(Kawai, 2004) because each stakeholder has itscowoern, making conflicts of interest among
stakeholders inevitable.

Nevertheless, a horizontal management structurevcek effectively, even when there is
no relevant manual. During a catastrophe, eachsp@h stakeholder continuously faces
unexpected events. In the case of Yamagata, théesudear 11-fold increase in civilian air
traffic and the U.S. military’s operational requirents were phenomena beyond comprehension
for the small airport stakeholders in the remotaar The pre-defined manual did not address the
prompt decision-making required in the turbulentwmnstances following the catastrophe.

In addition, | recognize the limitations of the tzontal management structure during a
catastrophe: it is unlikely to work when the obijeetis unclear. All stakeholders must hold a
shared objective on the basis of which decisioasvade. In the case of Yamagata, the objective
was defined simply as ‘minimizing local retentianaay specific point in the transport system’.
Therefore, the stakeholders could focus on achiewime objective despite the resource
constraints. However, stakeholders in a verticahagament structure prefer to wait until

directions are passed down from the top.
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Fig. 7.12 Vertical Management Structure

Fig. 7.13 Horizontal Management Structure
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7.5. Discussions on Air Transport System Disruptions

Disaster varies in terms of cause (natural disasteman-made), severity and extent of the
event itself. Based on the extent of severity (neimbf casualties and amount of economic
damages) and impact coverage (extent of affectedsar| categorized the disasters into local
weather events (low severity, low coverage), regiioweather events (low severity, high
coverage), localized accidents (high severity, looverage) and catastrophic disasters (high
severity, high coverage). The complexity relateth® disaster management plan, the amount of
resources needed for the emergency, and the eatestakeholder collaboration will highly
depend on the type of disruptions or disasters lthapened. | finally discuss the typology of
disruptions (Fig. 7.14) in air transport systemhlighting other disaster examples in overseas

countries for applying the management implicatibosn the 2011 Great East Japan earthquake

and tsunami.
c A
overage

% Regional weather events Catast_rophlc disasters

4 major earthquake

O ash cloud &

= tsunami

k=

&

0 [esonneonseosnmmonn e eisons s et s s e MR AN

=

©

S

O 0

E Local weather events Localized accidents

i heavy snow airplane crash
thunderstorm : terrorist attack
No. of causalities and amount of economical damages Severity

Fig. 7.14 Disruptions in the Air Transport System

The first category is local weather event (down iefFig. 7.12). The examples are the
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heavy snow across the Europe and Thailand floadscboth happened recently in the year of
2011. At December 2011, at least four major aiportEurope were forced to close temporarily
due to the heavy snow; Gatwick (UK'’s second busegbrt), Edinburgh (Scotland), Lyon-Bron
(France) and Geneva (Switzerland's second bigggsdrg (AOL News, 2010). In addition to
that, only few flights were leaving London Heathr{&urope’s busiest airport) and at least one
third of flights were cancelled in major hubs liRaris and Frankfurt, leaving many passengers
stranded (BBC News Europe, 2010). European Comaomisssued critical note and warnings to
the airports with regards to their way in handlihg operations and demanded contingency plans
to be prepared accordingly for the subsequent vaneU Business, 2011). In a more recent
event of 2011 Thailand flood crisis, for which aalodamage of US$ 9.7 billion has been
estimated (Human Development Forum Foundation, RGh#& local air transport system was
also deeply affected. Don Muang Airport, Bangkogé&cond largest airport, which is mainly
used for domestic flight, was completely floodedl @&he operations have since been moved to
Suvarnabhumi, Bangkok’s main international airgbiaffington Post, 2011).

The second category is regional weather eventdeftiin Fig. 7.14). Due to its broader
geographical boundary, economic damage tends tonieeenore serious in this category. The
2010 ash cloud due to the eruptions from Icelahgjsifjallajokull volcano has been recognized
as one of the most disruptive events to hit aiveran years. The eruption was considered
relatively minor in term of the Icelandic standargst it has caused tremendous amount of
disruption to air travel across Western and Nortleurope. Approximately 20 countries closed
their airspace, tens of thousands of passengess leféistranded across Europe and cost airlines
an estimated o£150 million a day for a total of six days illugeahe extent of the impact on the
economic and cultural events across Europe (AswsatRress, 2010). There is a high possibility
for a more powerful eruption to happen in Icelaaakl the prediction is shown to be accurate by
the occurrence of another eruption of GrimsvétMiay 2011. The volcano eruption was much
more powerful than the one in 2010, as much astib®®s increase in the discharge rate and 3
times of the plume size, yet the disruption acisope was relatively minor (Stevenson, 2012).
While almost 8000 flights were cancelled on thestfiday of Eyjafjallajokull crisis, only
approximately 500 flight cancellations were obsdrirethe 2011 ash cloud crisis (Airport World,

2011). This showed evidence that airports and athtars had learned from the lessons from the
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previous events and have applied what they havatleacordingly to improve the handling of
the situations. The enormous disruption causedEbafjallajokull 2010 eruption is mainly
contributed by the terrible emergency planning,csirat that moment there was limited
information on the ash concentrations level thgilane could safely fly through that led to the
relatively low limits being set. Since then, thdemuhave been changed, the science and the
organizational structures in the industry have hegroved, the collaboration between airports
and airline partners have been progressed, whidtaaé led to the low impact of ti@rimsvotn
situation (Stevenson, 2012).

The third category is localized accidents (dowmtrig Fig. 7.14). While the previous two
disruption categories have not led to the extendamage in terms of casualties, a localized
incident such as airplane crash and terrorist lattddle restricted to the local area in terms of
coverage, which may result in a large number ofialtg damages. An example in this case
would be the 2009 Turkish Airlines plane crashdtighol Airport, Amsterdam, where the plane
carrying 127 passengers and 7 crews, has brokernhrde pieces, even though it did not catch
fire at the end. The total casualties reported ftbra incident were 9 people died (3 of them
were crews) and 84 people injured (BBC News, 2088 sterdam Schiphol airport, together
with the local government and local emergency sesiihave handled this situation effectively
corresponding to their emergency plan. All flightsre suspended at the event of the crash, but
the airport reopened shortly after. Since this eigenof different nature (not natural disaster)tha
the one focused in this report, it will not thendiscussed in further details.

The forth category is catastrophic disasters (ghtrin Fig. 7.14). Other than the 2011
Great East Japan earthquake and tsunami, theresereeeal other natural catastrophic disasters
happened in the last one decade that heavily affettte air transport system. The examples
include the 2004 Indian Ocean earthquake and tsym@amvell as the 2010 Haiti earthquake. In
all cases, the overwhelming challenges for thérairsport system were related to the evacuation
and the logistic delivery of the emergency aidsribythe 2004 Indian Ocean earthquake and
tsunami, a total of 12 countries are severely &feavith Indonesia being the hardest-hit country
and Aceh province in Sumatra Island being the walffetted area. Most of the evacuations from
Aceh to the closest province of North Sumatra tptdce using air transport. However, the

evacuation process was challenged by the damagedimaited capacity at Aceh’s airports
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(Centre for Health Emergency Preparedness and Resp@004). The emergency operations
were then supported by the nearby Polonia airgoMedan, North Sumatra. The situation was
further reflected by the statement of Colin Powdl Secretary of State that the biggest problem
was the logistical bottleneck of limited airportiléties (BBC News, 2005). A similar situation
was experienced during the 2010 Haiti earthqudie=;Port-au-Prince International Airport was
too small and damaged to cope with the overwhelmmagnber of incoming aid response. In
view of the situation, the Santo Domingo airporttla neighbouring country of Dominican
Republic provided the support by serving as arrratéve route for aid, from which the cargo
was to be transported to Haiti via the land roBB¢ News, 2010). Nevertheless, due to the
extent of the disaster and the unpreparedness raflihg the emergency situation, both the
airports as well as the Port au Prince-Santo Domingte were soon become congested.

What is observed from the several cases is that disastrous situations change
dynamically. From decision-making perspective, ¢hare some additional stakeholders that are
going to be involved in the process under the eererg natural catastrophic disasters, besides
those main stakeholders that we have been idehgfelier during normal circumstances. These
new stakeholders tend to be temporary in naturepéamdcrucial roles in managing the disaster,
which include military, fire and disaster managetnservices, mass media and foreign
governments. In view of this, it is important tosare that the multi-issue decision-making
process allows dynamicity in terms of the extenactor involvement, such that stakeholder is
able to enter (and leave) the decision making p®c any time deemed necessary. The
arrangement of decision-making process in roungpats the dynamic nature, where the mixes
of stakeholders change over time.

Other than that, what striking is the level of weparedness in dealing with catastrophic
natural disaster, especially in term of air tramsponanagement for evacuation and logistic
distribution. This can be explained through theredgtability and the low frequency of natural
disaster in such scale. In this case, the multiesgecision-making process with all the
stakeholders may also serve as the ‘preparatio@'sgihto direct the perception of the
stakeholders in the right direction and to creaase of urgency among them. The lack of
urgency was cited as one of the factor that préwegrthe issue of airport collaborations during

catastrophic disaster to be considered seriouslyngnthe stakeholders. It is the hope that the
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process will at least incentivize the start of tfiscussion about the issue at hand and will
facilitate more prompt decision-making requiredidgrthe turbulent situations following the

catastrophic disaster.
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7.6. Chapter Conclusions

In this chapter, | highlighted the added value oflerutilized regional airports when
managing catastrophes. Regional air transportt&nafonsidered inefficient or unnecessary due
to thin and fluctuating air traffic demands (Grahamd Guyer, 2000). In addition, public
subsidies for unprofitable air transport servi@essimote regions have been criticized worldwide
(Grubesic and Matisziw, 2011; Lian and Ronnevikl D0 The rationale for such subsidies has
primarily been the economic development of remetians (Williams and Pagliari, 2004). In
examining their role in managing catastrophes,vetfaund that such transport could contribute
not only to remote regions but also to metropoldegas. Cidell (2006) discusses such benefits in
terms of capacity increases at metropolitan aigpdvly research highlights a new rationale for
regional air transport that has been discussed @moignan economic perspective.

During a catastrophe, regional air transport staklfts must quickly respond to
continuous events while simultaneously satisfyimgdiverse needs of air and ground passengers.
Passengers are most highly satisfied when provaledeans of transportation; following a
catastrophe, however, they gradually begin to retaster, better, and cheaper means (YPG,
2011). Collaborative management among regionatamsport stakeholders enhances a regional
airport’s responsiveness to a catastrophe and endbe stakeholders to provide alternative
transport measures if a metropolitan airport becoumavailable.

| found two implications while applying a horizohtaanagement structure to the transport
system during a catastrophe. Although these twdicatpons are derived from the case analysis
of Yamagata Airport in Japan, | believe other aitpaan also adopt the same perspective to cope

with sudden and drastic increases in air traffic.

(2). Distribution of simplified information
Simple communication allows for the quick and eéfit circulation of necessary
information to multiple stakeholders. A visualizeetwork diagram of alternative transport
measures (see Appendix 2) in multiple languagé&emeficial for passengers from outside

the region, including foreigners.
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(2). Sense of transport responsibility
Japan’s unique work ethic of ‘transport respongibilgreatly contributes to effective
management during the catastrophe. Although akebtalders had various resource
constraints in the turbulent circumstances, aftee ftcatastrophe, they prioritized
maintaining the transport system for societal bénefther than pursuing individual

concerns. This was a key in eliminating the logalmization of the transport system.

There are nine airports in the Tohoku region (sige F3). This ‘over-construction’ has
often been criticized when compared to the regideBiographic and economic activity levels
(Feldhoff, 2002, 2003; Yoshida and Fujimoto, 20R4to et al., 2011). Most of the airports have
suffered low air traffic demand and unprofitabilisome have faced severe competition from
new high-speed trains. The research provides aaigert strategy for the Tohoku region as
well as for other countries and regions where étdisasters may occur. Collaborating with
other means of transport, regional airports plagrigical role in sustaining various economic
activities through logistics after a disaster.
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PART 4

Scalability of Business Systems
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Chapter 8.  Systems Evaluation on Competitiveness

In Part 4, Chapter 8 through Chapter 10, | discesalability of business systems.
Scalability means that business systems are capégl®wing in competitive market overtime.
According to the Sun Tzu in ancient China, “a vias army first wins and then seeks battles; a
defeated army first battles and then seeks vict@@l&ary, 2005). It implies the importance of
designing an intended success of business systefosebentering into competition. Thus, |
would like to present a framework for evaluatinglability of business systems (Fig. 8.1). It
addresses an issue of how to grow business systersme. The framework is consisted of one
thinking process and three evaluation componentstiquerspective thinking, competitiveness
evaluation, uncertainty evaluation and businessgnattion evaluation (Fig. 8.1). At the end of

the processes, there are business systems thattsenanaged throughout its lifecycle.

Multi-perspective
Tﬁinler)]g

Profit Model Market Model

Business
Concepts

Uncertainty : Competitiveness
Evaluation IOperatlon Model Evaluation

Business
Integration < —
Robustness Evaluation Competitiveness

A

Business
Systems

Fig. 8.1 A framework for business systems generatio
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The first step is multi-perspective thinking. Mytterspective means that it utilizes several
thinking measures with different characteristicsrsas logical thinking, system thinking and
creative thinking. Logical thinking is used for degposing businesses into its multiple elements
which are interacting with each other. It is areefive thinking manner to deepen your analysis
and to break a problem down into smaller piecematyg sub-problems (Nakano and Minato,
Ch.2, 2012). System thinking is used for analystagsal relations of elements in business
systems. Interactions bring about complex behavdw system so it is important to know its
system structure by visualization (Nakano and Min&th.2, 2012). Creative thinking is used for
promoting extraordinary imagination beyond convamdl ideas (Nakano and Minato, Ch.2,
2012). Utilizing the three different thinking meassi integrally, several innovative business
concepts are generated in the end.

However, just innovative business concepts aregnotd enough for successful business
implementation. In order to grow up in a markegréhare three issues to be examined for
business systems: 1) competitiveness, 2) uncertantl 3) business integration. Without
establishing competitive advantage, a businessotatontinuously stay in a market (Porter,
1985). Thus, it is preferable for a company to eatd degree of competitiveness of its products
or services before or during its market entry. Bt lack systems evaluation method to do it.
Furthermore, business is always associated witlertainty. For example, new players might
enter the same market or a new regulation might indeoduced from governments.
Macroeconomic factors such as recessions and ayrrates fluctuation might affect business
performance as well. It indicates that we are meglio appropriately evaluate and manage such
uncertainty for sustainable growth of a businessaddition, a business usually has a complex
structure of multiple stakeholders and organizatiorhey are interacting with each other and
bring about complex behaviours of business systéfithout integrating business elements

appropriately, continuity of business operationnmrbe expected.
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8.1. Chapter Introduction

In Chapter 8, | discuss systems evaluation of comneness of business systems. Fig. 8.2
shows the scope of the chapter in the evaluateimdwork (Fig. 8.1). It indicates that the market
model such as competitors and segments are andgsed on the generated business concepts.
It becomes an input to the competitiveness evanaprocess. The output of the process is
competitiveness of the business concept. It becoamesnput to the business integration
evaluation process in the end. Generally speakivgmore competitive business systems are,
the more likely to grow up in a free economy market other words, evaluating degree of
competitiveness is inevitable process for busisgstems to be scalable in a market.

The section 8.2 shows data for systems evaluatiarse the data of regional aircraft
market in Japan. The section 8.3 explains the m@&gponethod of competitive advantage matrix
(CAM). The section 8.4 applies the method for esihg an example of Mitsubishi Regional Jet
(MRJ). Finally, 1 conclude the discussions and pourt future works in the section 8.5.

Multi-perspective
Thinking

Profit Model | - Business . Market Model
l P Concepts l

Uncertainty : : Competitiveness
Evaluation IOperatlon iizers) Evaluation |

Business
— Integration —
Robustness Evaluation Competitiveness

A

Business
Systems

Fig. 8.2 Scope of Chapter 8 (Competitiveness Evaltian)
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8.2. Data for Systems Evaluation

I conduct systems evaluation on regional aircradtrkat highlighting Japanese aircraft
manufacturing company called Mitsubishi Aircraftr@oration (MAC). The company decided to
launch a new regional jet aircraft with 70 to 9@tsein 2007. The aircraft is called Mitsubishi
Regional Jet (MRJ). Fig. 8.3 shows the market sbaremall-size aircraft with less than 100
seats in Japan in 2007 (excluding private use)chvivas likely to be potential replacement
target for MRJ (World Fleet June 2007). There w9esmall-size aircrafts in the market and 13
out of 80 are regional jet aircrafts called CRJ ®gnadian Bombardier. The others are all
turboprop aircrafts such as DHC-8 also by Bombaydied Dornier 228, Fokker 50, Beechcraft
1900 and SAAB 340.

13, 16%

20, 25%
B CRJ
DHC-8
W Dornier 228
3, 4% M Fokker 50
2,3% B Beechcraft
SAAB

4, 5%

38,47%

Fig. 8.3 Market share of regional aircraft in Japan
(Source: World Fleet June 2007)

The fact was that the Japanese market was compegitiough with more than 6 players
inside and was increasingly dominated by Bombandigch occupied more than 60 percent of

the market share. In fact, MRJ was required toreatel penetrate this competitive market.
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Furthermore, the situation has changed even wanseMRJ since Japan Airline (JAL), the
largest airline in Japan, had decided to introdotdeer regional jets called EMBRAER 170
manufactured by Brazilian company Empresa Brasildg Aeronautica in 2008. In addition, in
2009, a new airline called Fuji Dream Airline wastablished in Japan and it also decided to
introduce EMBRAER 170 instead of MRJ. Therefore, MR require to analyze its
competitiveness in a market again so that it caguré out whether or not the current aircraft

design is enough differentiated to be successful.
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8.3. Methodology

8.3.1. Concept of Competitive Advantage Matrix (CAM)

| propose a method of competitive advantage m&iAM) in this research. There are two
main features in the CAM analysis. First, it coresglrelative importance of each characteristic
of a product in a market oriented context. It metna the CAM analysis enables to evaluate
relative market competitiveness of a new produtte Dther feature is that it evaluates the
product competitiveness from three different aspet) technical excellence, 2) marketing
strength and 3) social acceptance. The resultsracopore reliability and objectivity rather than
solely examining technical excellence as is oftem ¢ase. Figure 8.3 shows the fundamental

steps of the CAM analysis.

STEP 1: Identify Target Market

|
STEP 2: Identify Players
'
STEP3: Identify Differentiation Factors
v v
Technical Marketing ] Social
Excellence Strength Acceptance

STEP4: Weighting Differentiation Factors

)

STEP 5: Scoring Players

)

STEP 6: Calculate Average
!
STEP 7: Analyze Competitive Advantage

Fig. 8.4 Fundamental steps of CAM analysis
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8.3.2. Modelling of CAM

The modelling process of CAM starts with identifioa of target market followed by
identification of competing product and differetibta factors. Table 8.1 presents an example of

CAM modelling using matrix-based software such X€EL. | explain each step more in detail.

Table 8.1 Framework of CAM Analysis

[STEP 1] [STEP 4] [STEP 5] [STEP 6] [STEP 7]
. : . Average Analysis of Product
Identify Target Market Weight Player Evaluation .
Calculation F
< <
< e @
_ » 7 =z
_g Segment Y Segment Z 4 o > a D
o Q Q < = =
= 3 3 g < @
QD D ] Py
a 2 2 e
[STEP 2] Identify z SI312 15| 2|5
Competing = I[P 3|35 |d |8 | | l
Players ] glg818181]18| g o E < ES = =
= c c c c c c Q Q < < T
[STEP 3] 2 s|aja|lelal|la|®|®° X X x
Differentiation >(wm|Oo|o|m| = = S
Factors i ~ <
Technical Factor 1 wy Al|Bl|Ci1|D1|E1| FL Yl | z1 | M
Excellence Factor 2 W, A2 |B2|C2|D2|E2| F2 | Y2| Zz2 | M2
Marketing Factor 3 w3 A3 (B3| C3 (D3| E3 F3 Y3 Z3 M3
Strength Factor 4 Wy A4 |B4|Ca|Da|EA| F4 | Y4 | z4 | M4
Social Factor 5 We A5 |B5|C5|D5|E5| F5 | Y5 | 25 | M5
Acceptance Factor 6 We A6 [ B6 | C6 | D6 | E6 | F6 Y6 Z6 | M6
n
i€ (1,23,-n) w;=1{P1|P2|P3|P4|P5| P6 [ YA | ZA | MA | Competitiveness
i=1

O Attractiveness [ 5: Very Attractive, 4: Attractive, 3: Moderate, 2: Less Attractive, 1: Least Attractive]
O Weight [ 5: Very Important, 4: Important, 3: Moderate, 2: Less Important, 1: Least Important]

STEP 1: Identify target market.

Identify target market to which your new producteigpected to be delivered. It may be
defined either by product type, customer type, aegicountry, generation, gender or

combination of those. Appropriate segmentatioreglired.
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STEP 2 : Idenfity players.

Identify competitors of your new product in a targerket. It is necessary to find not
only existing players but also potential compesitarhich are expected to enter the same
target market in the near futgure. In order to r@am reliability of the analysis, it is
desirable to identify more than 70 % of the competplayers in terms of market share.

Assume that there are several play®) i a target market and the number of product.is m

In the example of Table 8.1, there are 6 players immarket and call them simply as
Product A, Product B, Product C, Product D, Prodacand Product F. There are two
different segments in the market such as Segmeand’ Segment Z. Product A through
Product C are categorized into Segement Y and RtoBu through Product F are

categorized into Segment Z in the assumption.

STEP 3 : Identify differentiation factor.

Identify characteristics that competiting produbtdd or expected to hold in the
future. In the CAM analysis, it is required to idi&n differentiation factors in three
different aspects ; 1) technical excellence, 2)ketamg strength and 3) social acceptance.
Degree of differentiation can be deffered in thiage. Assume that there are several

differentiation factorsg;) in a target market and the number of factors is n

In the example of Table 8.1, | assumes that thex@ alifferentiation factors in each
aspect and call them simply as Factor 1 and F&cfor technical excellence, Factor 3 and

Factor 4 for marketing strength, and Factor 5 actor 6 for social acceptance.

STEP 4: Weighting differentiation factors.

Evaluate importance of each differentiation fact{dW;) in terms of market
competition, using a weighting scheme from 1 tawéhsas 5: Very Important, 4: Important,
3: Moderate, 2: Less Important, 1: Least ImportaMeighting results should be in
accordance with common sense of value in a targeteh For such purpose, a focus group

or weighted average of multiple answers from qoestaire is desirable. The results are
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relative and different from markets to market eifenproduct is the same.

In the example of Table 8.1, | simply set singlitelecode for each wighting result
such as W1 for Factor 1, W2 for Factor 2, W3 foctBa 3, W4 for Factor 4, W5 for Factor
5 and W6 for Factor 6.

STEP 5 : Scoring identified player.

Evaluate attractiveness of each competing prodgainat each differentiaton factor,
using a scoring scheme from 1 to 5 such as; 5: YAttnactive, 4: Attractive, 3: Moderate,
2: Less Attractive, 1: Least Attractive. Then nqpllti the weight of each differentiation
factor and the score of each player. Then sunhalhtultiplied scores up for each product.

In the end, the calculated result 8f in Eg. (8.1) shows you absolute competitive

advantage of each product in a target market.

In the example of Table 8.1, | set single lettedecdor individual score of each
product as Al, A2, A3, A4, A5 and A6 for Productakcording to each differentiation
factor. The same scoring process for Product ButjindProduct F. | also sets single letter
code for each final multiplied and summed up scareh as P1 for Product A, P2 for
Product B, P3 for Product C, P4 for Product D, ®5roduct E and P6 for Product F.

Pj = ?zl(Wi X Ai)l i € {1;2; n}l ] € {1I2I m}

Eq. (8.1)

STEP 6: Calculate average.

Calculate scores of market average and segmenagaet his process enables not
only to evaluate competitive advantage of a nevdpecbagainst specific competing product
but also to estimate overall competitiveness afaayct in a market or even in a segment as
well.

In the example of Table 8.1, | set single lettedecéor average score in Segment Y as
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Y1, Y2, Y3, Y4, Y5 and Y6 according to each diffetiation factor. In the same way,
single letter code for Segment Z is Z1, Z2, Z3, Z3,and Z6. Single letter code for Market
Average is M1, M2, M3, M4, M5 and M6. | also setsgte letter code for total sumed up
scores such as YA for Segment Y Average, ZA fom$ag Z average and MA for Market

Average. The equations of caluculating Y1, Z1 arfdave described as follows.

A; + B; + C;
L = <+t "€ {1,2,---n}
3
Eq. (8.2)
D, +E +F
Zi = : : l; {1121' n}
3
Eq. (8.3)
Ai+B;+Ci+D; +E + F
M=———"—"—" " i€{12,n}
m
Eq. (8.4)
The euations of caluculating YA, ZA and MA are désed as follows.
n
YA = ZYi,i €{1,2,--n}
i=1
Eq. (8.5)
n
74 = Zzi,i € (12,1}
i=1
Eq. (8.6)
n
MA = ZMi,i € (1,21}
i=1
Eq. (8.7)
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STEP 7: Analyze competitive advantage.

The final step is to analyze competitiveness okw product in a target market by
comparing the results. Assume that your compargoiag to launch Product F and you
would like to evaluate competitive advantage adamarket leader which is Product A.

Then the equation of calculation is described in(B®).

n
Competitiveness of Product F against Product A = Z{(Fi —A) xXW;},i€{1,2,--n}
i=1

Eq. (8.8)

In order to evaluate competitiveness of Producg&irest Segment Z to which Product F

belongs, then the equation of calculation is descrin Eq. (8.9)

n
Competitiveness of Product F against Segment Z = Z{(Fi —Z)xW;},i€{1,2,--n}
i=1

Eq. (8.9)

In order to evaluate competitiveness of Productgkirest a whole market in, then the

equation of calculation is described in Eq. (8.10)

n
Competitiveness of Product F against Market = Z{(Fi —M;) xW;},i €{1,2,--n}
i=1

Eq. (8.10)
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If the score of your product is more than the miskgment average, then it means that
your product is likely to acquire competitive adisge in the target market/segment. On the
contrary, if the score of your product is less tham market/segment average, then your product
is likely to fail in terms of market competitionuhermore, if the score of your product is equal
to the market/segment average, then competitidikad/ to reach “equilibrium”. In this case,
without further differentiation, existing competisoare likely to have more advantage in terms of
competition since they have already been recogrigeclistomers in a market. In this way, you
can evaluate whthere or not your new product isughodifferentiated against existing
competitors and against market/segemnet with thl@Aalysis.
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8.4. Results and Discussions

Table 8.2 shows the application results of the Cadlysis to the MRJ case. In STEP 1, |
identifies a target market as Japanese small-gizefh makrket with 30 t0100 seats since these
are the range of realistic replacement targetdvidd. Then in STEP 2, the author identifies 6
players in Japanese market such as DHC-8 Q400, S2¥8B Fokker 50, CRJ 200, EMBRAER
170 and MRJ 70. Then in STEP 3, the author idexstifi5 differentiation factors in the market
such as; A/C price, STOL Capability, Speed, ComfBebin Quietness, Product Variety, Safety
Reliability, Commonality, Fuel Consumption, Air Rdlon, Maintenance Cost, Noise Level,

Brand Image, Sales Channel and Customer Support.

After the identification process of the CAM anadysithen the author evaluate weight of
each differentiation factor in STEP 4, consideimogv important each differentiation factor is to
Japanese market, using weighting scheme from 1Taé&result is shown in Row A in Table 8.2.
Then in STEP 5, | relatively evaluate each aircegfainst each differentiation factor, using
evaluating scheme from 1 to 5. The result is showRow B through Row G in Table 8.2. The
weightings and the evaluations are the agreed soshech are based on the results of the
multiple interviews and discussions with some gfaleese trading companies. They are the sales
agents for the foreign aircraft manufacturing comes and thus know much about both aircrafts

and the market.

Once finishing the evaluation of all aircrafts, nihlecalculate the score of market average
and regional jet segment average in STEP 6. Thdtrssshown in Row H through Row J
respectively. Finally, in STEP 7, | calculate catitive advantage of MRJ against the market
leader DHC-8 which is now occupying almost halftled Japanese market. | also calculate the
score against regional jet segment average to wkiiBd belongs and against total Japanese

market average as well. The result is shown in Ro®ow L and Row L respectively.

As a result of the CAM analysis in Table 8.2, | clowle that MRJ is likely to face
equilibrium of competition in Japanese market (Pdint). In addition, MRJ is slightly less
competitive against regional jet segment (-3.0 fiand even less competitive against whole

market in Japan (-15.0 points). Therefore, the lumnan of the analysis is likely to recommend
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“redesign” of the aircraft so as to acquire addisildifferentiation.

Furthermore, the CAM analysis can be used to simuiaw the competitiveness of a new
aircraft changes in a target market if MRJ woulgiiave or add some of the differentiation
factors to the current configuration of the airtddsign. In addition, the CAM analysis makes it
possible to simulate the impact of additional cotitpes’ entry into the market as well. For
example, other new regional jets such as Russi&mdbiBSuperjet or Chinese ARJ 21might
challenge the Japanese market in the future. MRblesto further evaluate its competitiveness
against such new competitors just by including éhesw foreign aircrafts in the CAM matrix.
The point is that the tool can simulate potentieticms and reactions of the competitors
beforehand and thus enable to evaluate how compgtibehavior affects competitiveness of

your product in the market.

Table 8.2 Results of CAM Analysis (MRJ case)

Weight Evaluation Average Analysis
A Blc|[op|e|[r]ac|n]i ]y K L M
o . V.S. V.S. V.S.
g3 Turboprop (TP) Regional Jet (R 4 > Leader | Segt. Market
[T o <
a8 » [ s P
) o T gl&alz ® ) D
23 |&5|&|2|8 B3| |58 e | & | <
5% | & s |2 ¢ X 3 K
= 2 2
@
STOL Capability 3 3 5 5 2 2 3 3 2. B 0.0 2.0 -1.9
Speed 4 3 1 1 5 5 5 3.3 17 B 8.0 13. 6.7
Comfort 2 3 3 3 4 5 5 3.8/ 30 3.4 4.0 4.0 2.3
Technical Excellence Cabin Quietness 2 4 2 1 3 3 3 27 2|13 27 2 1 0.y
Commonality 3 3 1 1 3 5 5 3 11 3 6.0 10.4 6.0
Fuel Consumption 5 4 5 5 1 2 3 3B 47 3|3 -5.0 -8. -1
Maintenance Cost 4 4 4 4 2 2 2 30 40 30 8 8.p 410
AJC Price 5 3 5 5 2 1 1 28 43 2 -10.0 -16.7 -9.2
Product Variety 3 5 1 1 5 5 2 3.7 28 3p -9.0) -1.4 -3.4
Marketing Strength Sales Channel 5 5 3 1 5 5 5 40 3|0 40 0.0 100 5.0
Customer Support 5 5 2 2 5 3| 3 3B 30 33 -10J0 0. -7
Brand Image 3 1 3 1 1 3 3 2. 1y 2p 6.0 4.0 3.0
Air Pollution 3 4 5 5 1 2 4 5| 47 314 0.0 -2.0 15
Social Acceptance Safety Reliability 1 5 5 5 33 3.1 3.8 10.0 -3.3 -1.7
Noise Level 5 4 5 5 1 3 3 5 4 3.5 -5.0 -8.3 -2.5
Scoreg -15.0 -3.0 0.0
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8.5. Chapter Conclusions

Competitiveness is one of factors for businessesystto be scalable in a free market.
Therefore, | proposed a matrix-based approach stesatically evaluate competitiveness of a

new product in a market oriented context. | belithat the benefits of the CAM analysis are to;

(1) Provide insights on whether a new product is likelyacquire competitive advantage
against competing products, against segments amdsagnarkets at the same time, in a
single matrix calculation, with enough differenioat in a target market, considering all

aspects of technical, business and social factors.

(2) Enable to simulate future state of competitivene$sa new product, considering
conceivable actions and reactions from current poigntial competitors such as new
market entrants and further enhancement of the ebtors.

(3) Visualize decision making process of a productgiesn the process of development so
that all the stakeholders can participate in tiseusion.

The current CAM analysis represents only a simgleision making tool for designing a
successful product differentiation. The tool isfusespecially for a conceptualization phase of a
new product development due to its simplicity aadieess of mastery. Future work must be
done for enhancing rationality and objectivity bétscoring process in a matrix-based approach.
It is also an important issue to evaluate the degfe'fit” between a target market and a new
product as well.
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Chapter 9.  Systems Evaluation on Uncertainty

9.1. Chapter Introduction

Business is always associated with uncertainty.eéxample, new players might enter the
same market or a new regulation might be introddc®d public sectors. In such cases, rules of
competition are likely to be drastically changedrtkermore, macroeconomic factors such as
recessions and currency rates fluctuation affeciness as well. It implies that evaluating
competitiveness of business system (see Chaptex )t good enough for assuring business
sustainability. Thus in Chapter 9, | discuss systenaluation on uncertainty of business systems.
Fig. 9.1 shows the scope of the chapter in theuatiain framework (Fig. 8.1).

In the following, | explain data for systems evaio@ in the section 9.2. The section 9.3
explains the methodology used in the study. Théige®.4 shows the modeling process to
guantify the business model for financial simulati®he section 9.5 analyzes the business using
the matrix-based approach. Scenario Analysis andtdi€arlo Simulation are introduced to

evaluate uncertainty. | conclude the discussionispant out future works in the section 9.6.

Multi-perspective
Thinking

Profit Model " pgyginess ‘EMarket Model
l Concepts A l

Uncertainty ; 5 Competitiveness
Evaluation IOperatlon M‘?del Evaluation

Business
: Integration .
{ Robustness Evaluation Campetitiveness

A

Business
Systems

Fig. 9.1 Scope of Chapter 9 (Uncertainty Evaluation
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9.2. Data for Systems Evaluation

For evaluating uncertainty in business, in thisptég | highlighted a business with an
emerging technology. Emerging technologies hast aflauncertainties both in technical and
commercial perspectives and therefore is apprapriat examination. More specifically, |
highlighted Indoor Messaging System (IMES) in tlsmidy. IMES is a newly developed
technology which enables to provide location-basérmation service both inside and outside
building seamlessly. Among various existing tecbgas for the same type of service (Marco,
A., Casas, R., Falco, J., Gracia, H., Artigas, Ray, A., 2008), the strength of the IMES s its
compatibility with GPS protocol (Kogure, Maeda, ilsiManandhar and Okano, 2008). For
example, with the IMES technology, a GPS-equippdtphone does not require any additional
equipment to receive location information evendeasihe building or underground, where GPS
signal cannot reach today. However, such an exteiéehnology does not always become the
winner of the market (Polk, R., Plank, R., Reid,1899). A feasible and sustainable business
model must be designed beforehand in order for walyneeveloped technology to be a
commercially scalable in a market.

| assume that the location-based information serwith the IMES technology would be
provided at one of the biggest outlet malls in dapalled Karuizawa Prince Shopping Plaza.
Table 9.1 showed the installation plan for the IMEShsmitters based on the analysis of the
facilities of the mall. 1 IMES transmitter was asgd to be installed at each shop, corridor (in
front of every shop), information centre, toileyrsing room, entrance, exit, elevator, corner,
coin locker, shuttle bus station, smoking room,ljpufelephone, cash dispenser, car parking and
bicycle parking. In total, 744 IMES transmittersres@ecessary at the outlet mall for the IMES

service operation. The numbers are analyzed bas#tkemn-site observation at the site.

Furthermore, through the discussions after the iten-sbservation, | identified 18
parameters associated with the business systermb&tuof Tenant Shop, IMES Utility Fee,
IMES Service Adoption Rate, Number of IMES Trangenit Transmitter Unit Price, Transmitter
Installation Cost, Transmitter Maintenance Cost,anBmitter Electricity Cost, System
Development Cost, System Operation Cost, Systenrovement Cost, Margin to Building
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Manager, Administration Cost, Project Duration,doignt Rate, Tax Rate and Depreciation.

Table 9.1 IMES Transmitter Installation

Installation Spots in the Mall Number
Shops 208
Corridor (in front of every shop) 208
Information Centre 3
Toilets 10
Toilets for Disabled Person 8
Nursing Rooms
Entrances/Exits 9
Elevators 5
Corners 247
Coin Lockers 7
Shuttle Bus Stations 2
Smoking Rooms 8
Public Telephones 5
Cash Dispensers 2
Car Parking 11
Bicycle Parking 5
Total 744
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9.3. Methodology

| introduce a matrix-based approach to analyzestheces of uncertainty (Fig. 9.2). The
matrix is consisted of two axes of controllabiliyd variability. ‘Fixed and uncontrollable’
parameters should be treated as constraints. Bessgould be reasonably used for the ‘fixed
and controllable’ parameters. On the other han@n&to Analysis would be appropriate for
‘variable and controllable’ parameters. Assumptionsst be set for ‘variable and uncontrollable’
parameters so as to reflect uncertainty. The beokfihe approach was the reduction of time and

effort for the analysis by treating some paramasepredominantly given.

Variability
Variable Fixed
3 Controllable Scenario Best Guess
Controllability
(by a company
Uncontrollable Assumption Constraint

Fig. 9.2 Matrix-based analysis for uncertainty evalation

Table 9.2 showed the result of the matrix-basedyaisa Among the 18 identified
parameters (see Section 9.2), 5 parameters wesideoed as uncontrollable and fixed and thus
should be treated as Constraints. 1 parameter arasdered as controllable and fixed and thus
should be defined by Best Guess. 8 parameters eosrsidered as uncontrollable and variable
and thus should be defined by assumption. 3 pasametere considered as controllable and
variable and thus should be analyzed based onmsceRmally, | could choose the 3 parameters
which were appropriate for Scenario Analysis; Syst@evelopment Cost, Margin to Building
Manager and IMES Utility Fee. These parameters mp@ther on a company’s investment

decision or on pricing strategy and thus it is g@edor a company to decide them at company’s
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disposal. In the following, the authors evaluatkd flexibility of the IMES business in two
different aspects; 1) cash outflow, which wouldeatfthe cost of the business and 2) cash inflow,

which would affect the revenue of the business.

Table 9.2 Result of Matrix-based Analysis

o3
n|5|2 8|7
x| | |2]|¢
o =X ) =k =

® T | o «

o | =

(]

Number of Tenant Shop O O | C

Initial
IMES Utility Fee OO S

Annual
IMES Service Adoption Rate O O | A
Number of IMES Transmitter O Ol C
Transmitter Unite Price O Ol A
Transmitter Installation Cost O O A
Transmitter Maintenance Cost O O A
Transmitter Electricity Cost O Ol A
System Development Cost O]l O S
System Operation Cost O Ol A
System Improvement Cost O O A
Margin to Building Manager O] O S
Administration Cost O O B
Project Duration O O] C
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Discount Rate O

Tax Rate O

Depreciation O

A: Assumption  B: Best Guess C: Constraint S: Scenario Analysis
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9.4. Model Building

9.4.1. Business model overview

Business to Business (B to B) model was adoptatersimulation as shown in Fig. 9.3.
The interactions of business stakeholders are Nysdascribed to facilitate financial modeling
with cash flow consideration. First of all, a compawas assumed to purchase 744 IMES
transmitters from the IMES transmitter manufactiorénstall them at the outlet mall. Then, the
company would provide the location-based informats@rvice to the tenant shops inside the
mall. In return, the shops would pay the IMES tytifee to the company in addition to the rent to
the outlet mall manager. The outlet mall manageuldaeceive profit margins from the
company in return for permitting the IMES transemttinstallation at the mall. Finally,
consumers would be able to receive commercial iétion (e.g. free coupons for shopping) via
the IMES environment. Customers would be stimulategurchase more goods and services at

the mall due to the information provided by the IME

IMES Transmitter
Manufacturer
Price
A\ 4
Buildin Margin
8 —E A Company
Manager IMES
t vEnvironment 1
Rent
Tenant Shops —
Utility Fee
A
Purchase .
. Information
(Price) v
Consumer

Fig. 9.3 Business Structure
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9.4.2. Financial modelling

Annual revenue is calculated by multiple of theethparameters, Number of Tenant Shop,
IMES Service Adoption Rate and IMES Utility Fee.el¢alculation is shown in Eqg. (9.1).

Annual Revenue; ; = TS; ; X UF; j X AR, ;

Eq. (9.1)

where i is year, j is location (e.g. Karuizawa Stiog Mall), TS; ; is the number of tenant
shops in year i at locationlF; ; is IMES utility Fee in year i at location j, antlr; ; is IMES

Service Adoption Rate in year i at location j.

The IMES Service Adoption RatdR; ;) is the ratio of the IMES service utilizing shops
divided by the number of total tenant shops in yeardocation j. The calculation is shown in Eg.
(9.2). The ratio shows the average volatility af #ervice utilization, which in turn, would affect
the revenue of the business. Since every shop wooldnecessarily use the IMES service
throughout the 10 years due to economic downtumsimply reluctance, | introduce the

concept.

IMES Sevice Utilizing Shops in year i at location j

IMES Service Adoption Rate (AR; ;) =
ervice Adoption Rate (AR; ) All Tenant Shops in year i at location j

Eq. (9.2)

Second, annual cost was calculated by sum of alctst factors. For example, transmitter

purchase, transmitter installation, transmitter nteiance, transmitter electricity, system
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operation, system improvement, outlet mall manageargin, and administrations were
considered to be the cost factors in the businesdem System development cost was not
included here since it was considered to be arainitvestment. The calculation was shown in
Eq. (9.3).

Annual COStl’J’ = Z(PCL'J + ICi,j + MCi'j + ECL] + SOi‘j + Sli'j + MBi'j +ACL,])

Eq. (9.3)
PC: Transmitter Purchase Cost
IC: Transmitter Installation Cost
MC: Transmitter Maintenance Cost
EC: Transmitter Electricity Cost
SO: System Operation Cost
Sl: System Improvement Cost
MB: Margin to Building Manager

AC: Administration Cost

Finally, annual Free Cash Flow (FCF) and Net Pre¥atue (NPV) were calculated based
on Eq. (9.4) and Eq. (9.5) respectively. Systenettgmment cost was considered to be the initial
investment in the NPV calculation and thus notudeld in the annual cash flow modeling.

Working capital is also excluded for simplificatiohthe model.

Annual FCF;; = (Annual Revenue; j — Annual Costi,]-) X(1—=T)+Dy;

Eq. (9.4)
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NPV, = Z Annual FC Fj _
, (1+7)t °

Eq. (9.5)
T: Tax Rate
D: Depreciation
r: Discount Rate
t: Project Duration

I: Investment

| set the values for the Constraints and the Bests& as shown in Table 9.3 and the values

for the Assumptions in Table 9.4 for conducting ¢iraulation.

Table 9.3 Constraint and Best Guess

Parameter Value
Number of Tenant Shops 208
Number of IMES Transmitter 744
Project Duration 10 years
Tax Rate 40%
Depreciation (Uniform) 10 years
Administration Cost (% to Operation Cost) 10%
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Table 9.4 Assumptions

Parameter Min. Likeliest Max.

IMES Service Adoption Rate 50% 70% 90%
Transmitter Unite Price $20 $100 $500
Transmitter Installation Cost $25 $50 $75
Transmitter Maintenance Cost $10 $20 $30
Transmitter Electricity Cost $0.1 $0.2 $0.3
System Operation Cost $10,000 $20,000 $30,000
System Improvement Cost $5,000 $10,000 $15,000
Discount Rate 7% 10% 15%
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9.5. Results and Discussions

9.5.1. Cash outflow evaluation
Table 9.5 shows 9 different scenarios for the cashflow. | assume that System
Development Cost has 3 options ($50,000, $100,0600$450,000) and it must be paid initially.

Margin to Building Manager also has 3 options @00, $20) and to be paid annually per IMES

transmitter.

Table 9.5 Cash Outflow Scenario

System Development Cost

$50,000 $100,000 $150,000
$0 Scenario 1 Scenario 2 Scenario 3
g $10 Scenario 4 Scenario 5 Scenario 6
il $20 Scenario 7 Scenario 8 Scenario 9

First of all, the results of the NPV analysis atisually summarized in Fig. 9.4. It
illustrated that when the initial investment forsBgm Development Cost was as less as $50,000,
all scenarios (Scenario 1, Scenario 4 and Scefmarghowed positive NPV and also reached
NPV breakeven earlier thafl' jear regardless of the amount of Margin to Butidinanager. In
this case, a company could acquire more flexibiitydecision making on how much it should

pay to the building manager.

When the initial investment for System Developm@aist was $100,000, all scenarios
(Scenario 2, Scenario 5 and Scenario 8) still sklop@sitive NPV regardless of the Margin.
However, Scenario 8 (pays $20 to Building Manager IMES Transmitter per year) cannot
reached NPV breakeven in middle of the project.rétoee, paying $20 to building manager was

slightly a risky decision making for a company.
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When the initial investment for System Developm€nst reached as much as $150,000,
all scenarios (Scenario 3, Scenario 6 and SceBarstill show positive NPV regardless of the
amount of Margin to Building Manager. However, Smém 6 (pays $10 margin) and Scenario 9
(pays $20 margin) cannot reached NPV breakeven iddlen of the project. In this case, a
company was likely to be required to negotiate vithlding manager for exemption of the

margin payment so as to design a feasible busmesdsl.

System Development Cost (Initial Payment)
$50,000 $100,000 $150,000

5250000 5250000 $300.000
$200,000 5200000
$150,000 150,000
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Fig. 9.4 NPV Analysis (Cash Outflow Scenario)
(Blue: Annual NPV, Red: Accumulated NPV)

Furthermore, | implemented Monte Carlo Simulationdach scenario (Fig. 9.5). In three
scenarios, say, Scenario 6, Scenario 8 and Scebatie certainty for acquiring positive NPV
were less than 60%. In order words, if a companulavdike to keep the risk of negative NPV
from the IMES business as less than 40%, then tbpiens were not acceptable from the
beginning. More concretely speaking, when a compangsted $150,000 initially for System

Development, then the only option for a compantai@ would be negotiation with the building
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manager for exemption of the margin. In the samg, wden a company invested $100,000
initially, then the options to take would be eitlparying $10 for the margin or paying nothing to
building manager.

In this way, it is possible to make decision on hmwch margin a company should pay to
building manager so as to make the IMES businessnecially feasible according to the
amount of initial investment. Uncertainty of busieesystem can be evaluated and designed

based on the proposed approach.
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Fig. 9.5 NPV Distributions (Cash Outflow Scenario)
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9.5.2. Cash inflow evaluation

Table 9.6 shows 9 different scenarios for cashan-finalysis. | assume that IMES Utility
Fee would have two different schemes for paymemmftenant shops in the mall; 1) Initial
Payment and 2) Annual Payment. | designed 3 optiongach payment scheme. As for the
Initial Payment, 3 options are $0, $1,000 and $2,p6r shop. As for the Annual Payment
scheme, 3 options are $500, $1,000 and $1,500gaemer shop.

Table 9.6 Cash Outflow Scenario

IMES Utility Fee
(Initial Payment)

$0 $1,000 $2,000
o l_% S500 Scenario 10 Scenario 11 Scenario 12
%3: :§> ;'cé' g $1,000 Scenario 13 Scenario 14 Scenario 15
2 = E $1,500 Scenario 16 Scenario 17 Scenario 18

First of all, the results of the NPV analysis arually summarized in Fig. 9.6. Contrary to
the Cash Outflow analysis, there were greatermistins among the scenarios in the Cash
Inflow analysis. It visually showed that the IME8diness was less likely to be feasible when a
company set the annual payment as $500 regardiéiss amount of the initial payment. In fact,
Monte Carlo Simulation (Fig. 9.7) also showed tpasitive NPV was hardly achieved in
Scenario 1 through Scenario 3. However, the sdnatiramatically improved when a company
would double the annual payment for the IMES Utikee up to $1,000. Fig. 9.6 illustrated that
positive NPV was kept even without requiring anyti&h payment for utilizing the IMES
(Scenario 13) and the certainty for positive NPVrked more than 60% for both Scenario 14
($1,000 for initial payment) and Scenario 15 ($B,86r initial payment). Furthermore, when a
company would triple the annual payment for the B/8tility Fee up to $1,500, the situation
further improved. As illustrated in Fig. 9.7, Sceadl6 through Scenario 18 (requiring $1,500
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for annual payment) resulted in almost 100% cetgafor positive NPV. It meant that the
business risk would extremely minimize when a comypset the annual payment as much as
$1,500 regardless of the amount of the initial pagtn

IMES Utility Fee (Initial Payment)
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F|g 9.6 NPV Analysis (Cash Inflow Scenario)
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IMES Utility Fee (Initial Payment)
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9.6. Chapter Conclusions

The chapter discussed how to analyze uncertaintyusiness systems in investing
emerging technology. The proposed matrix-basedoagpr made it possible to conduct
scenario analysis of a new business more effigiemttl effectively. As a result of Scenario
Analysis and Monte Carlo Simulation, | could idéntseveral key factors for designing
scalable business systems for the IMES. First, rdégg the cash outflow, a company
should carefully design the amount of margin tdding manager according to the initial
investment. When the initial investment exceededentiban $150,000, then the exemption
of the margin should be negotiated with buildingnager. Second, regarding the cash
inflow, design of the annually payment scheme wasencritical than that of the initial
payment. Designing the annual payment as $1,500dwprovide more freedom for a
company to design the initial payment from the teénshops for the IMES service. It
greatly affected the IMES service adoption ratéhenbeginning and the revenue in the end.
The proposed methodology can be applied to any ¢fdausinesses with uncertainty. |
believe that it contribute to design scalability mfsiness system, which in turn, prevent

emerging technology from falling into ‘valley of i’
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Chapter 10. Systems Evaluation on Business

Integration

10.1. Chapter Introduction

| have so far discussed systems evaluation on ditapeess and uncertainty of
business. They can provide insights on degree wipetitiveness and robustness that are
critically important to consider scalability of boess systems. In this chapter, | finally
discuss integration of those factors and busingssation so that a business can be
evaluated from multiple perspectives and to acagustainability in market overtime.

Fig. 10.1 shows the scope of the research in Chdie | attempt to evaluate
business system in terms of its feasibility, padfitity and scalability. For such purpose, |
attempt to integrate Business Model Canvas (BMQ@) 8gstem Dynamics for realizing
seamless evaluation from a business concept lea bperational business system level. |
believed that sustainability of a business canrdeeced through this holistic evaluation
approach shown in Fig. 10.1.

New business development is one of critical isst@ms Japanese companies.
According to the survey of the Ministry of Economirade and Industry (METI),
conducted in March 2010 (n = 729), 71.9% of Japamesnpanies feel necessity for new
business development but only 43.8% of them agtuadive to take actions (METI, 2010).
The other survey of METI "frontier human resourgesrkshop report” (n = 330) shows
that 78.2% of Japanese companies that working on mesiness development are not
satisfied (METI, 2012). Regarding the reasons, @alo60% of the companies pointed out
the lack in-house human resources to lead new éssidevelopment and around 70%
answered the insufficiency of training programsatflis, the status quo for new business
development is important issue for Japanese compabut it is difficult to implement
mainly due to the lack of human resources andsstollead the activities.

The proposed method can support design and evatuptocesses of new business
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development. It enables rapid hypothesis testindwusiness feasibility, profitability and
growth ability that is necessary in early stagbwsiness design.

In the following, | first provide brief explanatisron a method of Business Model
Canvas (BMC) in the section 10.2. The section HEh8ws the proposed method which
integrates BMC and System Dynamics. The sectioa é€xifies that the proposed method
can meet the requirements derived from the purpbdmisiness design. The section 10.5
validates the method by evaluating its effectiverms business practice. | implemented the
validation process within a joint research projedgth a company developing new
businesses. Finally, | conclude the discussions it out future works in the section
10.6.
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[
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Fig. 10.1 Scope of Chapter 10 (Business Integratidvaluation)
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10.2. Business Model Canvas (BMC)

Business Model Canvas (BMC) is a notation of aress developed by Osterwalder
et al (Fig. 10.2). According to the definition, asmess model is “rationale of how an
organization creates, delivers, and captures val(@sterwalder et al, 2010). So they
attempted to propose a tool of visually descrilting rationale of business relations (Fig.
10.2). BMC is used for decomposing a business sateeral elements and design each
element individually and finally integrate themdrd piece of canvas. More specifically, it
divides a business into nine different buildingdider customer segments, value proposition,
channels, customer relationships, revenue stryckeg resources, key activities, key
partners, and cost structure. The pre-defined forfiamlitates to design a business. The

details of each block are summarized in Table 10.1.

The Business Model Canvas ™" St

Customer Relationship{ ) Customer Segments E%

—

Key Partners '§§ : Key Activities ﬁii Value Propositions ‘;7

Key Resources ﬁ Channels @

Cost Structure é} Revenue Streams
S (95§
k

wiwwbusinessmodelgeneration.com EEEsEEs= 0080

Fig. 10.2 Business Model Canvas (BMC)
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The notion of decomposition and integration fitee tundamentals of systems
engineering (SE). SE is “an interdisciplinary agmo and means to enable the realization
of successful system” (INCOSE SE Handbook, p.364,02 and often applied to design
large-scale, complex systems such as space andaa@ios system. It considers both the
business and the technical needs of all customéfs the goal of providing a quality
product that meets the user needs (INCOSE SE Hakdp®62, 2010).

There is no formal order to design each buildirecklwhen using BMC, but | think
it is easier to begin either with value proposiiar customer segments according to my

experience. The first is product-out approach &aeddtter is market-in approach.

Table 10.1 Description of BMC (Osterwalder, 2010)

Name of Descriptions Examples
Block

Customer Defines the different groups oMass market, Niche market,
Segments people or organizations an enterpristegmented  market,  Diversified

aims to reach and serve market, Multi-side platforms

Value Describes the bundle of products arféerformance, Design, Brand, Price,
Propositions services that create value for @ost reduction, Risk reductipn

specific customer segment Accessibility, Newness

Channels Describes how a comparBales force, Web sale, Own store,
communicates with and reaches iRartner store, Wholesale
customer segments to deliver a value

propositions

Customer  Describes the types of relationshipBersonal assistance, Self-service,
Relations  a company establishes with specifisutomated service, Communities,

customer segment Co-creation

Revenue Represents the cash a compamsset sales, Usage fee, Subscription
Streams generates form each customdees, Lending/Renting/Leasing,

segments (Cost must be subtractéicensing, Brokerage fees,
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from revenues to create earnings) Advertising

Key Describes the most important assehysical, Intellectual, Human,
Resources required to make a business modEinancial
work
Key Describes the most important thingBroduction, Problem solving,
Activities a company must do to make itRlatform, Network
business model work
Partners Describes the network of supplig@ptimization, Economy of Scale,
and partners that make the busineBeduction of Risk and Uncertainty,
model work Acquisition of particular resources
and activities
Cost Describes all costs incurred tdixed cost, Variable cost, Tax,
Structures  operate a business model Administration Cost, Labour cost
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10.3. Methodology

10.3.1. Qualitative modelling of business systems

When describing a qualitative business model uBIM{, the relationships among
component are categorized by three different kofd®ws: product and service flow, cash
flow and information flow (Fig.10.3). This is todiitate integration of BMC with system
dynamics. The same type of flow analysis for vimirad) a business structure is proposed
as Customer Value Chain Analysis (Ishii and lin@)&) but the advantage of the proposed
method is its easiness and comprehensiveness dtieet@re-defined components of
business.

For instance, product and service flow moves fratue propositions to customer
segment through channels. Information flow existenf customer segments to key activity
through customer relationship. This representsifaeks from customers such as demands
and preferences. The customer feedbacks are fusémtrto partners as information flow.
Moreover, key activity and key resource are indlgaelements for providing values to
customers, and here exists product and service. ibtven a company is not able to
perform key activities or secure key resourcestgifi it needs suppliers as partners and
product and service flow exists. Key activity, kesgource and partners are all cost factors
and therefore information flow exists to cost stuwe. Based on the cost information, cash
outflow is generated. On the other hand, cashunitogenerated from customer segment to
revenue streams. It represents sales from custorbes difference between cost and
revenues is counted as profits.

| propose to analyse a business system in servidepeoduct flow, cash flow and
information flow so that it can be efficiently tsformed from a qualitative concept to

guantitative stock and flow model using system dyica later.
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10.3.2.

The Business Model Canvas
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Fig. 10.3 Qualitative modelling with Business ModeCanvas
(Created by the author based on Osterwalder €1141)2

The next step is to convert qualitative informatenBMC into qualitative variables

purpose of simulation.
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Quantification of business system elements

for preparing a computer-aided simulation. | preg&MVC-SD conversion matrix (Table
10.2) for the purpose of systematically facilitdte conversion process. Table 10.2 shows
an example. The matrix includes four different &bkes: variable 1, variable 2, variable 3
and variable 4. The circle in the matrix means that variable belongs to the building
blocks on BMC and the variable must be defined Hoilding SD model. The sign S
represents Stock variable, F represents Flow Vatidbrepresents Auxiliary variable and P

represents Parameter. Unit is also defined in tesfsharacter of the variable and the




In Table 10.2, there is a circle in a cell of Costo Segments and variable 1
followed by the sign of S. It means that variabie & Stock variable and must be placed on
Customer Segments building block on BMC. Numbecugtomers is an example. In the
same way, variable 2 belongs to Customer Relatidhs.variable is a Flow variable and
must be placed on the building block. Order Ratk @rder Fulfilment Rate are examples.
Variable 3 belongs to Key Resources. Assets andahumsources can be placed on the
building block. Variable 4 belongs to Cost Struetudnit Production Cost, Unit Material
Cost, Unit Distribution Cost are major parameterbé placed in the building block.

The BMC-SD conversion matrix enables to identifgesgtial variables in a business
systematically and comprehensively. It facilitat®® modelling process for simulation.
Furthermore, it contributes to collaborative workgh multiple people dividing works
such as information search according to each mmgldblock. Decomposition and
integration of variables are further facilitated tyg matrix structure which results in time

reduction of business design process.

Table 10.2 BMC-SD conversion matrix

BMC Blocks
S: Stock Variable Q nf 9 9 ? ?:5 § c7§ Q
2l 5121233 532
. ; o @) py) 0
F: Flow Variable g o (:l g % o ol o (CI:)
A: Auxiliary - -§ @ ol @l 2 %: 3l &
= = b c
Variable S| & o2 3 2 2 3
3| © =| 3 n
P: Parameter o3 =
('7," wn
Variable Name Sign Unit | O Ol O X Xl 3
0| T I| ™l . B B T e
Variable 1 S O
Variable 2 F O
Variable 3 A O
Variable 4 P O
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10.3.3. Quantitative modelling of business system

After quantifying all variables in a business sgstasing the BMC-SD conversion
matrix, | started to build a simulation model oe 8MC using system dynamic. AnyLogic
6.8.0 was used for the modeling. | assumed a spabusiness of new product sales toward
a new market in this research. Fig. 10.4 illustdte model overview.

In BMC, there are nine different building blockagF10.2, Table 10.1) but | build
the system dynamics model with four different subdels: 1) Market Model, 2) Supply
Chain Model, 3) Human Resource Management (HRM) élladd 4) Finance Model (Fig.
10.4). The market model represents penetrationreva product to a market and includes
variables such as market size, adoption rate, nunfb®istomers, sales prices. The supply
chain model represents supply of materials, proadocnd delivery of a new product. The
human resource management model represents empibwme lay off of labors that are
necessary for production. The finance model reptesales and costs of a business and
includes variables such as fixed cost, variablé, @hninistration cost, sales and profit rate.
Each model structure and equation is explained mnodetail below.

) Demand
. * Market Size
Supply Chain Model .
Procurement Production Delivery > Adoption Rate
Supply
r 3
2 Market Model
§ 2 Labor Gap Capacity
2| =] S . y
o £ 5 Competitions
<l 3| =
sl 8] 23 HRM Model \_ Sales Price /
g "é S Employment Layoff
cl o
=|° Labor Cost Sales Volume
\ 4 \ 4 \ 4 \ 4 \ 4

Variable Cost Admin. Cost

Finance Model Ssales Profit NPV
Fixed Cost Tax

Fig. 10.4 Model overview
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10.3.3.1. Market Model

| build the market model on the basis of BB#usion model (Bass, 1969) and
Sterman’s repeated purchase model (Sterman, p3#4,22000). Bass Diffusion Model is
a classic approach to represent non-linear dynaofi¢gisiness system growth overtime
using logistic equation. It enables to considerhbiotternal growth factor and external
growth factor. Sterman’s model is an improvementhef Bass Diffusion Model which
enables to consider not only the first purchase dsib continuous purchases of new
product overtime.

Adoption of a new product (Adoption) is calculateglthe sum of Adoption by Ad
and Adoption by Word of Mouth (Eq.10.1). Adoptiog Bd is the product of Potential
Customer and Ad Effectiveness (Eq. 10.2). AdopbgWord of Mouth is calculated by the
product of Potential Customer, Contact Rate, ProAticactiveness and Customers divided
by Market Size (Eg. 10.3). Division of CustomersNdgirket Size means the probability of
encountering a new product adopter when someonésmeaeone in a market. Contact
Rate represents how frequently a person meets smme@ market. Product Attractiveness

controls the probability of adopting a new prodaiceach new encounter in a market.

Adoption = Adoption by Ad + Adoption by Word of Mouth
(Eqg. 10.1)

Adoption by Ad = Potential Customer X Ad Effectiveness
(Eq. 10.2)

Adoption by Word of Mouth

= Potential Customer X Contact Rate X Product Attractiveness

Customers
x —
Market Size

(Eq. 10.3)
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Customer Order is calculated by the sum of InBlafchase and Repeated Purchase
(Eq. 10.4). Initial Purchase is the product ofiadiSales per Customer and Adoption (Eq.
10.5). Repeated Purchase is the product of Ave@gesumption per Customer and
Customers (Eq. 10.6). | also includes discard gir@duct which is calculated by the
product of Discard Rate and Customer (Eq. 10.#ndans that some customer dislike the

product and stop using it. | assumed that Sale Fsifixed throughout the simulation.

Customer Order = Initial Purchase + Repeated Purchase

(Eq. 10.4)

Initial Purchase = Initial Sales per Customer X Adoption
(Eq. 10.5)

Repeated Purchase = Average Consumption per Customer X Customers

(Eq. 10.6)

Discard = Discard Rate X Customers

(Eg. 10.7)

10.3.3.2. Supply Chain Model

The supply chain model assumes a simple pipehodel developed by stock and
flow connections. It provides the finance modelha8hipment Rate, Production Rate and
Supply Rate. Shipment Rate is calculated by Desti@gment Rate which is the division
of Backlog (Eg. 10.8) and Delivery Time (Eq. 10.Revenue is counted at the time of
shipment. Production Rate is calculated considepragluction time delay (Eq. 10.10).

Inventory is calculated by the integral of ProdactRate minus Shipment Rate (Eqg. 10.11)
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and Material is calculated by the integral of SypRate minus Production Rate (Eg.
10.12).

Backlog = .[ (Order Rate — Order Fullfillment Rate)

(Eq. 10.8)
: . . Backlog
Shipment Rate = Desired Shipment Rate = ——
Delivery Time
(Eq. 10.9)
Production Rate = Delay (Customer Order Rate, Production Time)
(Eg. 10.10)

Inventory = j (Production Rate — Shipment Rate) + Initial Inventory

(Eg. 10.11)

Material = J (Supply Rate — Production Rate) + Initial Material

(Eg. 10.12)

10.3.3.3. Human Resource Management Model

In the human resource management model, Remh&mployee is calculated by the
division of Production Rate by Production per Enypl® (Eg. 10.13). When there is
discrepancy between the two, Labor Gap is caladlayethe subtraction of Employee from
Required Employee (Eq. 10.14). It represents ghladuvawth of a start-up company.
Employment Rate is the division of Labor Gap by diaBdjustment Rate (Eq. 10.15).
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Labor Cost is calculated by the product of NumifeEmployee and Unit Labor Cost (Eq.

10.16). It becomes an input to the finance model.

Production Rate

Required Empl =
equIred BmpIoyee = b oduction per Employee
(Egq. 10.13)
Labor Gap = Required Employee — Employee
(Egq. 10.14)
Emol t Rate — Labor Gap
mpioyment Rate = Labor Adjustment Time
(Eq. 10.15)
Labor Cost = Number of Employee X Unit Labor Cost
(Eg. 10.16)

10.3.3.4. Finance Model

Finance model is composed of cost structure aneniey structure. Assume invoice
to be sent on the basis of the delivery informafram the SCM model (Shipment Rate),
while taking into consideration of uncollectibleggDefault Rate). Revenue is calculated

by the product of these variables and Sales PEqge10.17).

Revenue = Sales Price X Shipment Rate X Default Rate
(Egq. 10.17)

Total Cost is the sum of Operation Cost and AdmastGEq. 10.18). Admin Cost is
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calculated by the product of Operation Cost and id@ost Rate (Eq. 10.19). Operation
Cost is the sum of Variable Cost and Fixed Cost (420). Variable Cost is the sum of
Material Cost, Production Cost and Distribution C¢sq. 10.21). Material Cost is the
product of Unit Material Cost and Supply Rate (E§.22). Production Cost is the product
of Unit Production Cost and Production Rate (Eq23Q Distribution Cost is the product
of Unit Distribution Cost and Shipment Rate (Eq.24). Fixed Cost is calculated by the
sum of Labor Cost and Rent (Eg. 10.25). Labor Ossthe product of Number of

Employees and Unit Labor Cost (Eq. 10.26).

Total Cost = Operation Cost + Admin Cost

(Egq. 10.18)
Admin Cost = Operation Cost X Admin Cost Rate
(Egq. 10.19)
Operation Cost = Variable Cost + Fixed Cost
(Eq. 10.20)

Variable Cost = Material Cost + Production Cost + Distribution Cost

(Egq. 10.21)
Material Cost = Unit Material Cost X Supply Rate
(Eq. 10.22)
Production Cost = Unit Production Cost X Production Rate
(Eq. 10.23)
Distribution Cost = Unit Distribution Cost X Shipment Rate
(Eq. 10.24)
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Fixed Cost = Labor Cost + Rent
(Eq. 10.25)

Labor Cost = NUmber of Employees X Unit Labor Cost
(Eg. 10.26)

The model includes a concept of free cash fltmvevaluating a business system with
actual transactions of money among players. Alh@ser the stock of free cash flow with
a certain time delay. It represents time discrepdretween the purchase and the actual
payment by customers. Depreciation of assets s @asidered to be cash inflow and is
added to the same stock. On the other hand, ca8bveis calculated with the sum of total
cost and investment and deducted from the stoaksuimed that a company would invest a

certain part of its revenue to improve and expaediusiness.
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10.4. Verification

| verify the proposed method examining whetheait meet the requirements for the
purpose. Since it is used for designing and eviagdbusiness system seamlessly, two
requirements can be introduced. The first requirenee reproducibility of the method. A
business concept must be transformed into a sighl&SD model on a piece of canvas. So
| examine if | can convert a visualized businesscept into a SD model on BMC. The
second requirement is functionality of the methd@tree fundamental factors must be
evaluated in terms of business system: feasibgityfitability and growth ability. Therefore,

I examine if | can evaluate the three factors usiiregproposed method.

10.4.1. Verification on reproducibility

In this verification, | assumed a start-up businafssew product sales toward a new
market and examined the model building process. Figh shows the result of SD model
building on BMC. Using BMC-SD conversion matrix (#gndix 3), | could successfully
transform a concept level of business idea intes#wariables in business system and
then built a simulatable SD model on the same BNI€learly shows the reproducibility of
the method for the purpose of designing and evalgdiusiness system seamlessly. The
SD modelling process requires some knowledge otesyslynamics but we can prepare
several pre-defined models in advance which areayn business practice. It means that
the method enable us to evaluate business systekiyganly by setting some value of the
parameters. | think that the method greatly contab rapid hypothesis testing in business

system evaluation and the first requirement isfiegti
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10.4.2. Verification on functionality

The next verification is examination of functiongliof the method. | verify by
running a simulation of the same start-up busiriesd0 years. The assumptions in the

simulation are summarized in Table 10.3 (Baseline).

10.4.2.1. Evaluation on feasibility of business

| first examine whether it is possible to evaluBgasibility of a business. In this
examination, feasibility means that there is nofamadtion in business operation under the
conditions set for the simulation. More specifigallo major deviation occurs between the
variables that are critical for business operasanh as customer order, product delivery,
production and raw material supply. Fig. 10.6 shtdvessimulation results regarding Order,
Shipment, Production and Supply under the basaaamario. It shows that there is no
huge discrepancy between the variables. It meaas tle business operations are
well-balanced and thus we can expect the busisdgely to be feasible. The ideal results
were caused by the proportional setting of theahgarameters in the baseline simulation.
| consistently set the time delay as 1 month fagrgyrocess of shipment, production,
supply. If |1 set those parameters disproportioyatéhen the unbalance of business
operation would occur and business feasibility dowbt be expected. For example, if | set
the supply delay as 2 month and the productionydata3 months, the result becomes as
Fig. 10.7. Since deviation occurs between the bls a more careful management is
required.

Fig. 10.8 shows the state of Backlog, Inventaryd Material in the business
simulation. It illustrates the backlog rapidly irases from the beginning and dissolves
around the end of the second year. Backlog somstimegs about customer loosing so the
lead time reduction should be reconsidered. Reggrttie inventory, it is stable throughout

the simulation period. It implies possibility ofstareduction by compressing the inventory
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level. The model can be used for inventory manageniRegarding the material, on the
other hand, it is fluctuating and there is undepdyin the second year. The undersupply
implies the stop of operation in a production lgwel changed the initial value setting of the
material from 200 to 300 and rerun the simulatibrg(10.9). The result shows that the
undersupply can be resolved but the material coatisly increases to the level of the
initial state in the latter stage of the simulatidinis mainly due to the saturation of the
market which brings about slowdown of customer polertime.

Furthermore, when considering time delay in sug@lymonth) and time delay in
production (3 month) on the same parameter seftimgth the material and the inventory
face undersupply (Fig. 10.10). It implies the stdpoperation in a production line so |
changed the initial value setting as 500 for ththkemd rerun the simulation (Fig. 10.11).
The result shows that the undersupply can be reddlhroughout the simulation but both
the material and the inventory return to increaséhe level of the initial state. It implies
the necessity for optimal supply chain managemenn fthe beginning. The method
enables to simulate different business scenaridyeasd quickly so it can contribute to

enhance feasibility evaluation of business system.
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Fig. 10.6 Order, Delivery, Production, Supply (Bad@ae)
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Fig. 10.10 Backlog, Inventory, Material (Supply Tine=2, Production Time=3)
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10.4.3. Evaluation on profitability of business

Secondly, | examine whether it is possible to eatduprofitability of a business.
With the proposed method, revenues, costs, prafiés,present values, profit rate, net
profit rate and cash flow in a business can beidensd in the simulation.

Fig. 10.12 shows the results of revenue, total aast profit and Fig. 10.13 shows
profit rate and net profit rate under the basebe#ting. It illustrates that the revenue
gradually increases but the total cost exceedsetrenue overtime (Fig. 10.12). The profit
rate gradually aggravates and reaches negative valthe end (Fig. 10.13). It implies
unprofitability of a business so | changed theiahialue setting of sales price from 1500
to 2000 and rerun the simulation (Fig. 10.14). Tésult shows that the revenue exceeds
the total cost and the profit rate can be mainthia€ positive values except for the last
stage of the simulation. We cannot change the maopic behaviour of the profitability
in this business caused but we can manage theahitify by influencing some critical
parameter such as prices. Thus, profitability ofibess can be evaluated with the
proposed method.

In addition to accounting-based analysis such @snige and profit, the method
enables cash flow-based analysis as well. Freeftmashs a term in finance describing a
state of cash in hand in a business or in a compgisyusually calculated by subtracting
cash out from cash in. The advantage of considdreeycash flow is that it can prevent
business insolvency due to liquidity problems alsv@aying attention to cash in hand.
Positive free cash flow means that a business rsaged stably. Negative free cash flow
means that a business might be in danger of batdyrupig. 10.16 shows the result of
cash in and cash out under the baseline settinifudtrates that the cash in exceeds cash
out throughout the simulation period and thus tiee fcash flow is also continuously
positive and increases overtime (Fig. 10.17). plies that there is low risk of black-ink
bankruptcy in this business.

However, when | include 6 months of customer payrdefay in the simulation, the

cash in is relatively delayed to the cash out (E@18). Fig. 10.19 shows the result of
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free cash flow considering the payment delay.dadly shows that there is a certain period
of time when free cash flow is stayed negativem#éans the business is likely to be
bankrupted unless it has some finance measuredeutse company. In this case, the
behaviour of revenue is the same as that of ba&selaiting since accounting based
analysis does not consider payment delay. Timeydefeen occurs in reality and it
critically affects sustainability of business. Agtup business is generally associated with
high uncertainty and its bankruptcy risk is higtheTproposed method can evaluate not
only profitability of a business but also risk arkruptcy so that a company can prepare
some countermeasure beforehand by knowing whenstestage occurs.
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Fig. 10.16 Cash in and Cash out (Baseline)
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Fig. 10.18 Cash in and Cash out (Payment Delay=6)
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Fig. 10.19 Free Cash Flow (Payment Delay=6)
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10.4.4. Evaluation on growth ability of business

Finally, | examine whether it is possible takate growth ability of a business. Fig.
10.20 shows the result of market penetration ofne product to the new market. At the
baseline setting, it acquires around 60% of thekataghare in 5 years and then gradually
loses it until the end of the simulation. This isainly due to the consideration of
obsolescence of the product in the simulation mdsled we can maintain or even increase
the market share by effectively managing advertesgrand word of mouth on the product.

To evaluate such management, | changed the indiae setting of AdEffectiveness
from 0.01 to 0.03 and rerun the simulation. Fig.210shows the result. It represents a
strategy of investing on advertisement and prompteduct adoption. It illustrates 100%
penetration of the market in the end. Advertisememne of the measures to enhance the
market share but it requires a certain amount gdepditure and it might influence
profitability of business. The proposed method eaaluate such systemic issue as well.

Another management strategy is to enhance prodtretc@veness which in turn
influences the product adoption by word of moutlth&nged the initial value setting of
Product Attractiveness from 0.05 to 0.1 and refhum $imulation. Fig. 10.22 shows the
result. As in the case of Fig. 10.21, the marketepation rate drastically improved and it
finally reached 100% (Fig. 10.22). But increasepaiduct attractiveness usually requires
R&D investment or price reduction so this stratedgo has systemic issue of influencing
profitability of business.

Finally, | set AdEffectiveness as 0.02 and Proditttactiveness as 0.06 and rerun
the simulation. Fig. 10.23 shows the result. Iis tase, the market penetration rate rapidly
increases in the beginning and is stably maintaarednd 80%. It implies that appropriate
combination of value setting for these two paramseteakes it possible to control the
demand level for proportioned production and supftyis likely to contribute stable

growth of a business with well-planned investmentdroduction capacities.
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Fig. 10.22 Market Penetration (Product Attractiveness=0.1)
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Fig. 10.23 Market Penetration (AdEffectiveness=0.02
Product Attractiveness=0.07)

Furthermore, the proposed method includes eraployment required by the growth
and labour adjustment according to slowdown ofssafég. 10.24 shows the number of
employees in a company under the baseline settiilfyustrates that the company rapidly
grows according to the increase of customer ortlee company is required to employ
more labors to increase production capacity to tfeetiemand. The trend continues in the
beginning of the simulation but the number of emgpls turns to decrease around the end
of the second year. It means that the market isa&id and over capacity become a critical
issue for business management. It shows when aammpg likely to face lay-off of its
employee but with the simulation result it can jprepa well-balanced employment plan

which can minimize unnecessary lay-off.
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Fig. 10.24 Corporate growth and labour adjustmentBaseline)
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Fig. 10.25 Corporate growth and labour adjustmenti(abor Adjustment Rate=12)

The baseline setting assumes that a companydwemploy and adjust its labour
every month and therefore set the labour adjustriert as 1 month. But some company
recruits new employees only one in a year. So hgéd the initial value setting of Labor
Adjustment Time from 1month to 12 months and rehensimulation. Fig. 10.25 shows the
result. The number of employees incrementally grawthe beginning and maintains its
maximum until the end of the fourth year. The hontal peak of the mountain illustrates it
(Fig. 10.25).

This change greatly affects financial resoltshe simulation. Fig. 10.26 shows the
results of revenue, total cost and profit under draBdjustment Time of 12 months.
Comparing with the baseline setting (Fig. 10.1Bg total cost curve in the graph (Fig.
11.26) has shifted to left-hand side and it excekdgevenue in middle of the simulation.
It means negative profit rates occur as shown ¢gn F0.27. This is mainly caused by the
unnecessary employment which exceeds the requiadugtion capacity to the market
demand. Since Labor Adjustment Time is set as 1@timdhe company cannot promptly
react to lay-off its employees. The proposed methad provide insights on when a
business slowdown and a company is required tofagmployee so it can contribute to
design sustainable growth of a business.
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Fig. 10.27 Profit Rate and Net Profit Rate (Labor Aljustment Rate=12)
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Table 10.3 Assumptions for simulation (Baseline)

Variables Value Unit
Market Size 10,000 person
Contact Rate 2 person/month
Ad Effectiveness 0.01 %
Product Attractiveness 0.0%%0
Initial Sales per Customers Jroduct/person
Average Consumption per Customers 0.@toduct/person
Delivery Time 1 month
Production Time 1 month
Supply Time 1 month
Labor Adjustment Time 1 month
Discard Rate 0.05 %
Sales Price 1500 $/product
Production per Employee 1(erson
Initial Employees 1 person
Initial Materials 200 product
Initial Inventory 100 product
Unit Distribution Cost 100 $/product
Unit Production Cost 200%/product
Unit Material Cost 200 $/product
Unit Labor Cost 2,000 $/person
Rent 10,000 $/month
Admin Cost Rate 0.15 %
Tax Rate 04 %
Discount Rate 0.05 %
Default Rate 0.01 %
Payment Delay 0 month
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Depreciation Rate 0.1 %

Investment Rate 01 %

Initial Investment 1000000%
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10.5. Validation

As a validation of the proposed method, | assessgeriority of the method by
comparing with other conventional evaluation methadihis validation was conducted as a
part of joint research activities with a compangttlactually implements new business
development activities. | asked 7 employees ofdatmpany (staffs of the new business
development office) to be examinees and to use ddterent methods for designing and
evaluating a new business. | introduced analytiadarchy process (AHP) method which
iIs a combination of subjective judgement and systapproach (lkeda et al., 2011). It
enables to make a decision on multiple alternataerding to multiple criteria and the
decision structure can be visualized in three Ey&oal (Top), Criteria (Middle) and

Alternatives (Bottom) as shown in Fig. 10.28.

Goal: Evaluation Method Selection

Rapidity Accuracy Efficiency Coverage Functionality

EXCEL BMC BMC+EXCEL BMC+SD

Fig. 10.28 Structuration of decision making with AHP

On the top of Fig. 10.28, the goal was definedwaduation of method selection. In
the middle shows the five criteria: (1) rapidit®) @ccuracy, (3) efficiency, (4) coverage, (5)
functionality are used to evaluate each methodasgugiairwise comparison. Pairwise
comparison is a mean to compare two different iterd&vidually and provide evaluations

according to the scales (1~9) shown in Table 1Byicomparing an item on the left and
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one on the right, | put the score of 9 (extremalpd), 7 (very good), 5 (moderately good),
3 (fairy good) and 1 (neutral) for one side andnigerse number for the other side. First, |
asked the examinees to answer the importance of @auation criteria using pairwise
comparison seeking the geometric mean of the ps@rvdomparison matrix and then
normalized the result to acquire the relative weafreach criterion. The consistency index
(C.1.) was calculated in Eq. (10.27) to be lessthdal so the comparison results become
consistent and reliable for analysis (lkeda et 20]1). The results shows that rapidity
(0.35), accuracy (0.14), efficiency (0.12), covera@d.28) and functionality (0.12). It
implies the relatively high importance of speed ammprehensiveness of analysis in
business creation practice. Next | asked the exaasito evaluate each method according
to each criterion using the same pairwise compar{able 10.4). At the bottom of Fig.
10.6, there are four methods: (A) proposed metfBdBMC only, (C) BMC + EXCEL,
and (D) EXCEL. | calculated the geometric meanhaf pairwise comparison matrix and
then normalized the result to acquire the relatwere of each method to each criterion.
The consistency index was calculated to be less tha for all the comparison so the
results were reliable for analysis (Ikeda et @11). The results are summarized in Table
10.5.

Table 10.4 Pairwise comparison matrix

y = = o
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o @ @ = z 2. @ @ )
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—-—n
max

Consistency Index (C.1.) = —

Eq. (10.27)

A nax- Eigen Value of the Pairwise Comparison Matrix

n: the number of items included in the Pairwise @arson

Regarding the total score, the highest sca® tive proposed method (0.46) followed
by BMC+EXCEL (0.26), BMC only (0.17) and Excel on{9.11). It implies that the
proposed method hold overall superiority to theeottmethods. In addition, the proposed
method is considered to hold almost the same lefva@tcuracy as the most popular method
of creating a spread sheet using EXCEL. Furthermbeequired the better scores to Excel
in efficiency, coverage and functionality as weRegarding rapidity, BMC and the
proposed method acquired the same score (0.12nplies that transformation process
from qualitative business concept to quantitativeutation model was smoothly conducted
by the examinees without considerable amount of tielay. The propose method does not
have any low score in all the criteria so | thirflatt it can be applicable to business

practices.

Table 10.5 Comparison Results of Proposed Method drConventional Methods (n=7)

Evaluation Criteri
m d
D 5 = (27 = Total
o 2. =g
S S o g S Score
e & | g | B
<
Propose 0.1z 0.0¢ 0.0t 0.1t 0.07 0.4¢
_ BMC Only 0.1Z 0.01 0.0z 0.0z 0.01 0.17%
Alternative
BMC+EXCEL 0.0¢ 0.0¢ 0.0z 0.0¢ 0.0z 0.2¢
EXCEL Only 0.04 0.01 0.0z 0.0z 0.01 0.11
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10.6. Chapter Conclusions

This chapter discussed a new method that integsytgem dynamics and Business
Model Canvas. The aim was to realize seamless porgemeration and its evaluation on
business system. With design thinking technigu®ysaness concept is firstly generated and
visualized using BMC. The business elements argerted into variables using BMC-SD
conversion matrix for system dynamics modelling asichulation. | conducted an
experiment applying the method to business 7 piactirs and assessed the advantages
using AHP (Analytical Hierarchy Process). The resshows that the propose method can
evaluate business feasibility, profitability andowgth ability more effectively and
efficiently comparing with the other conventionatttmods for evaluating business.

The proposed systems evaluation method can coterdgspecially in the early stage
of business design. In design phase, it is necgssaest several hypothesise quickly on
customers, market, and business model and so oer umacertain and insufficient
information. The consistency of design thinking alydamic modelling and simulation can
save the time of evaluation which brings about tmdeantage of business competition.
Furthermore, | think that the method can contridotentrepreneurship education as well.
Generating innovative ideas is very important amgigh thinking is effective for the
purpose but it is not good enough to success aohess. It is worth learning for students to
identify each business element and to understamémdi and complex interaction of
human, cash, material and information within a bess system.

| finally would like to point out the following twaopics as future researches. The
first is the precise measurement of the effectigenia business design activities. In this
research | used AHP for subjectively assessingffieetiveness of the method. Future work
is to implement quantitative and objective meas@m@nsuch as time saving effect of the
method. The second is to increase variety of bgsimeodels that can be designed by the
method. The current model can simulate a produetited business but | will build models
for service-oriented and platform-oriented busingsshe future. For such purpose, |

consider introduction of different simulation tedures such as discrete event simulation
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and multi-agent simulation for describing more ct@rpusiness systems.
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Chapter 11. Conclusions

11.1. Summary of Discussions

All companies today are required to consider soatality of business balancing
their short-term profitability and long-term opeoats within a society and natural
environments. Without sustainability consideratiarjusiness cannot expect its continuous
success any more. However, we do not hold an éstedl methodology to evaluate
sustainability of business systems. | think th&latthe methodology resulted in a lot of
bankruptcy and undergrowth of venture companieayto@iherefore, this research aims to
propose an integrated methodology to evaluate isasiiity of business systems. In
addition, following the research motives originafen my work experiences in aerospace
sector, | applied the methodology for transformimgrofitable regional air transportation
to be a more self-sustained system.

Though regional air transportation carries a reddyi high business risk because of
the thin and fluctuating air traffic demand, itesftplays an important role in the life and
economy of local regions. When the average aifi¢raiemand is above the break-even
level, regional air transport is likely to be automously sustained by the private sector.
However, the situation is different for most regibair transportation systems.

Furthermore, the continuing air deregulation hasnmmted market competition
among airlines. The trend has made it more diffi¢al sustain unprofitable regional
airways through revenue pooling within private camies, resulting in withdrawal from
unprofitable regional airways and the consequeoayl®f regional air transport networks.
Government has provided various financial suppfatsnaintaining unprofitable regional
airways, but studies have criticized the inefficigrof such public assistance. Nobody, to
the best of my knowledge, has explored the possiloif sustaining a regional air transport
system introducing a concept of symbiosis. Thieaesh is the first to focus on the

challenge of designing a more self-sustaining megi@ir transportation system in which
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regional air transport stakeholders collaborateokexist in the market.

In Part 1, | addressed the issues of regionalrairsport system and of evaluating
sustainability of business systems in Chapter 1thed reviewed the literature concerning
regional air transport system sustainability evidua in Chapter 2. In Chapter 3, |
introduced the systems evaluation framework andettiad technologies. Originality of
my research lies in the introduction of symbiotitstainability and the decomposition of
the evaluation framework into stability, durabilignd scalability of business systems.
According to the characteristics of issue, purpafsevaluation and availability of data and
so on, | selected an appropriate technology touat@albusiness systems (Fig 11.1). The
inter-disciplinary, multi-methods approach is oifi¢he strength of this research.

Portfolio Theory (Ch.4) Systems Dynamics (Ch.5)

Fig. 11.1 Business systems evaluation and appliezthnologies

In Part 2, | discussed stability of business systelnis of great importance when

business systems are in maturity stage of theicyifle. Since growth of business is already
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finished, oscillation is a major concern for busseustainability. What | proposed was to
focus on sustaining MVBS within the scope of busisystems. Balancing the benefit and
the risk between the MVBP was the key for stabitifybusiness systems. | examined two
cases in regional air transportation. The firsecaddressed an issue of risk diversification.
The result shows that it is worth considering thiegration of multiple regional airways
that are not individually commercially sustainals. variances in air traffic demand make
it more difficult to manage regional air transpahie portfolio theory drawn from financial
analysis has been used to consider ways of reduousiness risks by diversifying
destinations. The results show that a well-divaagdifportfolio of multiple remote islands
could reduce the commercial risk score for carri@@g combining multiple regional
airways with different traffic movements, a symlgosf airlines can be designed.

The second issue addressed was risk sharing. Wirahiring multiple airways in
order to manage a single airway is not possiblevainen future air traffic demand is still
uncertain, it is worth considering obtaining a nalteaommitment from an airport and
airline to sustainably operate the regional airwdyave examined the validity of the load
factor guarantee scheme enabling airlines to mairitad factors above the break-even
level. The airport is also encouraged to increasenimber of air passengers from the local
community to increase the load factor. By commiftio a load factor, a symbiosis between
an airport and an airline can be designed.

In Part 3, | discussed durability of business systelt is of great importance when
business systems are in decay stage of their tdfecySince the market is not
self-sustainable anymore, special treatments aparesl. | examined two cases again. The
first case addressed an issue of preservation ©héss systems introducing a concept of
air transport ecosystem. When air traffic demarekgected to decrease in the long run, the
commitment to a load factor is unlikely to work, rasther party can guarantee the future.
In such a case, it is important to share the fateregional air transport business among the
regional air transport stakeholders. | have usatkgy dynamics to model and analyse the
inter-dependency among the multiple stakeholdedspopose strategies for sustaining it
as a whole. The benefit of the air transport edesyds that it allows each stakeholder to
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understand that no one can survive without therstheading them to implement proactive
and cooperative countermeasures for the healthygsment of the ecosystem.

The second issue addressed was disruption of lassisgstems. Among several
examples of disruptions such as economic crisisiraldisasters and man-made accidents,
I examined durability of air transport against matudisaster. The 2011 Great East Japan
earthquake and tsunami event showed an exampleewherregional airport facilities,
whose operations often considered being not comailgrcsustainable, can play an
important role in the emergency transport managérdenng the catastrophic natural
disasters. This chapter could highlight a new radetre for regional air transport system.

In Part 4, | discussed scalability of businessesyist It is of great importance when
business systems are in growth stage of theiryidlec In other words, the discussions of
this part can be applicable to any business sitickuainesses have their beginnings. |
examined three cases again. Chapter 9 discussepetibweness of business systems. |
took an example of competitiveness evaluation g@adase regional aircraft market. A
systems evaluation method of Competitive Advantbtgrix (CAM) is proposed and
examined. Chapter 10 treated uncertainty in busisgstem. | took an example of Indoor
Messaging Service (IMES) technology. A matrix-basadertainty analysis was introduced
for effective and efficient financial modelling aedaluation. Chapter 11 finally attempted
to integrate business elements into a businesemysbystems dynamics was used to
integrate with design thinking method called Buss®lodel Canvas (BMC).

The primal purpose of the research was to proposatagrated methodology to
evaluate sustainability of business systems. Inerotword, scalability, stability and
durability of business systems must be integraligl@ated. Thus | integrated the two
systems evaluation frameworks for business sudigityaas shown in Fig. 11.2. It
indicates that there are two different dimensiohsnanagement (horizontal) and design
(vertical) of business systems. Evaluation for ngana@ent is conducted for stability of
business systems focusing on business dimensi@tugtied in Part 2) and also for
durability of business systems on societal dimeng@iscussed in Part 3). On the other
hand, evaluation for design is conducted for sdhthalof business systems in the early
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stage or even before its start (discussed in Bartbélieve that combinational usage of the
evaluation framework and the system evaluation oghintroduced in this research

greatly contributes to evaluate sustainability w§iness systems.

Multi-
perspective
Thinking
Scalability of
Business Systems - _l -
. -~ Business >
Evaluation §—{_  Concept S —
for Design Uncertainty /\[ Competitiveness
Evaluation Evaluation
Business
L » Integration e |
Evaluation

Fig. 11.2 Integrated systems evaluation frameworkof business sustainability
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11.2. Expanded application and limitations

Regarding air transportation business in geneha, dlobalization is an important
issue. Both Airbus and Boeing forecast the incraaleexpansion of air traffic demand,
especially in the Asian market (Global market fastc2012—2031, Airbus, Current market
outlook 2012-2-31, Boeing). Thus, | believe theessh scope should be extended to
trans-national air transportation services. Indrepsnternational flights from regional
airports, especially to Asian major cities, is meiféective rather than expanding major
airports in Japan (Takase and Morikawa, 2005). Thase regional airports are eager to
conduct airport marketing activities to invite Asiaarriers to their local cities. Unlike in
the US and the European Union aviation markets,Nbgheast Asian markets are still
fragmented and the air transportation systems agttvanks in the region are very
inefficient and inconvenient which is primarily cmd by the restrictive bilateral air
services agreements between Asian countries (OuhrLee, 2002). Taking advantage of
the stream of the open sky with foreign countrregjonal air transportation can find its
way to survive in the expanding market.

Moreover, 2012 is the launch year of LCCs in JapHmee new LCCs, Peach
Aviation, Air Asia Japan and Jet Star Japan, amanrphg to operate domestic and
international short-haul flights in the near futuddthough the previous research doubted
the diffusion of LCCs in Asian markets pointing ¢l difference of market conditions and
the regulatory environment (Zhang et al., 2008hwilite U.S and Europe, the recent entry
of LCCs could leverage the revitalisation of regibair transportation in Japan. Passengers
will choose to fly from their local airport if mordirect air routes to Asian large-scale hub
airports are established from local airports andrahsfer time at those hub airports is
reduced. Consequently, passengers’ conveniencesatisfaction are enhanced by the
increasing international flights from local airpoend the country’s entire air transportation
system is likely to become more sustainable. Théhouwlogy proposed in this research

can contributes to the realization through effextiesign of regional air transportation.
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11.2.1. Foreign market application and limitations

Application of the methodology to foreign markettéshnically possible but | think
that the following considerations are further regdi

First of all, it is necessary to consider cultuagpects of management. Although I
believe the methodology contributes to the globesigh, the effectiveness in foreign
markets needs to be determined carefully by fusiméies, since management is strongly
affected by the culture of the country where itwscDeFrank et al., 1985; Hope, 2004). |
suspect that some friction could occur should ttep@sed model be applied to a Western
society. It is often said that Japanese manageisegenerally based on a bottom-up
approach whereas Western management is basedoprdawn approach (Martinsons and
Davison, 2007). Future research should thus puaauaternational comparative study that
includes a cultural perspective. To this end, lehatarted a joint research project with
Purdue University in the U.S., the Delft Universal Technology in the Netherlands, and
the Polytechnic di Milan in Italy.

Second, competitive environment of a market shbeléxamined in details. In Japan,
there are severe competitions between air trarejpmntand high speed train, which greatly
influences commercial sustainability of the regioaa transportation. However, some
country does not hold a well-established high spgesd network such as U.S. and most of
the Asian countries. Some country holds a wellstlaed highway bus network that
competes against air transportation with cheapg&etiprice such as Turkey. High speed
boat and ferry boat are still popular transportaio islander countries. The uniqueness of
competitive environment requires different stratedgr business sustainability.
Furthermore, business sustainability is influenoed only by competition but also by
cooperation with the other means of transportat®ymbiotic sustainability with other
transportation measures needs to be discussedurg &tudies.

Finally, parameters for the simulation model mustchrefully adjusted according to
market conditions. For example, in this study,tltbe price elasticity to demand as -0.74

considering domestic flights in Japan (Yamanou@0QO0). However, price elasticity to
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demand varies according to business category, sgaflight purpose and locations. With
this respect, the global application of the moaejuires further survey on the information
on a target country, airline, airport, governmenhd acommunity and so on.

Macro-economic factors, socio-geographic factorsl apecial constraints on a target
country also should be investigated before the fMindeand simulation process. The
below are the illustration of major information attaka utilized in this research. | believe it

facilitate the modelling and simulation process fioreign market application using the
methodology.
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Table 11.1 Information collected for modelling andsimulation

Category

Information

General Market

Information

Population of a target country (with growth rate)

Gross Domestic Production (GDP) (with growth rate)

Industrial structure of a target country

Air transportation network and passengers (netwddasity,

annual and monthly passengers, growth rate, averages etc.)

Highway network and passengers (private cars)

Highway bus network and passengers

High speed train network and passengers

Naval transport network and passengers

Degree of competition among transportation measures

Seasonality (climate, holiday structure, etc.)

Societal constraints (awareness for environmertyrakdisaster,

labour, etc.)

Foreign Airline

Number of airlines operating in a target country

Degree of competition among airlines operating farget country

Operation cost structure of a target airline

Operational reliability of a target airline

Number of airway operated by a target airline

Number of flight per day operated by a target radrli

Number of flight per day for a target airway opethby a target

airline

Number of aircraft owned by a target airline

Variety of aircraft owned by a target airline

Size of aircraft utilized for a target airway

Average ticket price for a target airway

Discount scheme for a target airway offered byrgetaairline
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Number of airports in a target country

Degree of competition among airports in a targenty

Airport development plan in a target country

Number of passengers utilizing a target airportn(ah and

monthly, growth rate)

Foreign Airport

Operation cost structure of a target airport

Ownership of a target airport

Management structure of a target airport (ATC, rapwerminal
buildings, etc.)

Financing structure of a target airport

Ground access network to a target airport (traus, kaxi, etc.)

Facility of a target airport (parking, restaurastsops, etc.)

General policy for air transportation

Foreign Government

Open sky agreement

(Central and Local)

Subsidy policy and program (central and local)

Tax rates (fuel tax, business tax, consumer tax) et

Management structure (central and local, interticai

Number of residents (growth rate)

Number of tourists (annual and monthly, growth yate

Local ground access network (density, ticket prate,)

Average expenditure by residents

Average expenditure by visitors

Local Community

Accommodation capacity

Subsidy programs (chamber of commerce, etc.)

Outstanding geographic characteristics (remoteorgegbeninsula,

island, inland, highland, coastal, etc.)

Climatic constraints (heavy snow, typhoon, hot \wegtetc.)
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11.3. Future works

11.3.1. Risk Sharing with Local Residents as Investors

As discussed in the thesis, regional air transportaservices with thin demands are
usually maintained with public subsidy. This is @menon practice worldwide but its
sustainability is not assured in the long run ity @ountry. Previous researches mainly
discuss efficiency of air transport operation wstbsidy programs but | think the core
problem lies in continuous demand creation in aifperegion. The current management
practices lucks the perspective of risk and retsimaring with local residents who are
directly benefited from the air transportation sees.

Hence, | propose a new financial framework callegtdl User Finance Initiative
(LUFI) (Fig. 11.3). The hypothesis is that LUFI aatizes future cash flow of a regional
transportation service and request local residémtsvest for it. It implies that local
residents are incentivized to utilize the air t@orgation services for acquiring dividends in
the future. Government guarantees the minimum faetr of the transportation service to
hedge the risk of commercial operators. It encoesagirlines to enter commercially
uncertain airways. Since the load factor is exmkdte be kept high with the incentive
scheme, government’s expenditure is also expeotbd teduced.

| examine the hypothesis in three ways. First, pleament stakeholder analysis for
identifying and understanding their interactionsd asash flow. | build a mathematical
model to simulate financial feasibility. SecondnvVestigate legal constraints to realize the
framework. This should be done with case studieseireral countries. Finally, | investigate
consumer preferences toward the framework. | implena questionnaire to ask their
willingness to invest and how much for the secuflge outcomes contribute to manage
wider range of public transportation services ottiean air transportation that suffers

chronic profit losses. Academically, | can formelat new theoretical framework of public
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Appendix 3 BSD-SD Conversion Matrix

BMC Blocks
O £l 0l o I X X X O
] c| ¥ | c| ol @ @l @] O
S: Stock Variable alel 2 2 SIS S 2
ol ® 2| 8| 8 m > U
- 3| ol 3|3 2| el gl v 2
F: Flow Variable 2| 3 2 o & ol 2 3 g
i®)] = —
A: Auxiliary Variable L‘é’ 3 g % % ® z £
P: Parameter 3| o 2 5 ¢
| > ol a7
> 2} >
('7)" (72}
Name of Variables Sign Unit sl 22 3B 3352
Potential Customers S| person/month O
Customers S | person/month O
Backlog S | product/month O
Inventory S | product/month O O
Material S | product/month OO0
Number of Employee person/month O
Assets S | $/month O
Free Cash Flow S| $/month O O
Adoption F | person/month | O
Discard F | person/month| O
Order Rate F | product/montH O
Order Fulfilment Rate F | product/month O
Shipment Rate F| product/month O
Production Rate F| product/month O
Supply Rate F | product/month O
Employment Rate F| person/month O
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Investment F | $/month O
Depreciation F | $/month O

Cash In F | $/month O

Cash Out F | $/month O
Adoption By AD A | person/month | O

Adoption By WOM A | person/month | O

Customer Order Rate Al product/month O

Initial Purchase Rate A| product/persan O

Repeat Purchase Rate A product/person O

Desired Shipment Rate Al product/month

Required Employee A| person/month

Labor Gap A | person/month O

Supply Order A | product/month

Total Cost A | $/month O
Operation Cost A | $/month O
Admin Cost A | $/month O
Variable Cost A | $/month O
Fixed Cost A | $/month O
Production Cost A | $/month O
Material Cost A | $/month O
Distribution Cost A | $/month O
Labor Cost A | $/month O
Revenue A | $/month O

Profit A | $/month O

Profit Rate Al % O
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Net Profit A | $/month O

Net Profit Rate Al % O

NPV A |$ O

Market Size P | person

Contact Rate P | person/month

Ad Effectiveness Pl %

Product Attractiveness Pl % O

Initial Sales pef

Customers P | product/person

Average Consumption per

Customer P | product/person

Delivery Time P | month

Production Time P | month

Supply Time P | month O
Labor Adjustment Time P| month O
Discard Rate Pl % O

Sales Price P | $/product O

Production per Employee P| person

Initial Employees P | person O

Initial Materials P | product O

Initial Inventory P | product O

Unit Distribution Cost P | $/product O
Unit Production Cost P| $/product O
Unit Material Cost P | $/product O
Unit Labor Cost P | $/person O
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Rent P | $/month O
Admin Cost Rate Pl % O
Tax Rate P| % O
Discount Rate Pl % O
Default Rate Pl % O
Payment Delay P| month O
Depreciation Rate Pl % O
Investment Rate Pl % O
Initial Investment P| $ O
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