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Abstract

This dissertation introduces design for information presentation of motorcycle head-
up display. The research adopted a human-centered design approach to consider
the characterful viewpoint movement of motorcycle rider. The approach utilized
the immersive virtual reality environment for the Human-in-the-Loop simulation.
Conducting experiments using the prototype of the head-up display in the simulation
determined the design parameters for the information presentation system. More
particularly, this dissertation shows the determination procedure for three design
parameters that are the information presentation position, information presentation
quantity, and information presentation timing.

Earlier studies indicate that motorcycle rider observes the road surface carefully
in a characterful way compared to an automobile driver. Hence, it is important to
consider this behavior to design an information presentation system dedicated for
motorcycle. In addition, previous studies for motorcycle reports that liquid crystal
display placed near the speedometer is notoriously difficult to look while riding. The
extent to which viewpoint movement of motorcycle rider determines the effectiveness
of the information presentation system remains unclear and poorly understood.

The design approach for this research adopted the human-centered design to con-
sider the viewpoint movement of motorcycle rider. More specifically, the design
adopted the systems engineering approach considering the Human Systems Integra-
tion.Ideally, measuring the actual motorcycle rider’s viewpoint movement on public
roads is the most accurate approach; however, this approach has major safety is-
sues. Thus, this research utilized a simulation environment to guarantee safety for
the motorcycle rider during the design for information presentation system.

To take consideration on motorcycle rider’s viewpoint movements, the visual con-
figuration of the simulation environment is important. Therefore, this research uti-
lized an immersive virtual reality environment that provides a wide range stereoscopic
field of view to the rider. In addition, the immersive virtual reality environment imple-
mented a scooter-type motorcycle simulator developed in real-scale. This immersive
motorcycle simulator observed motorcycle rider’s characterful viewpoint movement



similar to the real world environment. Consequently, procedure of design for infor-
mation presentation utilized this immersive motorcycle simulator.

Regarding the viewpoint movement of motorcycle rider, this dissertation proposes
a head-up display for motorcycle as the information presentation system. The head-up
display, virtually presented information on or near the road surface has the potential
to bring down the difficulty for the motorcycle rider to obtain information. Therefore,
we constructed and utilized a head-up display prototype to design the information
presentation system. Three design parameters were determined for information pre-
sentation. The parameters are the information presentation position, information
presentation quantity, and the information presentation timing. Experiments con-
ducted using riders in the immersive motorcycle simulator served the determination
procedure for the three design parameters.

The experimental results determined the values of the design parameters. The
value of design parameter for information presentation position was determined to be
positions the lower left and lower right positions relative to the vanishing point of the
road. For the information presentation quantity, the determined value was 5 letters
in case of using Japanese Hiragana. The determined value of design parameter for
information presentation timing was at the timing of 55 meters prior to the target
intersection when riding in an urban area road with 30 km/h speed limit. In conclu-
sion, this dissertation summarizes the design in immersive virtual reality environment
for information presentation of motorcycle head-up display.

Thesis Supervisor: Tetsuro Ogi
Title: Professor, Department of System Design and Management
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Chapter 1

Introduction

This dissertation describes about the design of information presentation using the

Head-Up Display (HUD) for motorcycle, approached with Human-in-the-Loop Sim-

ulation in the immersive Virtual Reality (VR) environment.

In this introduction, Section=1.1 describes about the research background of in-

formation presentation for motorcycle with literature reviews. Section 1.2 describes

about the research purpose of design of HUD for motorcycle, and Section 1.3 will

show the outline and the structure of this dissertation.

1.1 Background

Navigation system for cars has been released on the market as a useful information

presentation system for more than twenty years. On the other hand, navigation

system for motorcycles is still not popularity due to lack of successful information

presentation systems. Currently, some motorcycle riders tend to mount a small Liquid

Crystal-Display (LCD) to their motorcycle to use it as a display device to obtain

navigation information. Although, usability of the small LCD is considered not as

high to be as a navigation system. Also, some research reports that the use of mounted

LCD has issues with safety.

This section introduces the background of information presentation system for

motorcycle. It describes the current situation of information presentation for motor-

1



cycle, explain about the motorcycle rider’s characterful viewpoint movement, describe

about issues of current information presentation for motorcycle, and then introduce

about recent approaches in using HUD.

1.1.1 Current Situation of Information Presentation for Mo-

torcycle

Nowadays cars have navigation systems equipped and has been widely used. Regard-

ing the fact that it is used for cars with great usability to support the driver, it is

necessary that navigation systems for motorcycles shall be equipped as well. The

demand for navigation system can also be observed from a survey done to Japanese

metropolitan motorcycle riders. Survey results[1] shown in Figure 1-1 indicates that

there are high demands of navigation system for motorcycle.

Despite the fact that the survey results are from 2006, there still has not been a

breakthrough to develop a useful navigation system for motorcycles at the moment

in 2016. There could be several reasons why but the sensitiveness of riding the

motorcycle is one of the reasons affecting the issues.

While cars have four wheels, motorcycles only have two wheels which make the

vehicle unstable compared to cars especially under parking state or being rode under

38

51

10 2

Strongly demand Demand
Do not demand Do not demand at all

Figure 1-1: Demands against navigation information in metropolitan area.(Survey by
Japan Safe Driving Center[1], translated to English by author.)
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slow velocity. Though it is known to have stability while riding in some velocity

given from trail, mass distributions and gyroscopic effects, it can easily become in

an unstable state with inappropriate maneuvers or outer force like rocks on the road

surface. Not only rocks or garbage on the road, but any slight thing on the road

surface conditions gives significant attention to the motorcycle riders. For example,

it is known that riders tend to avoid manhole covers placed in the roadway traffic

lanes especially if the road condition is wet or if there is enough road width or traffic

lanes[2]. The behavior to avoid manhole occurs because the manhole covers can be

slippery especially when wet, leading to compromise riders’ safety. Even if it is not in

a wet condition, there are possibilities that there can be heigh difference between the

manhole and the surrounding asphalt because of incorrect installation of manholes

or from the surrounding asphalt being damaged due to lack of maintenance from but

not limited to aged deterioration.

Other reasons can be described from the characteristics of the motorcycle riding

environment being completely exposed to weather conditions, or the size of the vehi-

cle being smaller than cars.General car has a big front glass and a roof to protect the

driver and the equipments from the outside of the vehicle. On the other hand, general

motorcycle has only two wheels, a small windshield with no roof where there is al-

most nothing to protect the rider nor the equipments on the motorcycle or the rider.

Since the devices are exposed completely to the environmental conditions, first of

all, equipped devices need to be water and dust proof to prevent malfunctions. Also,

considering that a display shall indicate informations to the rider, the display shall be

legible under various sunlight conditions. Navigation device necessary to equip con-

front to these severe environmental issues, which to overcome will need technological

breakthroughs or all kinds of efforts using current technologies.

Motorcycle riders, like other vehicle driver, considers about their safety while

riding. Despite the fact that in case of an accident, motorcycle accident severities

are high compared to cars due to the riding environment having their body not

surrounded by the vehicle. Compared to cars, one slight bump with other vehicle

can be fatal, or even a little miss-maneuver can also lead to very dangerous accident.
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Hence, navigation system needs to care not to compromise the rider’s safety more

than the currently provided navigation systems for cars.

The stability of the motorcycle, characteristic of the riding environment, and

rider’s safety concern different from car drivers, makes the rider’s riding behavior

different compared to the car driver. For example, one well known difference is that

motorcycle riders are known to look at the road surface more carefully than car drivers

since the road condition affects the vehicle a lot more compared to cars[3, 4].

1.1.2 Motorcycle Rider’s Characterful Viewpoint Movement

Since motorcycle riders are known to look at the road surface more carefully than car

drivers, motorcycle rider’s viewpoint movement is known to move in a vertical way

compared to the car drivers[3, 4, 5]. Regarding the fact, introducing an information

presentation system to the motorcycle rider needs to carefully understand the rider’s

viewpoint movements. Figure 1-2 and Figure 1-3 shows an example of the viewpoint

movement of motorcycle rider and car driver. Figure shown here was obtained us-

ing an eye-tracking device used throughout this dissertation. Information about the

eye-tracking device and the eye-tracking device’s specifications are described in Sec-

tion 3.1.3.1. The origin of Figure 1-2 and Figure 1-3 is configured as the vanishing

point of the road. The viewpoints are plotted at the sampling rate of 6 data per

second, shows the viewpoint movement of riding/driving a straight road for approxi-

mately 40m. The figures shows the characteristic difference of car driver’s viewpoint

movements move horizontally and motorcycle rider’s viewpoint movements move ver-

tically. Though it is known from previous research that the viewpoint movement has

individual differences[6, 7], the general characteristic of motorcycle rider’s viewpoint

moving in a vertical way compared to the car is considered distinguishable[3].

From previous researches, relationship between viewpoint movement and acci-

dents for cars[6] and motorcycles[8] are both suggested. Hence, since the character-

istic of viewpoint movement is different between cars and motorcycle and viewpoint

movements has relationship with accidents, car’s information presentation can not be

simply imported for motorcycle while ensuring rider’s safety.
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Figure 1-2: Motorcycle rider’s viewpoint movement example.

-20 -15 -10 -5 0 5 10 15 20

Horizontal angle [deg]

-20

-15

-10

-5

0

5

10

15

20

V
er

ti
ca

l 
an

g
le

 [
d

eg
]

Car Driver

Figure 1-3: Car driver’s viewpoint movement example.
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1.1.3 Issues of Current Information Presentation for Motor-

cycle

Introduced in Section 1.1.1, the vehicle difference between cars and motorcycles affects

the environment for equipping devices to a motorcycle. Motorcycle has very little

space for adding a device, which needs to be water and dust proof, and useful under

different sunlight conditions1. These condition are some of the points which is making

the car navigation system difficult to be transferred to motorcycle navigation system.

On the other hand, recent technological development introduced an advanced type of

mobile phone, formally named smartphone, which are nowadays usually pocket-sized

with colorful touchscreen interface that covers most of the front surface.

Smartphone has a perfect size for being mounted to the handle bar or the body of

the motorcycle2, therefore gained popularity which nowadays have dedicated smart-

phone mounting products on the motorcycle market. At the same time, many smart-

phone applications for navigation are currently on the smartphone application market.

Smartphone applications are often called “apps”, available through distribution plat-

forms called app stores (e.g. Google Play for Android devices, App Store for iOS de-

vices). Anyone can easily download and utilize a smartphone application distributed

through the app stores.

Using the smartphone still has problems with LCD legibility under sunlight, and

moreover risks of breaking the smartphone is not so small due to weather conditions

or by dropping the smartphone to the road surface when mounting or dismounting for

operation. Still, since there are plenty of cheap smartphones on the market, and of

course smartphone can be used very useful in daily life, many riders choose to utilize

smartphone rather than having nothing to obtain navigation information.

Not limited in the purpose of obtaining navigation information, recently, usage of

smartphone while driving a vehicle is becoming common. However, it has controver-

sial aspects and has been an issue even before the appearance of smartphones. When
1Such devices are few but on the market, for example, Gathers M G3 by Honda:

http://www.honda.co.jp/bike-accessories/gathers_m/navigation_g3/performance04/
2For example, “Smartphone holder” by Daytona: http://www.daytona.co.jp/products/

series-S00635-genre
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mobile phone was first introduced, currently known to be called as “feature phone”,

talking on the phone, texting, or other operations on the mobile phone became a wide

concern due to distracted driving. Being distracted to the mobile phone is now widely

known that it increases risks of accidents because the driver attention gets distracted

to the task they are performing[9, 10].

Most of the discussions of distraction focus on cars, however, does not exclude

motorcycles in terms of operating the motor vehicle. It also has been studied for cy-

cling which also states about threat to traffic safety[11]. Under current circumstances,

many jurisdictions throughout the world have prohibited the use of mobile phones

during riding in their countries either in usage of handheld, hands-free or both. Nev-

ertheless, many countries do not fully prohibit the usage of navigation system, which

makes the situation complex since smartphones can be utilized and considered as a

dedicated navigation system or as a incorporated control system for the vehicle.

On the motorcycle market, there are few motorcycle dedicated navigation devices

with the concept of mounting a display. The devices can provide anti-glare LCD,

waterproof casing, and secure mount which solves most of the issues compared to

mounting a smartphone. However, the riders still face problems obtaining informa-

tion while driving. The LCD is typically mounted to the handle bar or near the

speedometer, which is at a very low position of the visual field while driving. Since

motorcycle riders keeps high attention to the road surface, the duration capable to

obtain information from the LCD is considered very short. Obviously, the motorcycle

riders will be capable to look at the LCD while the vehicle is stopped, but obtaining

the navigation information only when the vehicle is not moving is very inefficient. The

situation is also reported by the Japan Safe Driving Center[1], from questionnaire to

riders, found that riders are feeling to have a hard time to look at the LCD while

driving. Regarding the rider’s visual behavior, the report[1] concludes with remarks

that mounting the LCD is insufficient as a navigation system for motorcycle. Hence,

in order to provide useful information presentation, rider’s visual behavior needs to be

considered carefully, using different perception needs to be considered. For example,

one alternative perception commonly used is through auditorial perception which is
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currently realized for cars and motorcycle.

Formally known as intercommunication system, the development of intercom and

wireless earphone realized the navigation system to provide audio information to the

rider. Since the rider basically wears a helmet while driving, usage of earphone to pro-

vide audio information have good compatibility with motorcycle rider. Some helmets

have wireless earphone equipped, reflecting the ease of equipping earphones since the

rider is already wearing something on a head covering their ears. Although, audio

information is known to have some disadvantages in providing the information accu-

rately to the rider. In order for the rider to understand audio information accurately,

the rider needs to take some time and listen until the end of the message. The rider

needs to take some time because the auditorial information can only be provided

in a steady stream. Also when the rider is not confident about what they think

they heard, immediate confirmation is difficult which causes confusion. However, the

disadvantages does not mean that audio information is useless. To overcome the dis-

advantages, additional interface for the rider can be provided to communicate with

navigation system. For example, pressing a replay button or speaking a voice com-

mand to replay the auditorial information can be utilized for immediate confirmation.

Another solution can be to combine with visual perception.

Combination of auditorial information and visual information can be seen in

recent navigation systems for cars. Car navigation system has been well devel-

oped with guidelines[12, 13] including detailed with various concerns including visual

information[14]. Visual information is well considered since it is known that drivers

rely a high proportion on their visual perception to obtain informations to drive. How-

ever, it should be noted that there is room for discussion on how high drivers actually

rely on their visual perception and how much proportion can be diverted for naviga-

tion information. There has been many arguments regarding that the proportion is

about 90%, but from a legitimate question of “How much of the sensory input used

in driving is visual and how much is nonvisual?”, Sivak[15] summarises that 90% is

a prematurely and falsely quantitative number. Sivak’s evaluation results indicated

the proportion varies from 83% to 96% and concludes that the actual proportion
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should be considered simply “80% or more”. As the actual proportion of how much

drivers rely on visual information seems high as 80% or more, the actual quantity

is still unclear. Hence, while following the guidelines, using the visual perception for

information presentation will still need to be well studied for safety.

Providing information visually has the benefit of capable to be obtained whenever

the driver thinks they want to obtain. Auditorial information has benefits of not

consuming visual perception, disadvantages of where the driver has difficulties to

control when to obtain. Two perceptions each has both pros and cons in providing

the information, recent navigation system uses both together to complement the

shortcomings. Although, there are other concerns about what information to provide,

since providing too much information can distract the driver and lead to safety issues.

Providing information through whatever perception, it is known that there are

limits of amount of information which human can process in a certain time for phys-

iological reasons[16]. Therefore, providing navigation information to drivers are con-

cerned as distraction since it consumes the limited resource of processable information.

To ensure driving safety and provide informations, regulations and guidelines[12, 13]

has documented the amount of information for certain display positions where it is

capable to place a LCD. However, recent technology development using a concept of

see-through display has realized to provide informations at positions where LCD not

placable. The see-through display is recently known as HUD, can provide information

close to where drivers keep visual attention while driving. Utilizing the concept, it is

expected to be capable of providing information more efficient and useful compared

to placing LCD.

1.1.4 Head-up Display (HUD) for Motorcycle

The emerging technology field named as Augmented Reality (AR) and VR, has real-

ized the ability to actually show see-through virtual informations near to where the

driver looks while driving. The AR and VR technologies of providing see-through

displays, is usually called as a HUD. Commonly, HUD can be realized by using three

components which are, the display device, the optical element, and the combiner[17].
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Figure 1-4 illustrates the basic structure of the HUD with indication of the three

components and how it can be observed by human. The display device is the compo-

nent actually showing the information. The display could be an LCD or a projector

with a screen to diffuse the light source. The optical element controls the focus of the

information to control the focal distance of the virtual information from calculation

using the lens formula. The lens formula and the usage is described in Section 3.2.1

with an example of controlling the focal distance for prototyping. The combiner is the

component where human eye looks through, which combines the virtual image and

what the human eye can see through the combiner. The combiner is generally called

as half-mirror since it has the functionality of looking through and reflecting at the

same time. Typical glass or acrylic board have few percent of reflectance which can

be utilized as a half-mirror by itself, or by sometimes with extra coating to increase

reflectance. Although the mechanism seems simple, utilize the HUD with effective

usability on the vehicle has been very challenging.

Historically, HUD was first proposed for combat aircraft in 1946 by Paul Fitts[18].

Slowly developed through military research, it has gained popularity and manufacture

for combat aircraft started in around the 1960s to the 1970s. After then, HUD was

first imported for commercial airplanes starting in the 1970s, and gained popularity

Combiner 

(Half-mirror)

Optical 

element

(Lens) 

Virtual image

Display

device

Human eye

Figure 1-4: The basic structure of the HUD.
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in the 1990s to 2000s. Equipment of the HUD to automotive vehicles has been

considered since from around 1985[19], and the first manufactured car with HUD

came out in 1988[20] showing a digital speedometer. The HUD development has

being researched by car manufactures[21, 22], and the equipment on cars has started

to grow in the following years. For example, Nissan 240SX in 1989 and Toyota

Crown Majesta in 1991 has been manufactured with the HUD equipped. With using

the HUD, early studies[23] indicated the HUD capability of providing information in

a shorter time compared to the traditional LCD placed at the middle of the vehicle’s

control panel, above or under, the air conditioner and stereo controllers. Although,

car HUD did not gain immediate public interest. It did not gain immediate public

interest since early HUD could not present various informations, most presenting only

display digital speedometers in one color at a high price, which drivers did not think

reasonable for purchase. Hence, it needed to wait for technological development for

miniaturization of the size with various functionality like colorful projection, and also

the cost reduction capable with presenting various types of information for drivers

to feel as a reasonable product. Car HUD has started to gain popularities from

around the 2000s to the 2010s. Though in the year 2016, car HUD is still in the

middle of popularization. With many research and development, improved products

are released gradually with new technologies realizing miniaturization of the size and

cost reduction of the HUD[24]. One of the newly introduced technology for HUD is

the usage of Micro Electro Mechanical Systems (MEMS)-based projector[25, 26, 27].

Utilizing the MEMS-based projector for HUD has realized to manufacture very small

display device.

With the introduction of MEMS-based projector, the HUD equipment for mo-

torcycle has started to earn real consideration. With recent development using the

MEMS-based projector, the HUD became small enough not only as to be equipped on

the motorcycle, but small enough to be as a wearable HUD. Some examples of wear-

able HUD released or considered to be released are Google Glass, Microsoft Hololens,

Sony SmartEyeglass, Epson Moverio, Meta Meta2. For motorcycle HUD, regarding

the fact to provide information close to where rider’s keep attention, placing the com-
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biner regarding the rider’s Field of View (FOV) is necessary. Figure 1-5 illustrates the

concept of the motorcycle HUD design considering the motorcycle rider’s FOV. The

figure also describes three example of placing the combiner regarding rider’s FOV.

The first example ((1) in Figure 1-5) indicates the combiner is equipped to the

helmet, or is equipped as a wearable HUD. In this example, the combiner moves

according to the movement of the head, therefore, the combiner is always in front

of the rider’s eye capable for the rider to see the virtual image. Since the distance

between rider’s eye and the combiner is short, a small combiner can cover a wide

range of rider’s FOV.

The second example ((2) in Figure 1-5) indicates the combiner is equipped to

the motorcycle body. In this example, the combiner is fixed to the motorcycle body,

therefore, the rider will not be able to see the virtual image when they move their

head. Since the distance between rider’s eye and the combiner is longer than the first

example, the combiner will need to be bigger in order to cover the same range of

rider’s FOV.

(1) (2) (3) 

Rider’s field of view

Virtual imageHUD combiner

Figure 1-5: Illustration of HUD equipped motorcycle, with three example indicating
the combiner equipped within the rider’s FOV.
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The third example ((3) in Figure 1-5) indicates the combiner is equipped to where

it is under influence of the front wheel steering angle. In Figure 1-5, it is equipped on

the cover of the font wheel, though it has the same meaning to be equipped on the

fairing or the handle bar. Fairing is a form of a screen or baffle plate attached in the

front part of a motorcycle which used to be called as cowling. Generally, windshields

are included in the definition of fairing as a “transparent portion of a fairing”[28]. In

this example, since the combiner is equipped under the influence of the front wheel

steering angle, the rider will not be able to see the virtual image when they move

their head or when they steer the front wheels. Since the distance between rider’s

eye and the combiner is longer than the other two example, the size of the combiner

needs to be large to cover the same range of rider’s FOV.

Figure 1-6 illustrates how the virtual image looks like through the combiner from

motorcycle rider’s point of view. While Figure 1-5 indicated three examples, tech-

nically, each example is capable to show the same virtual image like Figure 1-6 by

configuration of the display device and optical element. Hence, the most important

fact is not where the combiner is equipped, but the combiner needs to be equipped

capable to show the virtual image considering rider’s visual behavior. For example,

a close location where the rider moves their viewpoints while riding. Considering the

rider’s FOV is important because if the combiner is placed outside of rider’s FOV, it

will have the issues described in Section 1.1.3. In the year 2016, currently there are

Virtual image HUD combiner

Figure 1-6: Illustrated view of seeing the virtual image through the combiner from
motorcycle rider’s point of view.
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no commercialized motorcycle HUD available for practical use. Although, research

study about using the HUD is steadily increasing, and some companies announcing

about motorcycle HUD as a near-future product.

Recent approach for motorcycle HUD adopts the strategy to equip the combiner on

the helmet HUD[29]. The promoted approach typically has the whole HUD equipped

on to the helmet. The approach is also known to be called as Head-Mount Display

(HMD), especially known as a optical see-through HMD. Though in 2016, the work

HMD is recently referred to video see-through HMD which is a type of HMD having

a non see-through solid display covering the whole FOV. Hence, to distinguish the

difference between a see-through HMD and video see-through HMD, this dissertation

uses “HUD equipped helmet” for optical see-through HMD since optical see-through

HMD is literally HUD equipped on to the helmet. Despite the fact that the helmet’s

primary goal is for safety, or about the usability of the HUD, or both, some HUD

equipped helmet has been announced or under develop by various startup companies

through successful funding of crowd-fundings. Some notable examples are Livemap3,

NUVIZ4, and SKULLY5. Although, providing a useful and accurate navigation infor-

mation through HUD equipped helmet using current technology still has difficulties,

and the affects to the motorcycle rider still remains unclear[30]. Hence, even with

successful funding, many startup companies has failed to deliver a product and shut-

down the company. NUVIZ and SKULLY has officially shutdown their company and

failed to deliver products at a level of production, leaving Livemap to be the only

active company at the moment in the end of 2016, which still doing research and

development. One of the example of difficulties with the HUD equipped helmet is

that there are difficulties for the HUD to consider which direction the rider is fac-

ing. When a navigation system wants to inform the rider navigation information, the

information displayed on the HUD needs to consider both directions of rider’s head

direction and the direction of the traveling vehicle . In case of navigating directions

at a crossroads or junctions, navigation system using the HUD equipped helmet will

3https://livemap.info/
4http://www.ridenuviz.com/
5http://www.skully.com/
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need to simultaneously correct the direction in order to navigate the rider to the

correct direction. If there are errors or delays for the real time correction, it can

cause confusion to the rider or can provide false direction based on false sensing of

the rider’s head direction. In order to obtain enough head direction accuracy in real

time, integration of expensive large complex sensing system is unavoidable, which

will be very difficult not only to equip everything on the motorcycle, but also for the

riders to afford the system. Last but not least, information presentation that does

not matter rider’s head directions, like digital speedometer, or informations that does

not need complex sensing, can exclude some technical difficulties for practical use

of HUD equipped helmets. Although, it will still need to consider the rider’s visual

behavior for effective use.

Recently, not a startup companies on crowd-funding but big companies well known

in the automobile industry have also announced about conceptual motorcycle HUD.

For example, BMW announced a conceptual motorcycle HUD at CES2016. There-

fore, situation of research and development in the motorcycle HUD field is recently

changing rapidly. With many companies challenging to realize the motorcycle HUD,

it can described as some proof of indication that there are high demands of motorcycle

rider wanting an information presentation system capable to look while riding.

Though many proposed concepts, reported research progress, or released infor-

mation from companies, the interest is mainly focused on to the structure of the

motorcycle HUD equipped on the helmet. While it is important to address the con-

cept of hardware design for an attractive product promotion, the conceptual design

of the software should also be focused since rider’s visual behavior is important.

Otherwise, there are possibilities of developing a product with insufficient efficiency

continue having the issues described in Section 1.1.3. Described in Figure 1-5, the im-

portant fact is not where or how the combiner is equipped, but it is important that to

show the correct information considering rider’s FOV and rider’s visual behavior. If

there is a purpose of the information to present, for example navigation information,

the motorcycle rider’s visual behavior shall be considered first or at the same time

when designing the hardware, and determine what kind of information presentation
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is efficient.

Information presentation for motorcycle HUD shall be understandable to the cor-

respondent, designed regarding the correspondent’s capabilities in mind. In terms of

“information presentation”, it refers to a relationship between something presenting

some kind of information to the receiver human. However, if the information pre-

sented is man-made, the information presentation can be described as a method of

communication or approach of communication between humans. Historically, com-

munication has evolved to overcome the imperfection of speaking and hearing between

humans. For example, hearing using auditorial perception requires the correspondent

to receive the information when the information is presented. If the receiver human

failed to hear a part of information, it becomes very hard for the receiver to under-

stand the full meaning of the information. The case with the issue within information

presentation for motorcycle is described in Section 1.1.3.

Moreover, communication only using speaking and hearing requires the informa-

tion presentor and receiver to understand the same language, and requires the receiver

to be in the same place and time. The basic information exchange using auditory

has limitation that the information can only exist at the moment when the infor-

mation presentor is speaking the information. To insure a longer existence of the

information, methods of using symbols or drawing paintings has been developed in

the prehistoric times, which can still be observed as cave paintings or parietal arts.

While the drawings were first not well standardized, it developed symbolic written

language to improve the accuracy to pass information from the provider to the re-

ceiver visually. After several years, writing has evolved to preserve permanency of

what is written down, and also alphabets invented for effective communications. In-

stead of direct auditorial conversation between humans, passing written or dawned

information visually has introduced consideration of interaction between the informa-

tion presentor and human receiver, regarding the presentor being an object (paper or

walls) where the information is presented or the information presentation language

(symbols, alphabets). Hence, within the case of information presentation for motor-

cycle HUD, considering the interaction between the information and human needs to
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be focused.

A short summary for Section 1.1 are described as follows. This section first

described the current situation of information presentation for motorcycle in Sec-

tion 1.1.1. Section 1.1.2 explained about the motorcycle rider’s visual behavior hav-

ing a characterful viewpoint movement. Regarding the rider’s visual behavior, Sec-

tion 1.1.3 described issues of current information presentation for motorcycle. Sec-

tion 1.1.4 introduced the HUD for motorcycle as a solution to present information

within the motorcycle rider’s FOV. Furthermore, information presentation design

considering the rider’s visual behavior is needed to be well understood for motorcycle

HUD.

1.2 Research Purpose

This section will first describe the main purpose, and briefly describe about the re-

search approach. Subsequently, the second key claim point is described, which is the

research approach. Details of the research approach is described in Chapter 2.

In Section 1.1, the current situation and the issues of information presentation

for motorcycle has been reviewed. From the literature review, the underlining issue

can be understood that considering the rider’s viewpoint movement is necessary for

motorcycle information presentation. Recent approach propose the use of HUD which

are already used on other types of vehicles. Recent technology development has

realized to miniature the size of the HUD, capable to be equipped on the HUD Some

conceptual proposal has been released from several manufacture companies though it

is not yet practical. Therefore, as illustrated in Figure 1-7, the main research purpose

in this dissertation is to propose and design information presentation for motorcycle

by considering motorcycle rider’s viewpoint movement.

While the main purpose of this research is to design information presentation

for motorcycle, furthermore, the research approach is another key claim point. The

research approach explained in Chapter 2, is an approach of enabling the VR envi-

ronment to perform Human-in-the-Loop Simulation in the early stage of design pro-
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cess. Typically, the use of Human-in-the-Loop Simulation with VR environment can

been seen from many research using the Human-in-the-Loop Simulation to perform

simulations for evaluating the target system (For example, car steer-by-wire system

evaluation[31], study on rollover prevention for sport utility vehicles[32], control of a

wheel loader[33]). Though in this research, the Human-in-the-Loop Simulation is only

enabled as an enabling system to design a different target system, simulated through

the Human-in-the-Loop Simulation. Described in Section 3.2, the target system’s

design is driven by hardware prototyping and evaluated by observing physiological

responses. Figure 1-8 shows the illustrated enabled system. Section 2.1.2 describes

in details about how the VR environment Human-in-the-Loop Simulation enabled

for design of information presentation for motorcycle, and the configuration of the

enabling system is described in Section 3.1.

Rider’s field of view

Information

Viewpoint movement

Figure 1-7: Illustration of information presentation design for motorcycle considering
rider’s viewpoint movement.

Rider

VR Environment

Motorcycle 
Simulator

Riding 
Scenery

Human-in-the-Loop Simulation

Figure 1-8: Illustration of VR environment Human-in-the-Loop Simulation.
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To design an information presentation system for motorcycle, this dissertation

propose an motorcycle HUD. To realize the information presentation system, the

Systems Engineering (SE) approach was adopted based on ISO:15288:2015 [34]. De-

tailed reference from the Systems Engineering Handbook, the design approach adopted

in this dissertation describes the System-of-Interest (SOI) and the enabling systems.

The adopted research approach utilized the methods of Modeling and Simulation[35,

Section 9.1], in a fairly early stage, the concept stage, in the process of system life

cycle process. Usage of live operators, the rider for this dissertation, in simulation

is typically called as Human-in-the-Loop Simulation, and with implementing the hu-

man as an element to highly considered into the SE process is named as Human

Systems Integration (HSI)[35, Section 10.13]. In this research, since it is critical to

violate motorcycle rider’s safety, the human consideration has been used as to con-

duct Human-in-the-Loop Simulation to determine the information presentation design

parameters for motorcycle HUD in the early stage of design.

1.3 Research Outline

The remainder of this dissertation is organized as follows.

Chapter 2 focus on how the design of motorcycle HUD, defining the research

approach and defining the scope of this dissertation based on SE process. It briefly

describes the design parameters for the motorcycle HUD.

Chapter 3 describes about the experimental environment to conduct Human-in-

the-Loop Simulation experiments to clarify and define the effective use for the HUD.

It will describe about the immersive VR environment, and about the prototype of the

motorcycle HUD used in the experiments to determine the values of the motorcycle

HUD design parameters.

Chapter 4, Chapter 5 and Chapter 6 discuss about conducted experiments to de-

termine the design parameter values of the motorcycle HUD. Chapter 7 concludes this

dissertation, about how Human-in-the-Loop Simulation was effectively used utilizing

the VR environment to determine the design parameters of motorcycle HUD.Finally,
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limitations of this research and possible research foresights will be briefly explained.

Figure 1-9 illustrates the outline of this dissertation.

Figure 1-9: Dissertation outline.
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Chapter 2

Information Presentation Design for

Motorcycle HUD

The purpose of information presentation design for motorcycle HUD is to realize in-

formation presentation considering rider’s viewpoint movement. As a future prospect

of the information presentation, it aims to realize an information presentation capa-

ble of providing navigation information. This chapter shows firstly the information

presentation conceptual design, and then specify the information presentation system

based on the Systems Modeling Language (SysML)[36]. Next, the Virtual Reality

(VR) environment is introduced as an enabling system for the design of information

presentation system. Finally, the SysML model of test environment is described to

carry out prototyping in the test environment to determine the design parameters for

the information presentation system.

2.1 Concern in Design of Information Presentation

for Motorcycle HUD

The design performed in this dissertation is a design process inside the concept stage

and development stage described in the system life cycle[37]. Described in Sec-

tion 1.1.3, the current issue of information presentation for motorcycle is that to
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realize an useful information presentation, the rider’s viewpoint movement needs to

be considered. Hence, the Systems Engineering (SE) approach was adopted for the

design of information presentation to consider rider’s viewpoint movement from the

early stage of design. The SE approach was adopted to

• explore, define, refine feasible concepts.

• propose, define, refine viable solutions.

• describe the architecture and the design of the system.

2.1.1 Boundary of the Information Presentation System for

Motorcycle HUD

In this dissertation, the preliminary concept is to provide the navigation information

legible while driving in a safe way. From the understandings of riders behaviors, the

information presentation needs to be concerned to realize such system. Adopting

the SE approach, rider’s viewpoint movement can be considered from the early stage

of design. The term “early stage of design” can be described withing the stages

of generic life cycle stages[37] which defines a framework of life cycle stages that

helps ensure that the system meets its required functionality throughout its life from

the concept stage to the retirement stage. Although the standardized stages are

described independently from concept stage, development stage, production stage,

utilization stage, support stage, and retirement stage, the activities constituting these

stages can be in practice interdependently. Figure 2-1 illustrates the generic life

cycle stages with example of iteration and recursion of the stages indicating the

interdependency between the stages. Inside the figure, the research scope of this

dissertation is indicated with a highlighted background, which are the concept stage

and the development stage. Hence, while this dissertation adopts the SE approach

and is within the concept stage and the development stage of system life cycle it

will not discuss about stages later than the development stage. Note that in case of

developing a product, adopting the SE approach shall consider all life cycle stages for
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a successful product.

To start the concept of the information presentation, first, Figure 2-2 shows a

context diagram of motorcycle generic use. Context level for use of motorcycle can

be described briefly with the motorcycle rider, the motorcycle, the road, and the path

to destination. Generally, when the motorcycle rider rides the motorcycle they head

to a specific destination by riding on the roads. The path to destination is the path

or route of which roads to take to arrive at the destination. In case if the rider can

not obtain the information of path to destination, the motorcycle rider needs to be

Concept Development Production 

Utilization 

Support 

Retirement 

Figure 2-1: System life cycle stages and possible iteration/recursion,with the research
scope indicated in highlighted background.

Motorcycle Rider Motorcycle

Road

Path to

Destination

Figure 2-2: Context diagram of motorcycle generic use.
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aware of the paths to the destination. Fairly, it is possible for the rider to memorize

or be aware of the paths if the route is not complicated or if the path to take is part

of a daily routine. Although, usage of navigation information can be beneficial when

the rider’s destination is an unfamiliar location or when the information can provide

a faster paths to avoid traffic even for memorized paths.

As described in Section 1.1.1, there are high demands for motorcycle riders in

the metropolitan area, where the area has many crossroads. Therefore, navigation

information to inform the motorcycle rider the path to direction is necessary. Figure 2-

3 describes the context of navigation information for motorcycle. In Figure 2-3,

the center is the Navigation Information for Motorcycle which implies the future

prospect of the research scope shown with interactions with the surrounding elements

to consider. One and the most important functional requirement for Navigation

Information for Motorcycle can be described whether the navigation information

can actually navigate the motorcycle rider to the presented direction leading to the

destination.

Figure 2-4 illustrates the context of the interaction between the Motorcycle Rider

and the Navigation Information for Motorcycle. As illustrated in the figure, the

Motorcycle Rider receives the Direction to go at the intersection which is the output

of the Navigation Information for Motorcycle processed through the Information

Presentation. To understand whether the Motorcycle Rider understood the correct

Motorcycle Rider Navigation Information for

Motorcycle

Path to

Destination

Figure 2-3: Context diagram of navigation information for motorcycle
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direction or not, usability analysis within the Human Systems Integration (HSI) can

be used[35, 38]. HSI is known the possibility to improve the overall system design

by implementing to the SE practice for integrating human considerations. Especially

implementing at an early stage of the design, it is known to have the ability to

ensure the HSI domain of Safety [35, Section 10.13.2.1, p. 240]. For this research, the

Safety promotes to minimize the motorcycle rider’s risk of accident, cause of death,

or serious injury. Using Figure 2-4 as an example, the factors that threaten the safety

of the rider can be described on both on the input and the output. For example

on the output, it can be describes like “Encounter danger because of looking at the

information presentation”, “Misunderstanding the information presentation”.

In this dissertation, Output of the system was mainly focused since the Output

is generally done while riding, which regarding HSI Safety, the severity against the

driver is critical. Though it does not mean that Input is not important, but in normal

case when the rider wants to input destinations is before the rider starts riding.

The concept of separating the Input and the Output is common when considering

navigation information systems for automobile. According to Dingus[39], human

factors design for automobile navigation systems has a design principle to first consider

whether the represented functionality is demanding a task to the driver when the

vehicle is “pre-drive” or “in-transit”. “Pre-drive” the planning and attention demanding

tasks(e.g. The rider to input the destination coordinate), and the “in-transit” consists

Direction to go

at the intersection

Motorcycle Rider

Coordinate of

destination

Route 
Calculation 

Input

Calculated

information

Information 
Presentation 

Navigation

informationOutput

Navigation Information

for motorcycle

Figure 2-4: Interaction between the motorcycle rider and the navigation information
for motorcycle.
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tasks that are necessary for efficient system usage while the vehicle is in motion[40].

Consideration of where the demanding tasks is “Pre-drive” or “in-transit” is important

since the required attentions and tasks while driving differs from before the driver

actually starts driving. Note that “Pre-drive” does not include when the vehicle is

stopped or parked since the vehicle has already started to drive and is “in-transit”.

When the vehicle is stopped or parked is considered as “zero speed” category within the

“in-transit”[41]. For example, the “zero speed” in “in-transit” can be seen in modern car

navigation system as providing functions of reconfiguration of destination information

or choosing alternative paths to destination only when the car is stopped or driving

under very low speed. Since “in-transit” functions should be limited to necessity

and convenience[39], the Information Presentation should be the only functionality

described in Figure 2-4 to be used regarding the Safety within the HSI domain.

Focusing on the Information Presentation, to proceed with the design based on

SE approach, it is important to identify what is internal or what is external to the

system to design which has the functionality of Information Presentation. Work on

the SE process at a high level of abstraction can be established using the SysML[36]

considering Information Presentation as a Information Presentation System.

According to Friendenthal[42], SysML is a specification defining a graphical lan-

guage for constructing and documenting visually the system architecture to support

the specification, design, analysis, and verification of systems that may include hard-

ware and equipment, software, data, personnel, procedures, and facilities. As an

extension of the Unified Modeling Language (UML) version 2, SysML can represent

requirements, behavior, structure, and properties of the system and its components.

It is widely accepted from a broad range of industry domains such as aerospace, au-

tomotive, health cares and others. Figure 2-5 shows the nine basic diagram in SysML

divided into three general sets[43]. The general sets are the “Structure Diagram”, the

“Behavior Diagram”, and the “Requirement Diagram”. Also the “Parametric Diagram”

is to be noted as a key diagram in SysML, which is considered in the general sets

of “Structure Diagram” to describe the constraints among the properties associated

with blocks used in the diagrams. SysML is intended to be only a help to specify and
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architect systems, therefore, it does not mean it needs to use all nine diagrams to

represent the system in the SE process. Using the SysML as an enabler to describe

the SE process, it is necessary to draw the diagrams by selecting the necessary dia-

gram and drawing diagrams as many as necessary at the necessary stage of system

life cycle.

In this section, “Block Definition Diagram” from the “Structure Diagram” set, “Use

Case Diagram” and “Activity Diagram” from the “Behavior Diagram” set have been

created to describe the Information Presentation System. Although the diagrams

are SysML diagrams, the diagrams used in this dissertation will be understandable

from knowledge of UML 2.x. “Activity Diagram” in SysML is an extended diagram

of UML’s “Activity Diagram”, “Block Definition Diagram” is an extended diagram of

UML’s “Class Diagram”, and the “Use Case Diagram” in SysML is basically the same

with UML’s “Use Case Diagram”. Though in case for details of specification of SysML

diagrams, see the official pdf[43] or Friendenthal’s “A Practical Guide to SysML The

Systems Modeling Language”[42].

Figure 2-6 shows the block definition diagram for the Motorcycle Navigation Do-

main. A block definition diagram is a diagram often used to describe the hierarchy of

a system which the blocks are used to define a system or component at any level of

the system hierarchy. The Information Presentation System is defined in the figure

as the System-of-Interest (SOI) and the external systems, users, and other entities

SysML Diagram 

Requirement 

Diagram 

Structure 

Diagram 

Block Definition

Diagram 

Internal Block

Diagram 

Package 

Diagram 

Parametric 

Diagram 

Behavior 

Diagram 

Activity

Diagram 

Sequence 

Diagram 

State Machine

Diagram 

Use Case 

Diagram 

Figure 2-5: SysML Diagram Taxonomy
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which the Information Presentation System may interact. It is to be noticed that

the Motorcycle with Navigation System is composed of the Motorcycle, Information

Presentation System, and the Navigation System, indicating that the Information

Presentation System is a part of the Motorcycle with Navigation System, since it is

defined to present navigation information in this research. The Physical Environment

is composed of the Road and the External Entity. The External Entity can repre-

sent any physical object such as a traffic light or other vehicles to describe traffic or

weather which the Rider interacts. The interaction between the Rider and the Ex-

ternal Entity can impact influences to how the Rider interacts with the Motorcycle

and the Information Presentation System. For example, when the Rider sees a traffic

light changing from green to yellow, the Rider needs to apply brakes to stop the ve-

hicle instead of following the navigation information presented through Information

Presentation System. For cases like External Entity representing multiple objects or

entities, multiplicity symbol is sometimes added above the block, on the right side of

the arrowhead. The multiplicity symbol was omitted in Figure 2-6 for simple under-

standing of the Motorcycle Navigation Domain structure. Though in case to indicate

a multiplicity symbol, for example, to indicate External Entity can represent more

bdd [Package] Structure [Top Level Hierarchy]

<<block>>

<<system of interest>>

Information 

Presentation System

<<block>>

Rider 

<<block>>

Physical 

Environment 

<<block>>

Motorcycle 

Navigation Domain

<<block>>

Road 

<<block>>

External 

Entity

<<block>>

Motorcycle 

with Navigation 

System 

<<block>>

Motorcycle 

<<block>>

Navigation 

System 

Figure 2-6: Block definition diagram of the Motorcycle Navigation Domain showing
the Information Presentation System as the system of interest, along with the Rider
and the Environment.
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than one entity, it can add a multiplicity symbol 0..* to represent an undetermined

maximum number of external entities.

With the defined blocks in Figure 2-6, the high-level functionality involved in

operating the motorcycle with the navigation system can be described using a use case

diagram. A use case diagram is a diagram used to describe the relationship between,

the use cases contained in the subject as a functionality, and the actors that is external

to the subject. Figure 2-7 shows the use case diagram of the Operate Motorcycle

with Navigation System with the Run Motorcycle, Present Navigation Information,

and Present Navigation Information contained as use cases. The Motorcycle with

Navigation System is the subject in Figure 2-7 and is depicted as a rectangle. The

Rider and the Physical Environment is an actor that is external to the Motorcycle

with Navigation System shown as a stick figure. Figure 2-7 shows that the Motorcycle

with Navigation System is used by the Rider to achieve the Rider goals defined by

the use cases. The relationship between the use case Navigate Path to Destination

and the use case Present Navigation Information is called the include or inclusion

relationship. The inclusion represents that the Present Navigation Information use

case defines common functionality that is always performed when the Navigate Path

to Destination use cases are performed. Since Figure 2-7 is shown at a high-level

of abstraction, therefore, the composition of the Motorcycle with Navigation System

is not described as actors but included inside the rectangle. To describe the use

case Present Navigation Information with the composition of the Motorcycle with

Navigation System, especially the SOI which is the Information Presentation System,

specification of the use case is necessary.

Figure 2-8 shows the use case diagram at hierarchy level of the Information Presen-

tation System. Defined by the block definition diagram in Figure 2-6, Motorcycle and

Navigation System is external of the Information Presentation System. Figure 2-8 use

case diagram describes that the Information Presentation System has the function-

ality of Present Navigation Information. It is to be noted that external to Figure 2-8

diagram, the Physical Environment still has relationship since the Present Naviga-

tion Information is an inclusion of Navigate Path to Destination shown in Figure 2-7.
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Hence, the relationship is illustrated connected to the Motorcycle and the Navigation

System. The emphasis of Information Presentation System is the operational use

case of Present Navigation Information to address information presentation to the

rider. Therefore, to consider the relationship between the Rider and the Information

Presentation System, the behavior of the Present Navigation Information shall be

described.

The behavior for the Present Navigation Information use case in Figure 2-8 is

shown as the activity diagram in Figure 2-9. The activity diagram expresses the em-

phasize of input and output flow as well as control flow of the behavior. The Present

Navigation Information use case diagram in Figure 2-8 show the Rider, the Informa-

tion Presentation System, the Navigation System and the Motorcycle as actors. To

distinguish the interactions within the Present Navigation Information, Figure 2-9

shows the actions required for the actors in the Present Navigation Information. The

activity partitions, also known as swim lanes, correspond to the Rider, the Informa-

tion Presentation System, the Navigation System, the Motorcycle, and the Physical

Environment which is composed of the Road and the External Entity. All the blocks

Navigate Path 

to Destination

Ride

Motorcycle

Motorcycle with Navigation System

Rider

uc [Package] Use Case [Operate Motorcycle with Navigation System]

Physical

Environment

Present

Navigation

Information 

<<include>>

Figure 2-7: The use case diagram of the rider operating the Motorcycle with Naviga-
tion System.
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here are from the block definition diagram in Figure 2-6. The actions in the activity

partitions specify what action the actors needs to perform. Since the behavior is

a continuous state of “in-transit”, it does not have a initial node or final node, but

continuously interacts with the Physical Environment.

Based on the Figure 2-9, the Rider performs an action to Recognize information

based on the visual information from External Entity(e.g. traffic condition, traffic

light, weather conditions) and the direction information from Information Presen-

tation System. After Recognize information, the Rider then Decide direction, and

Operate motorcycle. The Information Presentation System performs an action to

Present information, and the Navigation System performs Calculate route. The Mo-

torcycle receives the command from the Rider performing Operate motorcycle, which

will move the motorcycle reflecting to the Road as vehicle force. Hence, while the

SOI is Information Presentation System, from the activity diagram Figure 2-9, the

system and actions required to design the Information Presentation System has been

described for the motorcycle HUD.

Present

Navigation 

Information 

Information Presentation System

Navigation

System

Motorcycle

uc [Package] Use Case [Navigation Information Presentation to Rider]

Rider
Physical

Environment

Figure 2-8: Use case diagram of Information Presentation System.
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2.1.2 Enabling Virtual Reality Environment

To proceed the Information Presentation System design considering based on the

activity diagram of Figure 2-9, the Physical Environment and the Motorcycle can be

considered to lead to the Rider ’s safety issue when performing tests of Information

Presentation System using actual human Rider. From block diagram definition in

Figure 2-6, Physical Environment can be identified with the Road and the External

Entity. The External Entity can represent any physical object, such as a traffic light or

another vehicle, with which the Rider interacts. Since the Information Presentation

System is the SOI to design, the Physical Environment interacting with the Rider

needs to be controlled safely. System design under circumstances that have safety

issues often adopt an approach to use simulations.

While there are different types of simulations, a simulation type called Human-

in-the-Loop Simulation can be considered in the case when the human element is

important and when simulation is necessary. Human-in-the-Loop Simulation has a

characteristic of simulation executed in real time with computer-based models to

close the inputs and outputs with a human element of the system[35]. Normally the

simulation approach is used for the SOI, though in this dissertation it aims to apply

the Human-in-the-Loop Simulation as an enabling system.

As described in Section 1.1.3, since the Information Presentation System shall

consider the rider’s viewpoint movement to solve the current issues, the visual infor-

mation in Figure 2-9 needs to provide high presence similar to which is provided by

the External Entity so the Rider can perform the Recognize information action in

a similar action to when the Rider receives the visual information from the Exter-

nal Entity. To ensure the design of Information Presentation System to be useful not

only in the simulation but also when it is used in the Physical Environment, providing

high presence visual information is necessary. Furthermore, the visual information

and the location information shall be synchronized in a continuous way provided from

the simulation. To introduce such simulation environment, this dissertation enabled

the immersive VR environment and constructed an immersive Cave automatic virtual
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environment (CAVE) Motorcycle simulator as a enabling system. Details about VR

and the constructed simulator is described in Section 3.1.

The immersive CAVE motorcycle simulator was put to use with the following

block definition diagram in Figure 2-10. The Immersive CAVE Motorcycle Simulator

is composed of the Motorcycle Simulator and the Immersive CAVE. Adopting the

Immersive CAVE Motorcycle Simulator, the activity diagram in Figure 2-9, Figure 2-

11 illustrates the behavior of the constructed simulator. Comparing with Figure 2-9

and Figure 2-11, the Immersive CAVE replaces the whole Physical Environment

and the Motorcycle Simulator replaces the Motorcycle. Although, the replacement

is designed not to change the basic actions and flows for the Rider, the Information

Presentation System, and the Navigation System. If the actions and the flows changes,

especially the Recognize information action for the Rider changes, there is going to

be possibilities to fail at performing final tests before the production stage in the

system life cycle, or fail when system validation is performed. It shall also be noticed

that the continuous flow is forming a loop in Figure 2-11, between the Rider and

the Immersive CAVE Motorcycle Simulator. The loop is what can be described as

the Human-in-the-Loop Simulation, as the Rider close the inputs and outputs of the

Immersive CAVE Motorcycle Simulator. Since the behavior is showing an closed loop,

bdd [Package] Structure [Immersive CAVE Motorcycle Simulator]

<<block>>

Immersive 

CAVE

<<block>>

Immersive CAVE 

Motorcycle 

Simulator

<<block>>

Motorcycle 

Simulator

Figure 2-10: Block definition diagram of the immersive CAVE motorcycle simulator.
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initial node has been added to the Provide navigation information to indicate where

the simulation will start.

A short summary of this Section 2.1 is organized as follows. The information

presentation system for motorcycle HUD has been described using SysML. The SOI

boundaries have been clarified using the block definition diagrams and the use case

diagrams. From activity diagrams, the actions and the flow for the information presen-

tation system has been described with interacting external systems. To plan tests for

the information presentation system, considering rider’s safety, simulation approach

has been applied. An immersive VR environment was introduced as an enabling

system to serve the test environment to perform the Human-in-the-Loop Simulation.

Since now the information presentation system has been described along with the

enabling system, the design consideration of information presentation for motorcycle

HUD can be processed.
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2.2 Design Parameters of Information Presentation

Described in Section 1.1.4, the HUD has a history of being equipped on vehicles,

which some design consideration can be used within the case of equipment to the

motorcycle as well. Especially literatures for car HUD has similar conditions since car

and motorcycle share the same road to drive or ride. When applying the HUD to the

motorcycle, first, considering some physiological aspects of human vision perception

is necessary. Human visual perception can be described in various parameters[44, 45],

and HUD[46, 47] related parameters can also be determined. While it focuses on how

to configure the hardware of the HUD the basic message addressed is “to provide

information not to disturb attention to driving operations”[47] which is same when

considering information presentation design. Though the hardware parameters are

considerable parameters, the design parameters for the information itself needs to be

considered from a different approach. Information presentation considering viewpoint

movements will not be realized by only the hardware, but rather the design of the

presented information itself needs to be carefully considered.

The design parameters for navigation information itself, has been discussed for cars

around when the HUD first started to be equipped. According to Lunenfeld[40, 48],

for information gathering and processing, there are three main consideration necessary

to concern for motorist navigation and information systems.

In both low and high demand situations, drivers must possess a suitable

store of information, including a trip plan, and must be provided with an

appropriate array of needed information, when they need it, where

they require it, and in a form best suited to their characteristics.

While the best suited to their characteristics are not described in the same section,

Lunenfeld describes it later in the same paper (in the section Characteristics Affecting

Information Handling) as follows.

Too much information, displayed too fast, could lead to overload,

while too little information could lead to decreased vigilance.
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While it states related to when they need it, the quantity of information is dis-

cussed as the important characteristics to consider for information handling. Dingus

and Hulse[39] addressed more detailed design considerations and recommendations

for car navigation information system including the considerations from Lunenfeld’s

work[40], adding some design considerations featuring the HUD as well. In the subsec-

tion of Display location: To HUD or not to HUD?, discussing about the importance

of display placement of the navigation system suggesting to display the information

close as practical to the forward field of view.

From the above literatures, the design parameters for information presentation

can be summarized to the following three parameters.

• Information Presentation Timing

• Information Presentation Position

• Information Presentation Quantity

Since the information presentation is done by display device, the parameters does

has constrains from the display device. For example, lack of luminance of the in-

formation has been a long issue. Without the required luminance, the presented

information can not be recognized by the rider. For the luminance issue, as discussed

in Section 1.1.4, MEMS type laser-projector has ensured some luminance and device

size capable to equip on to the motorcycle. Though the laser-projector still lack of

some luminance under severe weather conditions, but it can be expect that technology

development solves issues relying with luminance and weather conditions. Hence, the

design parameters featured in this dissertation is focused on information presentation

parameters to be investigated through measuring human physiological reaction, on

When, Where, and Characteristics(How much?) to present.

Summarizing in a simple form, the obtained concerns to design of information

presentation for motorcycle HUD can be listed as follows.

1. Motorcycle riders needs to look at the road condition carefully than car drivers

(From Section 1.1.2)

38



2. Motorcycle riders have difficulties looking at mounted LCD (From Section 1.1.3)

3. Motorcycle riders shall be able to confirm the information when rider’s needs

the information (From Section 1.1.3)

4. Visual information presentation for motorcycle rider needs to consider the rider’s

characterful viewpoint movement (From Section 1.1.4)

5. HUD technology can be utilized as as solution to present information within

rider’s FOV (From Section 1.1.4)

6. Design of information presentation shall use HSI to insure rider’s safety (From

Section 2.1.1)

The first and second concerns are described from literature review of motorcycle

rider’s current situation of obtaining information. The third concern indicates that the

navigation system shall provide information when the rider needs the information, like

situations in case of confirmation of the information. While the third concern come

from a perspective by using audio, unless integrating another system to confirmation

the information, there are not many alternatives.

The forth to sixth insight are the concerns from literature review and the adapta-

tion of SE, in how to develop and realize the information presentation system. While

the forth concern states to consider the rider’s characterful viewpoint movement, it

will also need to consider the sixth concern, about safety. In order to consider both

concerns, an environment for design needs a simulator to ensure the safety for de-

sign process, and the simulator will need capable to simulate the rider’s characterful

viewpoint movement. Therefore, enabling system of immersive VR environment is

necessary to simulate the riding environment. Within the environment, prototyping

the Information Presentation System shall be necessary. Figure 2-12 shows what

has been prototyped within the activity diagram shown in Figure 2-11. Comparing

Figure 2-12 and Figure 2-11, the Motorcycle HUD, which is the Prototype, has re-

placed the Information Presentation System. In the following Chapter, Section 3.2

will described the details about the constructed prototype.
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Chapter 3

Experimental Environment

This chapter describes about the experimental environment which was used to con-

duct experiments to clarify the design parameters for the motorcycle HUD. As dis-

cussed in Subsection 1.1.2, the viewpoint movement of motorcycle rider differs from

car drivers’ viewpoint movement. Therefore, the environment to conduct motorcycle

experiment shall ensure a similar environment to the real world environment, whereas

the motorcycle rider performs a similar reactive viewpoint movement.

Regarding the motorcycle riders’ characterful viewpoint movement, it is necessary

to use an environment with large angle of FOV. Utilizing simulation environments

that provides wide range of user’s FOV, such as an immersive projection environment

can be considered to be an useful approach. Immersive projection system such as a

CAVE[49], is capable to cover broad range of the user’s FOV. The CAVE provides

high realistic views of virtual environment, which is considered to be an adequate

environment for simulating car driving or motorcycle riding.

This chapter is organized as follows. Section 3.1 describes about enabling the

CAVE as an immersive CAVE motorcycle simulator. Viewpoint movement compari-

son has been done between the real world, non-immersive environment(3-LCD), and

the immersive CAVE[50]. Section 3.2 will describe about prototyping the motorcycle

HUD for experiments to determine the values of motorcycle information presentation

design parameters[51].
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3.1 Immersive Virtual Reality Environment

Throughout the world, there are many types of motorcycle riding simulator envi-

ronments regarding to the purpose of the simulation. For example, basically each

Japanese driving schools have a simulator to teach a mandatory course to their stu-

dents about safe-driving and dangerous driving and situations. In this case, since

the purpose of the simulator is teaching basics about safety driving, so the most im-

portant element in developing the simulator is to implement scenarios and the user

experience to feel dangers.

For research purpose development, while it is understandable the ideal to aim

developing a simulator very similar to the real world riding environment, the difficulty

of research analysis and the environmental realism are in proportional relation, so

developing a high realistic simulator is not always suitable for simulation research.

One of the benefits of enabling a simulation environments for research is that it can

easily produce the same environmental conditions between trials, and or can easily

change one or several condition. Various conditions in the real world environment are

full with uncertainty, like weather conditions, traffic conditions, pedestrian existence,

road surface conditions, and but not limited to, conditions of the vehicle’s components

like wheels, chassis, engine to screws degradation. So simulating every conditions

similar to realistic conditions is very challenging, therefore, many simulation study

mainly focus to simulate the important perspectives to the research purpose.

In this dissertation, as described in Section 2.2, the main purpose is to determine

the values of design parameters for information presentation considering motorcycle

rider’s viewpoint movement. So the important factor to consider for the simulator is

that the simulator shall provide an environment that motorcycle rider can perform a

similar reactive viewpoint movement to the real world. Furthermore, the experimental

successfulness relies almost entirely on to how the simulated environment will be

showing the driving environment to the motorcycle rider’s.
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3.1.1 Immersive CAVE

Constructing a motorcycle simulator with high visual presence can be considered as

constructing an virtual reality environment, especially when have a real human inter-

acting with the simulator. Starting with some definitions, the virtual reality environ-

ment is known to be defined by the I3 for “Immersion-Interaction-Imagination”[52] or

described by using the Autonomy, Interaction, Presence (AIP)[53]. Although many

people described the term Virtual Reality in many ways[54, 55, 56], including the

introduced two definition above, it appears that the important concepts can be sum-

marized to the following three.

• Interaction in real-time

• Immersion in real-time

• Environment in 3D realistic

For more definitions and understanding about the definitions can be found in work

by Søraker[57].

Taking Zelter’s AIP cube[53] as an example, applying to the immersive CAVE

motorcycle simulator, the VR simulation considering rider’s visual perception, immer-

siveness of the simulator can be seen as one of the variable influencing the Presence

element, whereas the simulator can be described as a variable in the Autonomy and

Interaction.

For the Presence element, there can be two basic technical approach to increase

the immersiveness for the motorcycle rider.

1. Use a non-transparent HMD coving the FOV right in front of their eyes

2. Use big screens covering the whole surroundings of their body

Both approach basically aims to cover the rider’s FOV, though the main difference

is with the characteristic of where the display is placed. Since the HMD’s display is

mounted to the rider’s head, the HMD needs to update the displayed world in a high

frequency with high accuracy depending on the rider’s head movement. Furthermore,
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since the rider’s FOV is covered by a display, the rider can not see the motorcycle’s

body or handle, and moreover, they can not see their hands or arms. Of course,

utilizing various types of sensors may help simulating the driving world and the

motorcycle itself or the covered hands and arms, though the sensor itself can only

sense after the head movement, which always cause delays to update the display

showing the visual riding environment.

Covering the rider’s surrounding with big screens is more realistic approach, since

the screen is always showing the correct visual riding environment. Although, it still

needs to sense and apply the head movement to the displayed riding environment,

though it still is capable of showing the correct previous frame of the riding environ-

ment, so the rider can still see the correct visual environment in the correct direction.

There are also benefits that rider can see the motorcycle’s body, and their own body

parts. Although, compared to the first approach, huge screens big screen which can

be or more than 2 meters by 2 meters per direction, is a huge simulator, regarding

not only the actual size but the financial costs and the difficulties in developing the

application that is capable of syncing all the screens. Putting aside the cost issues,

considering the user experience capable to provide to the rider, the most important

aspect is how to provide high visual riding environment. Therefore, construction and

utilization of the second technical approach was chosen in this dissertation. In detail,

the CAVE system was enabled as an immersive CAVE simulator, putting a full scale

motorcycle simulator inside the CAVE[50].

For the immersive CAVE, a CAVE-clone display system named K-CAVE, con-

structed at the Keio University[58] was used for this dissertation. This K-CAVE has

four screens, in the front, left, right, and the bottom capable of covering the FOV

for the user inside the K-CAVE. The screen size for the front is 2.63 meters in width

and 2.1 meters in height, the left and right screen is 2.1 meters in both width and

height, and the bottom is 2.63 meters in width and 2.1 meters in height. Each screen

is projected using two projectors (NEC, NP 2150J), each projected through a circular

polarizing filter, one left-circularly polarized and the other right-circularly polarized,

providing stereoscopic viewing using 3D glasses which has the circular polarized fil-

44



Circular polarization filter

3D glasses with 
magnetic sensor

Magnetic sensor (transmitter)

PC 

Projectors

Mirror

PC PC 

Gigabit EthernetPC 

PC 

Graphics Workstation

Screen
Simulation Workstation

Figure 3-1: Structure of K-CAVE Immersive CAVE.

ters. For projecting images, the calculation was done by four computers, with one

computer to control rendering information. Each computer is responsible for ren-

dering one screen, installed with two video cards (NVIDIA, Quadro FX3700) where

each video card connected per projector. To sense the head movement, an electro-

magnetic sensor (Ascension Technology, Flock of Birds) was utilized capable to sense

the position and direction. Figure 3-1 shows the overview of the utilized K-CAVE.

Summarized details about the components used to construct K-CAVE are listed in

Table A.1.

In the old days when Personal Computer (PC) were not so fast in computing and

rendering, supercomputers were used to compute and render. Recent technology de-

velopment has realized fast and cheap Central Processing Unit (CPU)s and Graphics

Processing Unit (GPU)s, fast and cheap enough for using PCs for graphical rendering.

Also the network devices has become fast and cheap enough for clustering many PCs.

These factors made systems like CAVE to cluster and use several PCs instead of in-

stalling one or few expensive supercomputers. For systems like CAVE, constructing a

large display system using multiple screens has challenges in handling to render each

screen synchronized. Nowadays, various solutions have been proposed and available
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Figure 3-2: Block diagram of physical architecture of K-CAVE using Ethernet for PC
communication.

depending on the physical architecture and the system size[59]. Normally, the basic

architecture uses fairly cheap and fast Ethernet like Gigabit-Ethernet, communicat-

ing through a closed simple Local Area Network (LAN) to ensure the speed. It is also

to be noted that the speed of technology evolution and cost down has even realised

an enormous system using 72 LCDs and 36 PC[60].

K-CAVE also clusters several PCs for the system. For PC’s communication, the

open library named OpenCABIN[61] was used for this dissertation. OpenCABIN is

an library developed based on the CAVE system which was constructed at Tokyo

University named CABIN[62]. Figure 3-2 shows the block diagram of K-CAVE’s

physical architecture. Using the Ethernet LAN, it has a controller PC as a master PC,

and image rendering PC as slave PCs. Various applications like data visualization[63,

64] to educational usage[65] have been successfully developed using this library. K-

CAVE with OpenCABIN also has capabilities in showing real world images as treating

them as texture objects in OpenGL[66, 67].

The integration of real world images can be applicable in doing simulation which is

based or emulates the real world, without trying to do all the hard modeling for every

little objects by using some pictures from the real world for detailed texture rendering.

This approach has been done for a driving simulator, using a real world scale driving

cockpit installed inside the K-CAVE[68, 69]. This immersive CAVE car simulator
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has been used as a safe environment to study about safety driving[70], regarding that

simulators have high benefits of conducting experimental research safely. That is,

that even if the driver crash into a wall in the virtual world, the driver will never get

physically hurt.

Since immersive CAVE car simulator can be utilized efficiently, there shall be

possibilities in adapting the motorcycle inside the immersive CAVE. Therefore, in

theory, replacing the car hardware to motorcycle hardware, and modification with

the vehicle model used for the car, shall realize the motorcycle simulator inside the

immersive CAVE.

3.1.2 Development for Immersive CAVE Motorcycle Simula-

tor

Based on previous researches of immersive CAVE car simulator, the motorcycle ver-

sion, the immersive CAVE motorcycle simulator was constructed for this dissertation.

In order to integrate the motorcycle simulator inside the K-CAVE, the K-CAVE’s

bottom screen was cut into half and placed the motorcycle simulator on the floor to

prevent any damage to the bottom screen. Figure 3-3 shows the actual picture of the

motorcycle simulator placed inside the K-CAVE, and Figure 3-4 shows the overall

structure.

The motorcycle is made so the rider can actually maneuver the simulator. In the

Motorcycle 
Simulator 

Half of the 
Bottom Screen 

Figure 3-3: Picture of the motorcycle simulator placed inside the K-CAVE.
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Figure 3-4: Structure of the immersive CAVE motorcycle simulator.

real world, motorcycles are unstable and can easily turnover if the vehicle is running

too slow, or if there is no stay while it is on a stop or halt. For experimental research

safeness, any potential harm to the rider shall not be excluded, thus, movements of

roll, pitch, and yaw to the motorcycle body was not added to the simulator. So the

interaction interface between the simulator and the rider has been limited to avoid

potential harm, leaving only the following basic maneuvers.

• Handle operation

• Throttle operation (Accelerator operation)

• Brake operation (Front and back breaking)

Although the simulator has been constructed capable of the rider sitting as a

standard street motorcycle also known as naked bikes or roadsters, or sport bike, from

the limitations of the maneuvers, the riding position was more intended to be similar

to riding a cruiser type or scooter type motorcycles. Hence, the basic maneuvers

where done only by the rider’s hands and arms (Figure 3-5). Also since the research

focuses based on the rider’s viewpoint movement, excluding the roll, pitch and yaw
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Front break 
Rear break 

Throttle grip 

Handlebar 

Figure 3-5: Picture of the motorcycle simulator with indications of the operational
interfaces.

movement of the motorcycle, and the rider’s rather straight riding position can lead

to better expectation of accurate rider’s viewpoint movement.

Figure 3-6, describes the data flow of the immersive CAVE motorcycle simulator

in block diagrams. The simulation is designed including the motorcycle rider inside

the simulation loop, considering the operation that the rider performs. As described

in Section 2.1.2, this kind of simulation study is called the Human-in-the-Loop Sim-

ulation, including the human inside the model, especially but not limited to models

or systems that requires human interaction for analysis[71].

For sensing the rider’s maneuver, potentiometers was used for each operational

maneuver. The specifications of the potentiometers are in Table A.2. The measured

data are sent to the Digital Signal Processor (DSP) (dSPACE, DS1006), and the

analog signals are converted to digital data. In Figure 3-6, θh, ua, ubf , ubr stands for
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Figure 3-6: Block diagram of the simulation model for immersive CAVE motorcycle
simulator.

the amount of voltage measured by the potentiometer. Inside the DSP, the received

data are calculated in a Segel’s front-rear two wheel single track model[72], whereas

the model was originally constructed for the immersive CAVE car simulator[69, 73].

Though the motorcycle dynamics and car dynamics does differ, in this simulator,

the vehicle’s turnover is not what is expected. Considering the rider will stop or

halt while driving, the Segel’s front-rear two wheel single track model is more likely

to have stable riding performance than implementing a true motorcycle dynamics

model which will be better for to observe rider’s viewpoint movements.

The model inside the DSP is first made by Matlab/Simulink, which is converted

to C code and compiled on the platform of DSP. Some variables are dynamically con-

figurable through the application distributed by dSPACE named ControlDesk1. The
1https://www.dspace.com/en/inc/home/products/sw/experimentandvisualization/

controldesk.cfm
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configurable variables are used to configure the initial starting values to 0 for steer-

ing, throttle, front break and rear break potentiometers. Since in Human-in-the-Loop

Simulation, the hardware and sensors that human interacts returns slightly different

initial voltages depending on the temperature and humidity of the experimental room,

dynamic configuration before each experiments is necessary. The Matlab/Simulink

software and the ControlDesk were run on a standard desktop PC. For specifications

for the PC running the Matlab/Simulink, see Table A.3. It is to be notified that the

hardware and the software of the PC has been upgraded during this research, though

there was no measurable difference in simulation performance.

For the model inside the DSP, first, the angle of front wheel δf is calculated based

on the steering wheel gear ratio N , where in motorcycle case can be described as 1

regarding the amount of operated handlebar angle equals to the steering angle. From

the measured voltage of throttle ua, front break ubf , and rear break ubr calculates

the Vehicle speed V . Using the δf and V as inputs for the vehicle model,the vehicle

trajectory X, Y and ϕ are calculated. The calculated results are send through the

Ethernet board (dSPACE, DS4504) installed in the DSP. Instead of Transmission

Control Protocol (TCP), User Datagram Protocol (UDP) was used to send through

the Internet Protocol (IP) network to the immersive CAVE’s master PC for insure

the speed of calculation to render simulation images in real time.

When the immersive CAVE’s master PC receives data through UDP, the master

PC calculates the rendering information for the rider based on the vehicle’s data and

the rider’s position of eye (xh, yh, zh) and direction of eye (ϕh, ϑh, ψh) based on

electromagnetic sensor data. For the riding environment, a virtual riding course was

constructed based on a real town in Japan. The model of the course was built using

a modeling software (Autodesk, 3ds Max) shown in Figure 3-7.The full model size

was made 320m lateral and 205m longitudinal, and a part of the model was used

mainly for the conducted experiments throughout this dissertation. Comparing the

real town and virtual town, and example view of the same intersection is shown in

Figure 3-8. Figure 3-9 shows a scenery of a rider actually riding the simulator.

For more information about the modeled virtual town, information and figures
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Figure 3-7: Virtual town modeling for the immersive CAVE simulator.

Real World Virtual World 

Figure 3-8: Comparison of the real world picture and the constructed virtual world.

Rider wearing 3D glasses with 
magnetic sensor  

Rider operating the motorcycle simulator 

Figure 3-9: Rider riding the motorcycle inside the immersive CAVE simulator.
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are in the Appendix B. As described in Section 1.1.1, since motorcycle rider’s are

known to move their viewpoints on the road, the road width configuration was taken

to consideration when constructing the virtual world. Based on real world’s road

measurement, the virtual world’s road width was configured to be the same width of

4.6m. For zoomed-in overview of the course, see Figure B-1. Geographical location

information about the location of the real town mainly used within this dissertation is

described in Figure B-2. The configuration of road width is illustrated in Figure B-3.

3.1.3 Evaluation of Immersive CAVE Motorcycle Simulator

To evaluate the constructed immersive CAVE motorcycle simulator, comparison of

rider’s viewpoint movement was conducted using a wearable cap-type eye-tracking

device. This eye-tracking device was used for viewpoint movement measurement

with every experiment conducted throughout this dissertation.

3.1.3.1 Eye-tracking device to measure viewpoint movement

The cap-type eye-tracking device(nac, EMR-9) is made from three main components

shown in Figure 3-10. The cap-type head unit is the cap that has three sensors to

record the viewpoint. Figure 3-11 shows the picture of the sensors, showing one visual

camera to record the surroundings, and two pupil detectors each for one eye. The

visual camera has the field angle of 92◦ in horizontal, and 69◦ in vertical. From this

visual camera, the surroundings are recorded in a movie file in the format summarized

in Table 3.1. To use the recorded movie for analysis, the movie file was first converted

to an Motion Picture Experts Group Layer 4 (MPEG4) format. Details about the

conversion is described with a sample bash script in the appendix Code C.1. The

software specification used for conversion is in appendix Code C.2.

The viewpoint movement analysis can be done going through each frame of the

movie, or can be done through looking into the Comma-Separated Values (CSV) files

which can be exportable by operating the eye-tracking device’s controller. Since the

CSV file contains data in 59.94 data per second, it has twice the amount of data
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Cap-type head unit

3.5’’ LCD

View Finder

Controller

Figure 3-10: The eye-tracking device.
The eye-tracking device (nac, EMR-9)

Visual camera

Pupil detector

Figure 3-11: The sensors on the cap-type head unit.
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EMR-9 timeline

Viewpoints

Figure 3-12: Sample frame from the eye-tracking device’s recorded movie.

compared to the movie file which can be find useful. Table3.2 shows the basic format

of the CSV file. Figure 3-12 shows a sample frame from the recorded movie file.

The movie contains two important information which are the viewpoint plot and the

timeline. The left eye are plotted as a +, right eye as a � and the parallax corrected

viewpoint as a ©. The timeline in Figure 3-12 refers to the FrameCounter in the

CSV file shown in Table 3.2. Although the viewpoint movement analysis can be done

by looking frame by frame through the movie, in many occasions, it can be observed

that the recorded movie has some of the frames dropped to be recorded. Going

through the CSV file may be required if the frame to analyze has been dropped from

the movie file.

To analyze the actual viewpoint movement, it is necessary to consider the rider’s

head movement. In the immersive CAVE, since the rider’s eye position and eye direc-

Table 3.1: Movie file format of the eye-tracking device.
Container MP4

Codec MPEG-4 Part 2 Core Profile
frames per second (fps) 29.97

Size 640 * 480
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Table 3.2: The eye-tracking device’s CSV file column explanations.
Column name meaning unit

No. Sequence number -
Time Time s

FrameCounter Frame count [HH:MM:SS:FFF]
LX Width Coordinate for left eye movie pixel
LY Height Coordinate for left eye movie pixel
LP Size of pupil for left eye mm
RX Width Coordinate for right eye movie pixel
RY Height Coordinate for right eye movie pixel
RP Size of pupil for right eye mm
CX Width Coordinate after parallax correction movie pixel
CY Height Coordinate after parallax correction movie pixel
D Viewpoint distance m

D-Sts Data status -
M-Sts Measurement status -
E-Sts Event status -

Magnetic 
sensor 
transmitter

Magnetic 
sensor receiver

Figure 3-13: Immersive CAVE’s electromagnetic sensor.

tion is used for simulation, it is possible to calculate the amount of head movement

from the electromagnetic sensor data values(Figure 3-13. In the immersive CAVE

motorcycle simulator, these values were recorded in the sampling rate of 100Hz.

Another approach is possible by using physical markers which can be recorded
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Table 3.3: Environment comparison experiment’s subject attributes.
Attribute Subject A Subject B

Sex Male Male
Year of license issued 2009 2009

Age Early 20s Late 20s
Daily riding frequency More than once a week Almost none

Last riding date This week More than one month ago
Restrictions for driving license Corrective Lenses None

through the visual camera of the eye-tracking device. This approach is typically used

to observe viewpoint movements recorded in real world environments.In this disser-

tation, the same approach was used to compare the viewpoint movements between

the environments. Comparison was done between with the real world environment,

the non-immersive environment, and the immersive CAVE environment.

Since rider’s driving habit vary from person to person, the comparison experiment

was conducted by the same two subjects. Both subjects obtained the Japanese mo-

torcycle license2 at 2009, and both are male in the 20s. Notable subject attributes

are summarized in Table 3.3.

3.1.3.2 Real World Environment for Comparison

While it has been discussed in Section 2.1.1 about rider’s safety, conducting experi-

ments in middle of the real town’s public roads is very difficult to ensure safety. Since

the modeled location in the immersive CAVE motorcycle simulator has simultaneous

traffic and pedestrians, conducting experiments in the same place was aborted due to

safety concerns.

For the real world motorcycle viewpoint measurement experiment, it was con-

ducted inside the private property of a driving school (Hiyoshi Driving School). The

experiment was conducted when the driving school was at a non-work day, meaning

there are no traffic and no pedestrians for the driving condition, similar to the traffic

conditions of the virtual environments utilized for this dissertation.

Since the motorcycle simulator’s chassis were only intended to use in a Human-
2Ordinary motorcycle license in Japan
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in-the-Loop Simulation study, the simulator’s body or chassis is not possible to ride

through the real world. So for the real world experiment, the most standard motor-

cycle in Japan (Honda, CBR400SFRevo) was chosen for use. This CBR400SFRevo

motorcycle is the model of motorcycle used at driving schools widely in Japan, so no

matter which model the subject is currently riding, it is slightly expected that the sub-

ject shall be familiar with the motorcycle. Although the experiment was conducted

in a driving school using a CBR400SFRevo, the motorcycle used for the experiment

is not the one the driving school uses or owns. The motorcycle was rent from a close

rental shop.

Figure 3-14 show the subject riding the motorcycle, preparing for the experiment.

To measure the viewpoint movements, the subject wore the cap-type eye-tracking

device’s head unit under the helmet. Rider’s head movements were considered by

installing a soft bar stretched from the handle bar to show the red markers using a

standard handle bar mount kit (Figure 3-15). The marker was placed at intervals

of 10 cm up to 70 cm on the bar, making 8 markers on each bar. The eye-tracking

device’s controller were put into a standard backpack which the subject carried while

riding the motorcycle.

3.1.3.3 Non-Immersive Environment for Comparison

Utilizing the same motorcycle simulator used in cave, a non-immersive environment

was constructed using 3-LCD monitors attached in front of the simulator (Figure 3-

16). Two 24 inch display (LG, LG-E2442V-BN) were used for the sides shown as

Display type α, and one 22 inch display (Dell, G2210T) was used for the center shown

as Display type β. While the display size in inches differs, the two models has the

same height of the display area.

This non-immersive environment runs a different simulation software (TASS, Pres-

can v6.3.0) with configured driving models for this motorcycle simulator[74]. The

simulation software runs its software on the Matlab/Simulink (Mathworks, Matlab

R2012) platform, capable of displaying all three monitors with one PC. Though since

rendering the virtual world is heavy task, three graphic cards were installed with

58



Figure 3-14: The subject riding the motorcycle prepared to start the experiment.

each graphic card rendering one screen (See Table A.4 for detailed specifications of

the PC).

Figure 3-17 shows a scenery of the conducted experiment. Same to the immersive

CAVE motorcycle simulator, in the non-immersive simulator the subject can maneu-

ver the simulator by handle operation (steer), throttle operation (accelerate), and

brake operation (front and back). For the experiment, a virtual driving course was

constructed using road data based on the real town, same place with the immersive

CAVE motorcycle simulator (geological location information in Figure B-2). The road

map data was imported using the Prescan import function from OpenStreetMap[75]3.

Based on the imported map, slight modifications to the map was made in the area

outside of the test course so the rider can rider back to the start location. The envi-

ronment parameters (e.g. road width) was configured close as possible to the original

3Map data copyrighted OpenStreetMap contributors.
Available from http://www.openstreetmap.org/
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Marker bar 
Markers 

Markers 

Figure 3-15: Recorded scene from the eye-tracking device showing the marker bar
and the marker.

real town, to be configured same as the immersive CAVE motorcycle simulator’s road

width. The configured road model is illustrated in Figure B-4.

For the viewpoint analysis, since the non-immersive motorcycle simulator does

not have a head tracking system, hence, chose to use the front monitor’s corner as

the marker (Figure 3-18).

3.1.3.4 Evaluation Result and Discussion

To compare the measured results, a scenery was chosen where the subject was riding

straight. 10 continuous viewpoint data was obtained every 0.15 s for comparison.

Since the obtainable viewpoint data from the eye-tracking device is measured as

coordinate data in pixel of the recorded movie file, the viewpoint data needs to be

converted into a spatial coordinate for comparison. The markers appearing in the
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recorded movie was then manually obtained their movie files’ coordinate data as (xm,

ym). From the observable n marker’s coordinates at the stating frame as (xs
m, ysm) and

the following frame for analysis as (xf
m, yfm), each markers coordinates change amount

can be obtained as (xs
m−xf

m, ysm−ysm) which makes the mean of the coordinate change

amount as (x̄m, ȳm).

(x̄m, ȳm) =
( 1
n

n∑
m=1

(xs
m − xf

m),
1

n

n∑
m=1

(xs
m − xf

m)
)

(3.1)

By subtracting the obtained head movement amount Equation 3.1 for each frame

from the recorded viewpoint coordinate data (xe, ye), the head movement amount is

excluded from the viewpoint data becomes the viewpoint movement data (xe − x̄m,

ye − ȳm). To plot the data, the vanishing point in the recorded movie is set as the

origin of the graph (x0, y0), and the data are converted into angles from pixels by

dividing the movie size by FOV of the eye-tracking device’s visual camera.

(x, y) =
( 92

640
(xe − x̄m + x0),

69

480
(ye − ȳm + y0)

)
(3.2)

Display type  

Display type  

Display type  

Figure 3-16: The overview of the non-immersive motorcycle simulator.
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Figure 3-17: Non-immersive motorcycle simulator experiment scenery.

Markers Markers 

Figure 3-18: Markers for non-immsersive experiment.
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Figure 3-19: Comparison between simulation environment (Subject A).
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Figure 3-20: Comparison between simulation environment (Subject B).

The comparison was done by subjects regarding the fact of individual difference in

moving their viewpoints. In figure 3-19 and figure 3-20, the blue data represents the

real environment, red data represent the immersive CAVE, and the green data repre-

sent the non-immersive environment. Results summarized in Table 3.4 and Table 3.5

shows the minimum and maximum viewpoint angle.
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Table 3.5: Minimum and maximum viewpoint angle measured.
Viewpoint Angle

Minimum [deg] Maximum [deg]
X Y X Y

Subject A
Immersive −3.39 −12.46 4.18 −1.81
Real World −0.86 −11.36 1.87 4.46
Non Immersive −2.96 −4.43 −1.39 −3.37

Subject B
Immersive −1.98 −8.63 3.85 −3.68
Real World −2.63 −17.88 4.03 −3.52
Non Immersive −4.83 −2.79 −0.24 −1.99

Shown in Table 3.4, both subjects vertical angular size for non-immersive environ-

ment was the smallest compared to the other two environments. Especially in Subject

A, viewpoint moved only in the range of 0.79◦ vertically, and spent most of the move-

ments horizontally. Subject B showed a big difference between the non immersive

environment and the other two environments. For the horizontal angle, immersive

environment size was 4.85◦ bigger than the real world, but for the vertical angle the

real world was 5.16◦ bigger. Amount of viewpoint movement in both subjects moved

vertically the most in the real world, immersive as next and the least for non im-

mersive environment. Though for the horizontal angle, the immersive environment

moved the most, and real world as next.

Though the data does not show similar results, Figures 3-19 and 3-20 visualize

the characteristic of viewpoint movement showing the immersive environment to be

closer to the real world environment. It is hard to determine how close or is it close

enough, so similar studies comparing the real world and simulation world shall be

discussed. Focusing on the vertical viewpoint movements in Table 3.4, both angle

size and amount of movements for the real world was bigger than the immersive

environment. From a car simulator comparison results, Ogawa et al.[76] suggests

the possibility that the driving behavior can be affected by the subject feeling the

simulation safeness. Yamada et al.[77] also reports possibilities that subjects rec-

ognizing that they are riding inside the simulator environment affects the subject’s

driving behavior including their viewpoint movements. However, since the purpose of
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the simulator environment is to conduct experiments while ensuring the safety of the

driver, it is difficult to completely prevent the driving behavior change since providing

safe environment is one of the purpose of simulation study.

3.2 Prototyping the Motorcycle HUD

In this dissertation, it introduces two motorcycle HUD prototype. The first prototype

was intended to investigate the design parameter value of information presentation

position. Therefore the prototype HUD has been constructed in a rather big size

considering to be equipped on a motorcycle. The second prototype has been refined

based on the determined design parameter value of information presentation position,

which realized the size to be small enough to be equipped on the handle bar.

Since the prototyping is intended to determine the values of information presen-

tation design parameters, the software prototyping was focused on to perform the

tests for the determination of design parameters. Though for the design parameter

Information Presentation Timing, the timing to present needed to be controlled based

on the immersive CAVE motorcycle simulator’s riding environment. Hense, the sec-

ond prototype was constructed with consideration of software implementation to the

prototype of motorcycle HUD.

The first prototype was utilized to conduct experiments described in Chapter 4

and Chapter 5. The second prototype was utilized to conduct experiments described

in Chapter 6.

3.2.1 Structure of the Motorcycle HUD prototype

As shown in Figure 3-21, the motorcycle HUD prototype was constructed to deter-

mine the information presentation design parameter’s values[51]. The prototype uses

an acrylic board that has a 92.6% transparency as the combiner. The display de-

vice is composed of the MEMS-based laser projector (Microvision, Pico Projector

SHOWWX+) which projects to the screen to diffuse the lights. For the optical

element, a non-spherical lens (Eschenbach, 2636–11) was utilized for adjusting the
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Optical 

element

Figure 3-21: Picture of the first HUD prototype.

focal distance. The specification of utilized components are described in Table A.5

for the MEMS-based laser projector, and Table A.6 for the non-spherical lens.

As discussed in Section 2.2, there are many design parameters for the HUD

itself[46, 47], though the focus in this dissertation is about the design parameters

for the presented information. Although, there are parameters to consider some pa-

rameters for the prototype to function as a HUD. One important parameter is the

focal distance of the virtual image, since while the rider moves their viewpoint, they

continuously change the focal distance to the distance of the road surface. Hence, if

the focal distance is not configured properly, issue arise that the rider will have a hard

time obtaining the presented information. The focal length can be easily calculated

using the lens formula (Equation 3.3).

1

A
+

1

B
=

1

F
(3.3)

Since the utilized non-spherical lens has the focal distance F as 90.9 mm (Lens speci-

fications in Table A.6), adjustment for the virtual image’s focal distance by adjusting

the distance between the screen and the lens.

According from the real world viewpoint movement measurement in Table 3.5, the
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vertical viewpoint moved angle can be observed between from −20◦ to 5◦. Illustrated

as Figure 3-23 both subject had the eye height of 1.55m, meaning in case when

the viewpoint is at the angle of −20◦, the rider’s focal distance is 4.53m and the

lateral distance to the road surface is 4.26m. Since human visual perception is not

made to adjust the focal distance further than the object they are looking at (e.g.

in this case, further than the road surface), the focal distance needs to be adjusted

in a distance shorter than the object. Hence, the virtual image’s focal distance was

adjusted to 4.00m. Therefore, from calculating by the Equation 3.3, the distance

from lens to screen A can be determined approximately 93mm. Figure 3-23 shows

the configuration of the display device and optical element based on the calculation

results.

The second prototype uses the same design for the display device, but with rather

smaller combiner. Summarized in Chapter 4, the value of information presentation

position’s design parameter has been determined to two positions, therefore, the two

small combiner are only used. The combiner size is horizontally 140mm and vertically

85.91mm. Though for the combiner to be used conveniently, the combiner itself is

rotated 45◦ so the physical size when utilized differs from the vertical height. Figure 3-

24 shows the overall design of the HUD, equipped to the handle bar[78].

For the second prototype, the display device’s projector has been upgraded to a

successor model of Microvision’s Pico Projector, the MEMS-based laser projector by

-20
1.55 m

Eye position

4.00 m (Focal Distance)

+5

4.26 m

Planar where virtual 
information are presented

road

Figure 3-22: Virtual image focal distance configuration.
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Half mirror

Lens

Screen

Projector

Figure 3-23: The display device, lens, and the combiner configuration for the first
prototype.

Celluon, called PicoPro was utilized (for specifications see Table A.7).

3.2.2 Software of the Information Presentation Prototype

As stated in Section 3.2, throughout this dissertation, the developing a software is

only for determination of the information presentation design parameters values. Al-

though, some kind of software for the motorcycle HUD’s display device to show visual

images. This section briefly describes about the software used or developed for the

experiment conducted in Chapters 4 to 6. Detailed configuration or usage within the

experiment will be described within the experiment’s chapters.
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Figure 3-24: The display device, lens, and the combiner configuration for the second
prototype.

For experiment in Chapter 4, symbols of arrows and exclamation mark were only

used for the information presentation. The presentation timing was manually exe-

cuted, therefore, no special software was developed for the experiment. Figure 3-25

shows a sample of symbol used to informing the rider to turn left at the intersection.

The arrows and the exclamation mark were designed referring to the standard ISO

6727:2012[79]. Rather than automating the timing to show, it was showed by manual

operation to prevent the subject to predict the timing of when the information will

be presented. The image files were made and shown by a standard Notebook type

computer (See Table A.8 for specifications) through presentation mode of Microsoft

Power Point 2010, to the motorcycle HUD’s display device.

Chapter 5 includes two experiment, conducted by two different software. For the

first software, it was made using Perl/TK to show virtual image of symbols defined

based on ISO/IEC 10646[80], which is also well known to be called as Unicode. Since
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the standard updates frequently, it shall be follow the new standard when updated.

In this dissertation it referred to the version ISO/IEC 10646:2014 which has been the

latest standard when the experiment was conducted.

Although, the symbols are defined as letters, many computers can not handle

most of the new defined symbols by default due to limitations from the pre installed

fonts. To solve this issue, additional fonts were installed and used for this research.

For the first experiment, Noto Sans Symbols font (Google, Noto Font Family4) was

installed to show the symbols, and to unify the font, Noto Sans font family was used

to show Japanese and English alphabets.

Based on symbols defined in the ISO/IEC 10646[80], 18 symbols indicating arrows

and exclamation mark were selected, and another 18 symbols from the U+2600–26FF

block (Miscellaneous Symbols Block) was selected for use. All 36 symbols that have

been used for experiment are listed in the Appendix A.9.

For the next experiment conducted in Chapter 5, a program using Perl/TK was

developed to show strings in Japanese (Source code in Appendix C.3). The software

was build with a slight simpler modification to show only Japanese Hiragana. The

file itself is a simple program, first reading a file and parsing each line into an array

to prepare for the experiment. When the experiment starts, the operator manually

Figure 3-25: Sample of arrow used for information presentation position experiment.

4https://www.google.com/get/noto/
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Figure 3-26: Sample of information presentation used for information presentation
quantity experiment.

presses the space key to show and hide information. When all the trials are conducted,

it has a function to show the string END to indicate the rider and the experiment

operator that all trials has been conducted. Figure 3-26 shows a sample information

presented on the HUD.

For experiment in Chapter 6, as software was developed with Perl/TK to show

arrows based on ISO/IEC 10646[80]. For this experiment, since the timing to show

is the aspect we want to investigate, a function to communicate with the immersive

CAVE simulator has be developed. From this experiment, considering the further aim

of the prototype to be equipped on to the motorcycle, the program was developed to

work on a miniature PC, a size attachable to a real motorcycle. The miniature PC

was configured by using a Intel NUC Kit (Intel, DC3217IYE), which has two ports

of HDMI for display output. Other components for the miniature PC is summarized

in Table 3.6. The software developed on this miniature PC uses the same platform

from the previous softwares, Perl/TK. For this miniature PC, the font Symbola was

installed and utilized to handle more symbols defined in ISO/IEC 10646[80]. For

Table 3.6: The miniature PC to run the software for HUD.
Component Product

Base model Intel NUC Kit DC3217IYE
CPU Intel Core i3–3217U CPU @ 1.80GHz

Random Access Memory (RAM) Transcend JM1600KSH–16GL
SSD PLEXTOR PX–64M6M

Wifi+Bluetooth Intel Centrino Advance–N 623
Operating System (OS) Windows 8.1 DSP (64bit)

Application DWIM Perl for Windows 5.14.2.1-v7 (32bit)
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the information presentation timing experiment, three basic symbols was used. The

symbols are U+2B05 for turn left, U+2B06 for go straight, and U+279E for turn

right.

Figure 3-27 shows the system configuration diagram for the information presenta-

tion timing experiment. In Figure 3-27, the Navigation Render Computer indicates

the constructed miniature PC. To control the information presentation timing, the

software needs to use the motorcycle position data(Xγ, Yγ) within the immersive

CAVE motorcycle simulator. To receive the data from the immersive CAVE’s master

PC, UDP/IP was used to for data transfer. Detailed description about designing the

parameters will be in Section 6.1.
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Figure 3-27: Updated system configuration diagram to perform experiments for in-
formation presentation timing
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Chapter 4

Information Presentation Position

This chapter discuss about the experiment conducted to determine the design param-

eter value of information presentation position for motorcycle HUD. The experiment

was conducted using the immersive CAVE motorcycle simulator with an prototype

of motorcycle HUD. Using the eye-tracking device, experiments measuring durations

of the viewpoint movements was conducted. From 10 subjects, the lower left or the

lower right position within the rider’s FOV is determined to be the design parameter

Figure 4-1: Scenery of the experiment to investigate the information presentation
position.
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value of information presentation position for motorcycle HUD. Part of this chapter’s

work can also be found on authors publication[81].

4.1 Information Presentation Position Experiment

Discussed in Section 2.2, considering the information presentation position is important[40,

48]. For motorcycle rider, it is known the rider’s move their viewpoints looking care-

fully on the road, different to the car driver’s viewpoint movement[3, 4]. Furthermore,

it is known that human’s useful FOV changes depending on psychological factors[5].

Hence, in order to determine the design parameter value of information presentation

position, study considering the rider’s viewpoint movement is necessary.

In this dissertation, to evaluate the design parameter value of information pre-

sentation position for the motorcycle HUD, an Human-in-the-Loop Simulation ex-

periment using a immersive VR environment conduction was conducted. For the

experiment, navigation information was presented on the prototype HUD to the sub-

jects while riding the immersive CAVE motorcycle simulator. Using the eye-tracking

device, the subjects viewpoint movement was measured for evaluation. In this exper-

iment, three durations were measured for analysis.

As shown in Figure 4-2, the defined durations are Detection time, Observation

time, and Impartation time. The Detection time is the duration from when the

information is presented to when the rider’s viewpoint moved on to the presented in-

formation. The Observation time is the time from after the rider’s viewpoint moved

on to the presented information until the viewpoint removed from the presented infor-

Detection time Observation time

Information 

presentation

Viewpoint on

information

Viewpoint off

information
Timeline

Impartation time 

Figure 4-2: The defined durations for analysis of the position experiment.
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mation. The Impartation time is the sum of the Detection time and the Observation

time. To measure the durations, the eye-tracking device introduced in Section 3.1.3.1

was used. The recorded movie file was frame forwarded to obtain the moments of

Information presentation, Viewpoint on information, and Viewpoint off information.

For the information presentation, four types of symbolic picture was used. Fig-

ure 3-25 in Page 71 shows the four types of information presented for the experiment.

The information indicates to turn left at the target intersection, turn right at the

target intersection, go straight at the target intersection, and halt/stop before the

intersection. The target intersection is told to the subject at the intersection where

the convenient store is. Figure 3-8 in Page 52 shows the real world view and the

modeled view of the convenient store.

The timing for information presentation to the motorcycle HUD was done manu-

ally in a distance about 40m from the target intersection. It was chosen to manually

operate the information presentation timing to prevent the subjects from trying to

predict the information presentation timing, though it was roughly controlled around

40m since information presentation timing has the potential to affect the defined

durations in Figure 4-2. Figure 4-3 illustrates the information presentation timing,

target intersection, and the directions the rider will rider following the information

presented through the motorcycle HUD.

To determine the value of information presentation position, the HUD was divided

Target

intersection

Straight

Right

Information 

presentation timing 

Left

40 m

Figure 4-3: The test course used for the information presentation position experiment.
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Figure 4-4: The HUD positions divided into nine positions.

Upper 

Middle 

Lower 

Left Center Right 

Figure 4-5: Nine positions labeled with names.

into nine positions based on the road’s vanishing point to be the center. The divided

positions are illustrated in Figure4-4) as an image from the rider’s view. The divided

positions were labeled with names (e.g. 1 for Upper Left, 5 for Middle Center, 9

for Lower Right) as shown in Figure 4-5. It has been divided in about 5◦ up and

down,and right and left, based on the center position. Although it is to be noted

that the road’s vanishing point from the rider’s view is extremely difficult to precisely

maintain the relation of position. Since road’s vanishing position is determined only

by the relative position relation between rider’s riding posture, which moves while
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riding, also differs between people’s height or sitting height, and their riding habits.

Preliminary design can be done by regarding to standardized sitting positions[82,

83], though it shall be considered to have functionality of configuration for each rider’s

physical descriptions and riding posture, considering to be designed human-centered.

Within the conducted experiment, the basic configuration was done by referring to

the standards[82, 83], though it required configuration for subject to subject, asking

to the subject before each experiment starts per information presentation position.

For each information presentation position, four types of information indicating

directions to head or to halt/stop were presented. Figure 4-6 shows the four symbols

indicating to the rider to turn left, turn right, go straight at the target intersection,

or to halt/stop before the target intersection. The information presentation was done

in a random order of the four types, and the number of times presented vary from

three to four times. Order randomization was done by using a simple script of Perl

using the rand function. The number of times information presentation was done

per type is not fixed to prevent the rider from predicting how many trials are left or

what information type will come next. Although, “Turn right” was always used for

the last trial, to let the subject ride in a longer distance within the modeled course

for relaxation.

(a) Turn left (b) Turn right

(c) Go straight

  

(d) Stop/Halt

Figure 4-6: The four types of information presented for information presentation
position experiment.
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Experiment subjects were informed the following information before the experi-

ment started.

• Ride the motorcycle simulator as if you are riding a motorcycle in the real world

• There will be no traffic danger but try not to crash or cause accidents

• Navigation information will be presented on the HUD while approaching the

intersection

• Understand the navigation information and follow the instructed navigation

information

• Four types of information will be used for instructions

• The simulation will be done more than 10 times per position

The experiment was conducted to 10 subjects who has motorcycle driving license in

Japan. The subjects are all Male with the age from 20’s to the 50’s.

4.2 Experimental Results of Information Presenta-

tion Position

Total of 1177 trials were conducted, though 10 trials were unable to obtained data

for analysis due to the movie file dropping the frames to analyze. For the explana-

tion about the eye-tracking devices movie file, see Page 53 in Section 3.1.3.1. From

the experimental results, total of 1167 data were obtained from 10 subjects. The

subject understood the presented information correctly for all the trials which has

been confirmed through subject’s motorcycle operation and the instructed navigation

information. Table A.10 in the appendix shows the number, means and standard

deviations of the obtained data. First, two-way Analysis of variance (ANOVA)

was conducted on the nine information presentation “Position” and the information

“Type” as independent variables, on each defined durations (Detection time, Obser-

vation time, and Impartation time). Factor “Position” were statistically significant
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at the .01 significance level on all three defined durations.

The results of Detection time shown in Table 4.1, the effect of “Position” yielded

an F ratio of F (8, 1131) = 10.33, p<.001, indicating a significant difference. The

effect of “Type” yielded an F ratio ofF (3, 1131) = 1.82, p>.05, indicating that the

effect of “Type” was not statistically significant. Since there was no interaction, post

hoc comparisons using the Tukey HSD test was conducted, which indicated significant

differences between several condition. Figure 4-7 shows the significant differences ( *

Table 4.1: Two-way ANOVA of Detection Time by Position and Type.
Source SS DF MS F P

Position 3.399 8 0.425 10.334 0.000
Type 0.224 3 0.075 1.82 0.142
Position * Type 1.025 24 0.043 1.039 0.411
Error 46.494 1131 0.041
Total 267.502 1167
Corrected Total 51.268 1166

Table 4.2: Two-way ANOVA of Observation time by Position and Type.
Source SS DF MS F P

Position 4.165 8 0.521 5.467 0.000
Type 0.134 3 0.045 0.47 0.704
Position * Type 2.214 24 0.092 0.969 0.506
Error 107.699 1131 0.095
Total 431.106 1167
Corrected Total 114.284 1166

Table 4.3: Two-way ANOVA of Impartation time by Position and Type.
Source SS DF MS F P

Position 12.923 8 1.615 11.701 0.000
Type 0.641 3 0.214 1.549 0.2
Position * Type 3.462 24 0.144 1.045 0.404
Error 156.137 1131 0.138
Total 1230.06 1167
Corrected Total 173.523 1166
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Figure 4-7: Detection time means and statistical differences from Tukey HSD test on
nine positions.
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Figure 4-8: 3D graph plot of means Detection time for nine positions.
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p<.05), and Figure 4-8 shows the means in a 3D graph plot.

The results of Observation time shown in Table 4.2, the effect of “Position” yielded

an F ratio of F (8, 1131) = 5.47, p<.001, indicating a significant difference. The effect

of “Type” yielded an F ratio of F (3, 1131) = 0.47, p>.05, indicating that the effect

of “Type” was not statistically significant. Since there was no interaction, post hoc

comparisons using the Tukey HSD test was conducted, which indicated significant

differences between several condition. Figure 4-9 shows the significant differences ( *

p<.05), and Figure 4-10 shows the means in a 3D graph plot.

The results of Impartation time shown in Table 4.3, the effect of “Position” yielded

an F ratio of F (8, 1131) = 11.70, p<.001, indicating a significant difference. The effect

of “Type” yielded an F ratio of F (3, 1131) = 1.55, p>.05, indicating that the effect

of “Type” was not statistically significant. Since there was no interaction, post hoc

comparisons using the Tukey HSD test was conducted, which indicated significant

differences between several condition. Figure 4-11 shows the significant differences (

* p<.05), and Figure 4-10 shows the means in a 3D graph plot.

Respectively, information presented to the position 3 “Lower Left” and the po-

sition 9 “Lower Right” confirmed to be significantly difference between many other

positions. Although, there was no significant difference between “Lower Left” and

“Lower Right”, “Lower Right” and “Middle Right”, “Lower Right” and “Middle Left”

in any of the defined durations. Hence, it is difficult to determine the optimized

information presentation position.

Looking with intuition at the 3D graph plots, a trend in the division of Upper-

Middle-Lower and Left-Center-Right can be observed, especially from Impartation

time’s 3D graph plot in Figure 4-12. Therefore, dividing the “Position” factors by the

two axis and creating a new factor of horizontal direction and vertical direction was

defined for the data analysis. Table A.11 in the appendix shows the number, means

and standard deviations of the created factors of horizontal and vertical data. Then,

Three-way ANOVA was conducted on the “Horizontal” division and “Vertical” division

and the information “Type” as independent variables, on each defined durations.

Factor “Horizontal” were statistically significant at the .01 significance level on
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Figure 4-9: Observation time means and statistical differences from Tukey HSD test
on nine positions.
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Figure 4-10: 3D graph plot of means Observation time for nine positions.
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Figure 4-11: Impartation time means and statistical differences from Tukey HSD test
on nine positions.

0
0.2
0.4
0.6

Upper

0.8
1.0
1.2

Impartation time

Middle Right
CenterLower Left

[s]

1.06

1.00
1.06

0.94

1.05 0.94

0.74

0.98 0.81

Figure 4-12: 3D graph plot of means Impartation time for nine positions.
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Detection time and Impartation time, and .05 significance level on Observation time.

Factor “Vertical” were statistically significant at the .01 significance level on all three

defined durations.

The results of Detection time shown in Table 4.4, the effect of “Horizontal” yielded

an F ratio of F (2, 1131) = 19.81, p<.001, indicating a significant difference. The

effect of “Vertical” yielded an F ratio of F (2, 1131) = 19.01, p<.001, indicating a

significant difference. The effect of “Type” yielded an F ratio ofF (3, 1131) = 1.82,

p>.05, indicating that the effect of “Type” was not statistically significant. Since there

Table 4.4: Three-way ANOVA of Detection time by Horizontal division, Vertical
division, and Type.

Source SS DF MS F P

Horizontal 1.629 2 0.814 19.811 0.000
Vertical 1.563 2 0.782 19.013 0.000
Type 0.224 3 0.075 1.820 0.142
Horizontal * Vertical 0.215 4 0.054 1.305 0.266
Horizontal * Type 0.433 6 0.072 1.754 0.105
Vertical * Type 0.166 6 0.028 0.673 0.671
Horizontal * Vertical * Type 0.435 12 0.036 0.882 0.565
Error 46.494 1131 0.041
Total 267.502 1167
Corrected Total 51.268 1166

Table 4.5: Three-way ANOVA of Observation time by Horizontal division, Vertical
division, and Type.

Source SS DF MS F P

Horizontal 0.764 2 0.382 4.012 0.018
Vertical 2.392 2 1.196 12.560 0.000
Type 0.134 3 0.045 0.470 0.704
Horizontal * Vertical 1.047 4 0.262 2.750 0.027
Horizontal * Type 0.508 6 0.085 0.888 0.503
Vertical * Type 0.355 6 0.059 0.622 0.713
Horizontal * Vertical * Type 1.300 12 0.108 1.138 0.325
Error 107.699 1131 0.095
Total 431.106 1167
Corrected Total 114.284 1166
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Table 4.6: Three-way ANOVA of Impartation time by Horizontal division, Vertical
division, and Type.

Source SS DF MS F P

Horizontal 3.322 2 1.661 12.033 0.000
Vertical 7.777 2 3.889 28.169 0.000
Type 0.641 3 0.214 1.549 0.200
Horizontal * Vertical 1.905 4 0.476 3.450 0.008
Horizontal * Type 0.590 6 0.098 0.712 0.640
Vertical * Type 0.414 6 0.069 0.499 0.809
Horizontal * Vertical * Type 2.338 12 0.195 1.412 0.154
Error 156.137 1131 0.138
Total 1230.060 1167
Corrected Total 173.523 1166

was no interaction, post hoc comparisons using the Tukey HSD test was conducted for

“Horizontal” and “Vertical”, which indicated significant differences between conditions.

Figure 4-13 shows the significant differences ( * p<.05).

The results of Observation time shown in Table 4.5, the effect of “Horizontal”

yielded an F ratio of F (2, 1131) = 4.01, p<.05, indicating a significant difference.

The effect of “Vertical” yielded an F ratio of F (2, 1131) = 12.56, p<.001, indicating

a significant difference. The effect of “Type” yielded an F ratio ofF (3, 1131) = 0.47,

p>.05, indicating that the effect of “Type” was not statistically significant. There

was an interaction(p<.05) at the “Horizontal” * “Vertical”, to make the results unified

with Detection time and Impartation time results, post hoc comparisons using the

Tukey HSD test was conducted for “Horizontal” and “Vertical”, which indicated sig-

nificant differences between conditions. Figure 4-14 shows the significant differences

( * p<.05).

The results of Impartation time shown in Table 4.6, the effect of “Horizontal”

yielded an F ratio of F (2, 1131) = 12.03, p<.001, indicating a significant difference.

The effect of “Vertical” yielded an F ratio of F (2, 1131) = 28.17, p<.001, indicating

a significant difference. The effect of “Type” yielded an F ratio ofF (3, 1131) = 0.20,

p>.05, indicating that the effect of “Type” was not statistically significant. There

was an interaction(p<.01) at the “Horizontal” * “Vertical”, to make the results unified
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(b) Vertical division

Figure 4-13: Detection time means and statistical differences from Tukey HSD test
on Horizontal and Vertical divisions
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* 

(a) Horizontal division

* 

* 

(b) Vertical division

Figure 4-14: Observation time means and statistical differences from Tukey HSD test
on Horizontal and Vertical divisions
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(a) Horizontal division

* 

* 

(b) Vertical division

Figure 4-15: Impartation time means and statistical differences from Tukey HSD test
on Horizontal and Vertical divisions
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with Detection time and Observation time results, post hoc comparisons using the

Tukey HSD test was conducted for “Horizontal” and “Vertical”, which indicated sig-

nificant differences between conditions. Figure 4-15 shows the significant differences

( * p<.05).

4.3 Discussions of Information Presentation Position

Results from the experiment comparing nine information presentation location indi-

cated “Lower Left” and “Lower Right” is capable in obtaining information in a short

duration. From the “Horizontal” division and “Vertical” division analysis, results from

Detection time indicated “Right” to be significantly the shortest, “Center” to be sig-

nificantly the longest, and “Lower” to be significantly the shortest and “Upper” to be

significantly the longest. On the other hand, Observation time results showed “Left”

to be shorter than “Center”,with no statistical difference with “Right”, and “Lower”

to be significantly the shortest. Although, Impartation time results only indicates

the “Center” to be longer than “Left” and “Right”, and “Lower” to be shorter than

“Upper” and “Middle”.

As discussed in Section 4.1, it is known that human’s FOV changes depending on

psychological factors[5]. Hence, discussion needs to consider on the motorcycle rider’s

psychological factors. First, from the results of Detection time, it can bed considered

that the motorcycle rider’s FOV is slightly larger or have the capability to detect

faster on the “Right” side. Although, it may not be because of the situation of riding

a motorcycle. The results may have the possibilities in relationship with the Japanese

driving environment, which is keep-left driving, making the left side of the road is

narrow and the right side open.

Previous study done in Japan using car drivers to investigate driver’s FOV, it

have been reported that FOV on the right side is wider than that on the left side[84].

On the other hand, studies in Sweden[85], which is keep-right driving environment,

reports the opposite result suggesting the left side of FOV is wider than the right

side. Hence, the results from Detection time indicating the “Right” side to be shorter,
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may be suggested that it is from the influence of the traffic condition of which side to

drive. However, since there is no significant difference between the durations of the

“Left” side and the “Right” side in the Observation time and the Impartation time,

it can not be concluded either side is better for information presentation position.

Though it can also be said that the either sides are better than the “Center”. Longer

“Center” can be described from earlier researches, since it is known that saccades is

known to reduce the latency and increase the velocity of accommodation[86]. Since

the focal distance has been configured to be 4m which is a different distance from the

road (described in Section 3.2.1), the rider needs to adjust their eye’s focal distance.

Since the rider’s move their viewpoint in a vertical way, the “Central” positions and

their viewpoint may have been too close to gain the benefit of saccades. Hence, to be

conclusive, the position should be considered in either the “Left” side or the “Right”

side, avoiding the “Center”.

Considering the “Vertical” division, the “Upper” positions was always significantly

longer than the “Lower” positions. While the degrees are configured differently, stud-

ies from non-driving tasks[87] and car driving tasks[88] reports that “Upper” positions

are not preferable locations to present information, also indicating “Lower” positions

to be better than “Upper”. So generally, there are possibilities that human has better

detecting on “Lower” positions. Although, especially during the operation of a motor-

cycle, it is conceivable that the FOV is widely widened to the “Lower” positions and

narrowed to the “Upper” positions due to the appearance of the trends from earlier

studies[3, 4].

From discussion of “Vertical” division and the “Horizontal” division, this chapter

concludes that for the information presentation position, the “Lower Left” or “Lower

Right” positions within the rider’s FOV is determined to be the design parameter

value.
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Chapter 5

Information Presentation Quantity

This chapter discuss about the experiment conducted to determine the design param-

eter value of information presentation quantity for motorcycle HUD. The experiment

was conducted using the immersive CAVE motorcycle simulator with an prototype

of motorcycle HUD. Using the eye-tracking device, experiments measuring durations

of the viewpoint movements was conducted. First, from three subjects, symbols

and Japanese syllabary character Hiragana was suggested to be an effective charac-

Figure 5-1: Scenery of the experiment to investigate the position to present.
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ter kind for information presentation. Regarding the results, a following experiment

was conducted to investigate how many letters are capable to present on motorcycle

HUD. From experimental results of 10 subjects, five letters when using Hiragana is

determined to be the design parameter value of information presentation quantity for

motorcycle HUD.

Part of this chapter’s work can also be found on authors publication[89]. Also

it shall be notified that the term Information Presentation Quantity refers from the

quote by Lunenfeld[40]

Too much information, displayed too fast, could lead to overload,

while too little information could lead to decreased vigilance.

discussing about the “amount of information”. It shall not be confused by Informa-

tion Quantity, which typically refers to the field of information theory representing

informations in bit. Part of this chapter’s discussion will include literature from in-

formation theory[90], though it has been distinguished from the term of Information

Presentation Quantity. Details can be found about this topic in Section 5.2.2.

5.1 Information Presentation Character Kind

There are many complicated situations in the traffic environment, and information

that can be provided as a car navigation system with only the symbol is insufficient

to tell the rider. Therefore, in order to provide appropriate information to the rider,

presentation using letters is also necessary. However, if the amount of information

to be presented is too large, it can leads to unpredictable riding behavior, which

may induce dangerous situations, so it is necessary to control the amount of informa-

tion to be presented. According to Namba[91], study shows that visual information

processing performed by human beings on character information changes informa-

tion processing time depending on the amount of information given and the situation

in which information is presented. In particular, visual information processing for

information presentation in a situation where the motorcycle is in operation is not
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Figure 5-2: Example of different character kind representing the same meaning.

sufficiently researched, so in order to effectively use character information for the

driver, considering sufficient information amount of information and the processing

time is necessary.

Considering the use of characters, there can be many characters considered pre-

sentable for information presentation. For example, expressing the same “Turn Right”

can be be described in many different character kind. Figure 5-2 shows the “Right”

in symbol, in Japanese Chinese character Kanji, and in Japanese Hiragana. Since

visual information processing of information presentation for motorcycle is still not

sufficiently researched, this section compared different types of character kind to in-

vestigate whether there are effective character kind for information presentation.

5.1.1 Information Presentation Character Kind Experiment

When considering effective information presentation, the mental workload of riding

the motorcycle needs to be considered. Studies on mental workload for car drivers

using the car HUD is well considered[47], hence, consideration for motorcycle can be

adapted as also. According to Wickens’s Engineering Psychology Model[92], the flow

of information to process within the workload can be described as a flow from stimuli

to response, with the feedback of response loop back to stimuli. Figure 5-3 shows the

Engineering Psychology Model applied to the situation of driving the motorcycle. The

workload of riding the motorcycle comes from stimuli of visual or any kind of sensory,

and fir is stored inside a “Short-Term Sensory Store”, which stores the existence of

sensing. The “Short-Term Sensory Store” is located before “Perception”, meaning

that within the “Short-Term Sensory Store”, the rider has not recognized the stimuli
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yet. The state can be described in an example of motorcycle HUD, it is after the

information presentation has been done by the system, but the rider’s viewpoint has

not moved yet. Although, at some point the viewpoint will move on to the presented

information, which is the “Perception”, and so the state is a point before the rider

starts moving the viewpoint, though it knows that something has been presented.

After “Perception”, the rider needs to process the information to the “Selection

of Decision and Maneuver” and “Working Memory”. “Working Memory” determines

whether it shall decide to actually maneuver, or to store the information to the “Long-

Term Memory”. In case if the information is presented too fast, the information will

first be stored in this “Long-Term Memory” until it will be needed. It the information

that comes from “Perception” or “Long-Term Memory” has been decided to be selected

in “Selection of Decision and Maneuver”, then the rider will maneuver the motorcycle

described as “Motorcycle Maneuver”, which is described as “Response” against the

“Stimuli”.

The following quote from Lunenfeld[40] describes this mental workload issue as

“overload” and “decreased vigilance”.

Too much information, displayed too fast, could lead to overload,

while too little information could lead to decreased vigilance.

Short-Term 

Sensory 

Store 

Long-Term 

Memory 

Selection of 

Decision and 

Maneuver 

Working 

Memory 

Motorcycle 

Maneuver 

Feedback from maneuver

Perception 

Attention

to Driving 

(workload) 

Stimuli
Responses

Figure 5-3: Engineering psychology model while riding the motorcycle
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Basically the rider needs to keep many attention to ride the motorcycle, for example

look at the road surface, look at other traffic, watch out for pedestrians, accelerate,

keep the steering straight, look at the traffic light, prepare for brake. . . etc. In order to

inform the rider some information, the information presentation needs to burden the

rider’s “Attention to Driving”. If the information is too little, there are possibilities

that the rider will select not to consider the information within the “Selection of

Decision and Maneuver”, or if it is too little and confusing, it might be decided to

ignore the information. In the situation described above, investigation of informing

the rider with appropriate amount of information that would not lead to overload

or decreased vigilance is necessary.

In the previous experiment of this dissertation, arrows and exclamation marks

were used to inform the information to the rider. Although, usage of symbols can

sometimes be confusing, like in case of approaching an complex intersection, hence,

information presentation using letters can lead to decrease the confusion or workload

of processing the presented information. Hence, experiment to investigate the suitable

amount of information to present on the motorcycle HUD was conducted to, first,

investigate for effective character kind.

For the information presentation character kind experiment, four kinds of charac-

ters were considered to be evaluated. The four kinds of character kinds are symbols,

Alphabet (English Words), Japanese Kanji, and Japanese Hiragana. The information

was presented on the motorcycle HUD while the rider was riding in the immersive

CAVE motorcycle simulator. The experiment was conducted within the course illus-

trated in Figure 5-4. The information presentation timing was configured same as the

experiment in Chapter 4, manually presenting the information in about 40m prior to

the target intersection for prevention of rider predicting the information presentation

timing.

For the information presentation, 36 types of symbols was selected from ISO/IEC

10646:2014[80], also known as Unicode. Within the selected symbols, 18 symbols

represents to inform the rider to operate the motorcycle to either turn right, turn

left, or halt at the target intersection. The remaining 18 symbols mainly representing
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Figure 5-4: Experiment course for information presentation quantity by character
kind experiment.

map symbols, were chosen to imply to ride straight through the target intersection

which does not require complex motorcycle operation for the rider. From the chosen

symbols, it was first translated into a single word of English based on the definition

of the symbol defined in the standard. Based on the English word, then it was

translated into Japanese to make the Japanese Kanji and Hiragana. The full list of

chosen symbols and the words are in Table A.9. The information presentation order,

the character kind selection was both randomized by Perl’s rand function, within the

software to realize the information presentation (See Section 3.2.2 for details about

the software).

For the information presentation position, regarding the experimental results from

Chapter 4, “Lower Left” and “Lower Right” positions were chosen. The information

presentation position was done in an respective order, either “Lower Left” or “Lower

Right” first to complete the trials for the position, and then the reminding position.

The 36 selected symbols were presented two times for each position, making the

information presentation character type experiment trials to 144 trial per subject.

Experiment subjects were informed the following information before the experi-

ment started.

• Ride the motorcycle simulator as if you are riding a motorcycle in the real world

• There will be no traffic danger but try not to crash or cause accidents
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• Navigation information will be presented on the HUD while approaching the

intersection

• Understand the navigation information before the intersection and follow the

instructed navigation information

• The information will be presented in either symbol, English, Japanese Kanji,

or Japanese Hiragana

• If the information does not inform to turn right, turn left, or halt, understand

the information and go straight

• There will be many trials so do not count number of trials

The experiment was conducted to three subjects who has motorcycle driving license

in Japan. All three subjects are male in the 20’s.

Using the eye-tracking device, the subjects viewpoint movement was measured

for evaluation. For evaluation, two types of duration were defined from analysis. As

shown in Figure 5-5, the defined time are Detection time and Observation time. The

Detection time is the duration from when the information is presented to when the

rider’s viewpoint moved on to the presented information. The Observation time is the

time from after the rider’s viewpoint moved on to the presented information until the

viewpoint removed from the presented information. The two definition are the same

definitions used for the experiments in other chapters throughout this dissertation. To

measure the durations, the eye-tracking device introduced in Section 3.1.3.1 was used.

Detection time Observation time

Information 

presentation

Viewpoint on

information

Viewpoint off

information
Timeline

Figure 5-5: The defined durations for analysis of the character kind experiment.
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The recorded movie file was frame forwarded to obtain the moments of Information

presentation, Viewpoint on information, and Viewpoint off information.

5.1.2 Experimental Results of Information Presentation Char-

acter Kind

144 trials conducted to three subjects, totals to 432 trial. Although, 29 trials were

unable to obtain data for analysis due to the movie file dropping the frames to an-

alyze. For the explanation about the eye-tracking devices movie file, see Page 53

in Section 3.1.3.1. From the experimental results, total of 403 analyzable data was

obtained from three subjects. Since the information presentation character kind was

randomly selected, the number of trials conducted per character kind is not unified.

Therefore, summary of the obtained 403 data used for the analysis is shown in Ta-

ble 5.1. Table A.12 in the appendix shows the number, means and standard deviations

of the obtained data.

Two-way ANOVA was conducted on the information presentation “Character

Kind” and information presentation “Position” as independent variables, on each De-

tection time and Observation time, respectively. Factor “Character Kind” were

statistically significant at the .01 significance level on Observation time.

Table 5.1: Number of data per condition for information presentation character kind
experiment

Character Kind
Subject Position Symbol English Kanji Hiragana Total

A Lower Left 18 12 16 22 68
Lower Right 14 24 12 18 68

B Lower Left 18 17 14 20 69
Lower Right 13 12 16 18 59

C Lower Left 15 18 17 19 69
Lower Right 18 18 18 16 70

Total Lower Left 51 47 47 61 206
Lower Right 45 54 46 52 197
Total 96 101 93 113 403
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The results of Detection time shown in Table 5.2, the effect of “Character Kind”

yielded an F ratio of F (3, 395) = 0.17, p>.05, indicating that the effect “Character

Kind” was not statistically significant. The effect of “Position” yielded an F ratio

ofF (1, 395) = 0.63, p>.05, indicating that the effect of “Position” was not statistically

significant. No post hoc comparisons were conducted for Detection time since there

was no statistical significance on either effects. Figure 5-6 shows the means and

standard deviations.

The results of Observation time shown in Table 5.3, the effect of “Character Kind”

yielded an F ratio of F (3, 395) = 5.61, p<.01, indicating a significant difference. The

effect of “Position” yielded an F ratio ofF (1, 395) = 1.71, p>.05, indicating that the

effect of “Position” was not statistically significant. Since there was no interaction,

post hoc comparisons using the Tukey HSD test was conducted, which indicated

significant differences between several condition. Figure 5-7 shows the significant

differences ( * p<.05).

Table 5.2: Two-way ANOVA of Detection time by Character Kind and Position.
Source SS DF MS F P

Character Kind 0.003 3 0.001 0.172 0.916
Position 0.004 1 0.004 0.630 0.428
Character Kind * Position 0.018 3 0.006 0.933 0.425
Error 2.58 395 0.007
Total 40.385 403
Corrected Total 2.606 402

Table 5.3: Two-way ANOVA of Observation time by Character Kind and Position.
Source SS DF MS F P

Character Kind 14.374 3 4.791 5.605 0.001
Position 1.460 1 1.460 1.708 0.192
Character Kind * Position 3.293 3 1.098 1.284 0.279
Error 337.629 395 0.855
Total 1243.796 403
Corrected Total 356.886 402
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Figure 5-6: Detection time means on Character Kind.

* 
* * * 

Figure 5-7: Observation time means and statistical differences from Tukey HSD test
on Character Kind.
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5.1.3 Discussions of Information Presentation Character Kind

The Experimental results indicate that “English” using the alphabet and “Kanji” have

longer Observation time compared with the “Symbol” and “Hiragana”. “English” may

have been long since in order to present meaningful information in “English”, the num-

ber of letters is considered to increase which also increases the Observation time. The

measured mean number of letters presented and the Observation time is summarized

in Table 5.4. On the other hand, the Observation time of “Kanji” is almost equivalent

to “English” despite the fewer number of letters presented. While “Hiragana” has

bigger number of letters presented with short Observation time, despite the fact that

the length of characters is longer than that of “Kanji”, it is not possible to explain

the difference in Observation time depending on the number of letters presented.

Since the alphabet presented information in English words, there is a possibility

that the either if the subject’s mother tongue language can have affected. Previous

studies[93, 94] comparing the reading speeds between languages of subject’s mother

language and foreign language suggests that the reading speed tends to be slower

for the foreign languages. Also studies in neural science[95] reports that brain ac-

tivities differs between mother language and second language, indicating that mental

workload might be increasing if the language is not presented in mother language.

The three subjects were Japanese, hence, “English” may have taken longer Observa-

tion time. Although, the “Kanji” chosen for this experiment is fairly easy “Kanji”,

most from the Japanese commonly-used Kanji (Regular-use Chinese characters) an-

nounced by the Japanese Ministry of Education. Therefore, the long Observation

time for “Kanji” indicates that there are other factors affecting the Observation time

other than the mother/foreign languages issue.

Table 5.4: Means of letters presented and observation time.
Character Kind Number of letters (Means) Observation time [s] (Means)

Symbol 1.00 1.32
English 5.91 1.68
Kanji 1.54 1.68
Hiragana 3.58 1.29
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One possibilities may be since the information presentation for “Kanji” was done

only by “Kanji”, the information processing workload may have changed from read-

ing “Kanji” in everyday life for Japanese. Unlike Chinese, generally Japanese read

“Kanji” with “Hiragana” or other Japanese character kinds, hence, Japanese people

are not used to reading “Kanji” only sentences. Although the experiment shows words

rather than sentences, there are reports[96] indicating when reading only “Kanji”, the

viewpoint movement is affected from the number of strokes of the “Kanji”.

Although it can not be conclusive for why “English” and “Kanji” has longer Ob-

servation time than “Symbol” and “Hiragana”, few suggestions has been made. While

“Symbol” or “Hiragana” is capable in presenting the same meanings in shorter Ob-

servation time, the amount of letters capable to present is yet unknown. Presenting

many symbols at the same time may be confusing, presenting “Hiragana” will require

to present few letters to form a word. Indicated in Table 5.4, in the information

presentation character kind experiment, the mean number of letters presented using

“Hiragana” was 3.58 letters with the average of Observation time of 1.29 sec. Though

it is yet unknown how the Observation time may change if the letters increase, which

means, if capable in presenting more letters with fewer increase of Observation time,

will have the potential of providing more informations with less mental workload.

Therefore, experiment to investigate the number of letters capable within “Hiragana”

was decided to be conducted.

5.2 Information Presentation Quantity Experiment

using Hiragana

Experiments to determine the design parameter value of information presentation

quantity for motorcycle HUD was conducted inside the immersive CAVE motorcycle

simulator using Japanese Hiragana. Corresponding from the Section 5.1 information

presentation character kind experiment, Hiragana was considered to be suitable to

use for the experiment.
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According to Saida[97], it is reported that the maximum number of letter char-

acters that can be read with one view at the time of reading is about eight letters.

Hence, the maximum number of letters to present on the motorcycle HUD was con-

figured as 8 letters of Hiragana. According to Namba[91], it is reported that the

information processing time varies depending on the circumstances given and the re-

quired output. Therefore, even with configuration of eight number of letters can not

be read with a single view while riding the motorcycle. Due to the concerns, the

number of letters to present was configured from one letter to eight letters.

Fukuda et al.[98] have pointed out that it is an important factor whether the string

to processes is a meaningful word or a meaningful sentence. Not just because of letter

length, it implies whether the string has a meaning or not. In addition, Saida[97]

indicates that reading speed (information processing time) changes regarding if the

strings include “Kanji” or not, since different characters can become clues of where

the word boundaries are. With word boundaries recognizable, it suggests that the

reading speed changes. Hence in this experiment, consideration of whether the string

is meaningful or not has been prepared as a condition to evaluate.

In the experiment, first, the “Hiragana” strings were prepared by randomly gen-

erated words, and randomly generated strings without meaning. From the results

in Chapter 4, since the information presentation position parameter has been deter-

mined to be “Lower Left” or “Lower Right”, the two determined positions were used

for this experiment.

Summarizing the experimental conditions, the “Hiragana” string was prepared

from one to eight number of letters, strings with meaning and without meaning was

prepared, and presented the information on two positions, total of 32 different condi-

tions. Five trials for each conditions was prepared for experiment. A single condition

done five times, sums up the number of conducted trials to 160 times per subject

(Table 5.5).

To prevent the rider from predicting the next condition or string to be presented,

the order of number of letters, meaning or without meaning has been randomized

using Perl’s rand function within the software to realize the information presentation
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(See Section 3.2.2 for details about the software). For the experiment, one of the se-

lected conditions are presented while riding a straight course that has an intersection

(Figure5-8). To prevent prediction of the presenting time, the information presenta-

tion timing was manually presented experiment operator, around 40m prior from the

intersection.

The presented strings used one of the default font on Microsoft Windows named

Meiryo, showed in the size of 72pt. Green color was selected for font color since it is

known to have the high spectral luminous efficiency for human eyes, which shall be

easily visible even during daytime and nighttime[99]. Figure 5-9 shows an example

output screen used for the HUD. The configuration may seem to be too easy to read,

though since through the HUD, the virtual screen size the rider sees is about a 16:9

wide four inch screen at the distance of 4m ahead, the viewing angle per character

is in a size of about 0.29◦, which is still readable but requires a fixed gaze. For

specifications of the display or the focal distance, see Section 3.2.1.

Table 5.5: Number of trial conducted for each subject for the number of letters
experiment.

Text length
Total1 2 3 4 5 6 7 8

Lower left
With meaning 5 5 5 5 5 5 5 5 40
No meaning 5 5 5 5 5 5 5 5 40

Lower Right
With meaning 5 5 5 5 5 5 5 5 40
No meaning 5 5 5 5 5 5 5 5 40

Total 20 20 20 20 20 20 20 20 160

Target

intersection

Stop
Information 

presentation timing 

40 m

Figure 5-8: Experiment course for information presentation quantity by number of
letters experiment.
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The experiment was conducted for 10 subjects, all male in their 20’s to 50’s.

Experiment subjects were informed the following information before the experiment

started.

• Ride the motorcycle simulator as if you are riding a motorcycle in the real world

• There will be no traffic danger but try not to crash or cause accidents

• Text information will be presented on the HUD while riding the motorcycle,

before the intersection

• Try to read and understand what the text is showing, the experiment operator

will sometimes ask the presented string

• There are strings that does not make sense as a word, so do not worry if you

can not understand the meaning

• There will be many trials so do not count number of trials

Using the eye-tracking device, the subjects viewpoint movement was measured for

evaluation. For evaluation, two types of duration were defined from analysis, same

with the defined durations in Section 5.1.1. Shown in Page 99 Figure 5-5, the defined

time are Detection time and Observation time. See Page 99 for further definition of

the durations defined for evaluation.

Figure 5-9: Randomly generated text string example for the number of letters exper-
iment.
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5.2.1 Experimental Results of Information Presentation Quan-

tity

160 trials conducted to 10 subjects, totals to 1600 trials. Although, six trials were

unable to obtain data for analysis due to the movie file dropping the frames to an-

alyze. For the explanation about the eye-tracking devices movie file, see Page 53 in

Section 3.1.3.1. From the experimental results, total of 1594 analyzable data was

obtained from ten subjects. Table A.13 in the appendix shows the number, means

and standard deviations of the obtained data.

Three-way ANOVA was conducted on the information presentation “Text length”,

“Meaning”, and “Position” as independent variables, on each Detection time and Ob-

servation time, respectively. Factor “Text length” were statistically significant at

the .01 significance level on Observation time.

The results of Detection time shown in Table 5.6, the effect of “Text length” yielded

an F ratio of F (7, 1562) = 0.21, p>.05, indicating that the effect “Text length” was

not statistically significant. The effect of “Meaning” yielded an F ratio ofF (1, 1562) =

1.65, p>.05, indicating that the effect of “Meaning” was not statistically significant.

The effect of “Position” yielded an F ratio ofF (1, 1562) = 0.04, p>.05, indicating

Table 5.6: Three-way ANOVA of Detection time by Text length, Meaning, and Posi-
tion.

Source SS DF MS F P

Text length 0.417 7 0.060 1.389 0.206
Meaning 0.071 1 0.071 1.645 0.200
Position 0.002 1 0.002 0.044 0.834
Text length * Meaning 0.257 7 0.037 0.856 0.541
Text length * Position 0.084 7 0.012 0.280 0.962
Meaning * Position 0.082 1 0.082 1.915 0.167
Text length * Meaning * Position 0.049 7 0.007 0.163 0.992
Error 66.985 1562 0.043
Total 346.954 1594
Corrected Total 67.944 1593
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that the effect of “Position” was not statistically significant. No post hoc comparisons

were conducted for Detection time since there was no statistical significance on either

effects. Figure 5-10 (a) shows the means and standard deviations.

The results of Observation time shown in Table 5.7, the effect of “Text length”

yielded an F ratio of F (7, 1562) = 30.99, p<.01, indicating a significant difference.

The effect of “Meaning” yielded an F ratio ofF (1, 1562) = 2.24, p>.05, indicating that

the effect of “Meaning” was not statistically significant. The effect of “Position” yielded

an F ratio ofF (1, 1562) = 0.38, p>.05, indicating that the effect of “Position” was not

statistically significant. Since there was no interaction, post hoc comparisons using

the Tukey HSD test was conducted, which indicated significant differences between

several condition. Figure 5-10 (b) shows the significant differences ( * p<.05).

Table 5.7: Three-way ANOVA of Observation time by Text length, Meaning, and
Position.

Source SS DF MS F P

Text length 216.922 7 30.989 26.400 0.000
Meaning 2.625 1 2.625 2.236 0.135
Position 0.445 1 0.445 0.379 0.538
Text length * Meaning 4.631 7 0.662 0.564 0.786
Text length * Position 2.996 7 0.428 0.365 0.923
Meaning * Position 1.626 1 1.626 1.385 0.239
Text length * Meaning * Position 9.075 7 1.296 1.104 0.358
Error 1833.497 1562 1.174
Total 7487.732 1594
Corrected Total 2072.153 1593

109



(a) Detection time

* * 

* 
* 

* 

* 
* * * * * 

* * * 

* 

* 

* 

(b) Observation time

Figure 5-10: Experimental results of means duration based on text length.
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Table 5.8: Observation time per letter ANOVA result.
Source SS DF MS F P

Text length 129.867 7 18.552 167.517 0.000
Meaning 0.183 1 0.183 1.652 0.199
Position 0.158 1 0.158 1.422 0.233
Text length * Meaning 0.279 7 0.040 0.360 0.925
Text length * Position 0.373 7 0.053 0.481 0.849
Meaning * Position 0.011 1 0.011 0.097 0.755
Text length * Meaning * Position 0.788 7 0.113 1.017 0.417
Error 172.991 1562 0.111
Total 759.919 1594
Corrected Total 304.533 1593

Also, for the viewing duration per character, we conducted a three-way ANOVA

with the “Text length”, “Meaning”, and the “Position” as independent variables for

Observation time. In the tree-way ANOVA, Observation time per character was

significant (p<0.001) for “Text length”. Since there was no interaction, post hoc

comparisons using the Tukey HSD test was conducted, which indicated significant

differences between several condition. The mean value and the standard deviation

of Observation time per character, and the result of multiple comparison are shown

in Figure 5-11 and Table 5.8. In addition, there was no significant difference in

“Meaning”, nor for “Postion”.
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Figure 5-11: Experiment result of observation time per letter.
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Table 5.9: Observation time per letter multiple comparison result
Tukey HSD

Mean Std.
(I) Text length (J) Text length Difference (I-J) Error P

1 2 0.5058* 0.03336 0.000
3 0.6497* 0.03345 0.000
4 0.7562* 0.0334 0.000
5 0.8217* 0.03336 0.000
6 0.8595* 0.03336 0.000
7 0.8946* 0.0334 0.000
8 0.9165* 0.03336 0.000

2 1 -0.5058* 0.03336 0.000
3 0.1439* 0.03336 0.000
4 0.2504* 0.03332 0.000
5 0.3159* 0.03328 0.000
6 0.3537* 0.03328 0.000
7 0.3888* 0.03332 0.000
8 0.4107* 0.03328 0.000

3 1 -0.6497* 0.03345 0.000
2 -0.1439* 0.03336 0.000
4 0.1065* 0.0334 0.031
5 0.1720* 0.03336 0.000
6 0.2098* 0.03336 0.000
7 0.2449* 0.0334 0.000
8 0.2668* 0.03336 0.000

4 1 -0.7562* 0.0334 0.000
2 -0.2504* 0.03332 0.000
3 -0.1065* 0.0334 0.031
5 0.0655 0.03332 0.506
6 0.1033* 0.03332 0.041
7 0.1384* 0.03336 0.001
8 0.1602* 0.03332 0.000

5 1 -0.8217* 0.03336 0.000
2 -0.3159* 0.03328 0.000
3 -0.1720* 0.03336 0.000
4 -0.0655 0.03332 0.506
6 0.0378 0.03328 0.949
7 0.0729 0.03332 0.359
8 0.0948 0.03328 0.084

6 1 -0.8595* 0.03336 0.000
2 -0.3537* 0.03328 0.000
3 -0.2098* 0.03336 0.000
4 -0.1033* 0.03332 0.041
5 -0.0378 0.03328 0.949
7 0.0351 0.03332 0.966
8 0.0569 0.03328 0.681

7 1 -0.8946* 0.0334 0.000
2 -0.3888* 0.03332 0.000
3 -0.2449* 0.0334 0.000
4 -0.1384* 0.03336 0.001
5 -0.0729 0.03332 0.359
6 -0.0351 0.03332 0.966
8 0.0218 0.03332 0.998

8 1 -0.9165* 0.03336 0.000
2 -0.4107* 0.03328 0.000
3 -0.2668* 0.03336 0.000
4 -0.1602* 0.03332 0.000
5 -0.0948 0.03328 0.084
6 -0.0569 0.03328 0.681
7 -0.0218 0.03332 0.998

Based on observed means.
The error term is Mean Square (Error) = 0.111.
* The mean difference is significant at the 0.05 level.
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5.2.2 Discussions of Information Presentation Quantity

From the experimental results in this paper, the increase in the “Text length” string

showed an increase in Observation time. This is probably because the amount of

information increases as the “Text length” increases, so the time required to process

the information increases. According to Namba[91], the information processing time

itself is said to change according to the situation given information and the response

to given information. In this experimental result as well, the information processing

time during the operation of the motorcycle is different from the information process-

ing time at the time of reading which many previous studies are using. Regarding

Observation time, in a report organizing knowledge on eye movement during reading

word visibility is summarized as an average of 0.25 s. Even in the case of one charac-

ter, the average of the Observation time is 1.21 s in this experiment, which shows that

it takes more than four times as compared with the Observation time at the time of

reading. Namba also explains that such a difference in information processing time

comes out because humans are regarded as information transmission paths and are

attributed to limitations of transmission paths due to situations and responses.

Many scientific discipline of psychophysics examinations has indicated a limit of

mental workload in the human capable to process. The attempt to measure the mental

workload has been done by many researches, and some notable reports applying

Shannon’s information theory[90] has calculated the amount of information through

the limit of intracerebral neurons, which is said to be approximately 50 bit/s[16].

It is known that driving or riding a vehicle requires heavy mental workload to the

operator, and because of the limit of information amount speed limit, the amount

of information to transfer to the rider is limited. Although there are questions that

humans do not really look at the words or characters letter by letter.

From the result, considering the motorcycle rider’s visual perception, the transfer-

able amount of information on the HUD has been concluded at the max speed of 20

bit/s, and the mental workload for riding the motorcycle is assumed around 30 bit/s.

Shannon’s idea of information amount[90] is well-known as a method of expressing the
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amount of information. Applying the information theory, in this experiment, 72 kinds

of hiragana including dull sound1, semi-dull sound2 and long sound3are used, hence,

the information amount per character can be calculated as 6.17 bit. Therefore, based

on the fact that the maximum speed is approximately 50 bit/s, it can be calculated

that it is possible to process information of about 8 characters at most in the case of

Hiragana. Table 5.10 shows the numerical values expressed in units of information

amount from the experimental results or the Observation time actually seeing the

information. The measured speed is about 21 bit/s at the maximum when 8 charac-

ters are presented, but it shows the result which is less than half of the maximum

speed of 50 bit/s. This is because even when the character information is presented

to the HUD due to the fact that the motorcycle is in operation, the driver is required

to respond to the handle operation or the accelerator operation from the informa-

tion of the peripheral visual field, suggesting that it has not secured the maximum

information processing to read letters.

In order to confirm that the maximum information transmission speed during

motorcycle operation is not limited to Hiragana letters and is in the state of driving,

comparison was made with experimental data from Chapter 4’s results. In order

to eliminate the influence on data due to individual differences, the experiment was

conducted on 9 subjects same as Hiragana presentation experiment, and the data on

Table 5.10: Observed speed of information processing.
Text length Text in bits Observation time [s] Bit per second

1 6.17 1.21 5.10
2 12.34 1.41 8.75
3 18.51 1.68 11.00
4 24.68 1.82 13.58
5 30.85 1.94 15.86
6 37.02 2.11 17.57
7 43.19 2.21 19.52
8 49.36 2.35 20.97

1in Japanese: 濁音
2in Japanese: 半濁音
3in Japanese: 長音符
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Table 5.11: Comparison of observation time between text and sign.
Information type bit Observation time [s] Bit per second

text 6.17 1.20 5.14
sign 2.00 0.41 4.88

the Observation time was compared. Since the driver is told that four types of symbols

are presented beforehand, the amount of information per symbol is 2 bit. In the

case of symbols, since only one symbol is presented by one presentation, comparison

with presentation data of one character was performed. The comparison results are

summarized in Table 5.11. As a result of comparing one hiragana character and

one symbol, the information amount of hiragana is about 3 times the information

amount of the symbol, but since the Observation time is also about three times

longer in proportion to the Observation time, It can be seen that the maximum

information transmission rate shows a value of about 5 bit/s. From this, the maximum

information transmission speed during motorcycle operation is Even when symbols or

other character kinds are used, it is possible to predict with the same way of thinking

according to the amount of information.

From the above discussion about general information process, here summarizes

it regarding the person looking the information is looking at the information while

riding. In the researches of Miura and Morita[3, 4, 5], the movement of the viewpoint

of the motorcycle driver is not dependent on the traffic condition, It tends to pay close

attention to the road surface, and reports that the average dwell time per gazing

point is 0.20 s to 0.25 s. However, Morita also notes that it takes at least 0.15 s,

usually 0.25 s, to recognize what the person gazes at, The gazing point indicated by

the gaze measuring device refers to the possibility that the target is not visible. It is

important to sense the danger by looking around the area widely rather than visually

recognizing objects one at a time while driving, The idea that the driver does not

necessarily perceive the situation of the road surface one by one is reasonable.

On the other hand, in order to read characters from the structure of human retina

it is necessary to look at the target in the central visual field, It is said that peripheral
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vision which is formed around gaze point is difficult to read letters because visual

acuity is weak.Therefore, in order to read the information presented on the HUD,

Although the driver moves the gazing point and sees the presentation information

in the central field of view, At this time, since the gaze point remains at least one

second, it is understood that it works differently from the movement of the gazing

point during normal driving.

However, reading signs and the like are carried out by staying at the gazing point,

so there is no problem with the fact that the gaze point is stopped itself. The problem

with staying gazing points is that due to the long dwell time outside the traffic

environment, It is to disturb the perception of the surroundings widely and to be

aware of the danger during driving, which is commonly referred to as inattentive

driving. Although, unlike the introduction of car navigation systems to four-wheeled

vehicles, it is permissible to pay attention to the presentation information to some

extent unless it is the dwell time of the inattentive driving length.

According to the National Police Agency in Japan,the gaze time that does not

violate the laws of Article 5, item 5 to 5 of the Road Traffic Act is set to approximately

2 s, Many of the car navigation systems currently in widespread use are designed to

be visible within 2 s during operation. In addition, although the specific number of

seconds is not specified, at the guidelines of the Japan Automobile Manufacturers

Association[12]targeting car navigation for automobiles, Displays during driving are

not permitted for items that are useful during operation and are not devised to

facilitate recognition in a short time.

From the above, in the case of HUD, since it is possible to grasp traffic environ-

ments by peripheral vision, it is considered that the allowable range actually increases,

Judging by the standard within 2 s which is the same as the current situation of car

navigation systems for four-wheeled vehicles, In comparison with the Table 5.11, in

the case of Hiragana, we can conclude that the suitable amount to present informa-

tion is 5 letters. Therefore, the information presentation quantity value is determined

to be 5 letters in case of using Hiragana.
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Chapter 6

Information Presentation Timing

In this chapter, we discuss about the experiment conducted to determine the value

of design parameter of information presentation timing for motorcycle HUD.

The experiment was conducted using the immersive CAVE motorcycle simulator,

with an HUD integrated for the experiment. From 10 subjects, we conclude that

presenting information at the timing around 55m in prior the intersection is suitable

during riding the vehicle at the speed of 30 km/h.

For summarized results, please refer to the proceedings article[100] written by the

author which corresponds with this chapter.

Figure 6-1: Scenery of the experiment to investigate the timing to present.
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6.1 Information Presentation Timing Experiment

The experiments for Chapter 4 and Chapter 5 presented the information in about 40m

before the intersection. However, this can be easily imagined that the riding operation

required at about 40m before the intersection and the driving operation obtained just

before the intersection can change their behaviour in driving operation. For example,

pedestrian confirmation and deceleration operation, traffic light confirmation and

other car confirmation task is added to the riding mental workload. In earlier studies

on cars, it is known that the increased mental workload reflects to shrink the useful

FOV, affecting the driver’s viewpoint movement[101]. In addition, the presenting

information at a distance very farther from the intersection shall be very capable until

the margin of the driving operation increases, there are possibilities that the speed

of information processing improves. Although by the time the rider arrivals at the

intersection, there is a possibility that the rider forgets the information since the rider

needs to store the provided information in their heads for a long time. Therefore, it is

necessary to consider the timing to present the information, considering the duration

the rider spends, and if the rider feels comfortable in memorizing the information[1,

102].

For the experimental conditions, we set five different distances away from the

intersection where the rider operates based on the presented information(Figure 6-2).

The set distance was 25m, 40m, 55m, 70m and 85m. In addition, the speed limit of

85m
70m

55m
40m

25m

Figure 6-2: Configured five different distances.
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the real world road which became the base of the traffic environment displayed by the

immersive motorcycle simulator is 30 km/h. Considering actual driving, the driving

behavior which significantly exceeded the speed limit is unrealistic or is an unsafe

condition not suitable for research, the maximum running speed of the simulator

was set 30 km/h. Thus, when the driver maintains the maximum speed without

performing any deceleration operation, the presented timing is at 1.8 s intervals.

For evaluation, two types of duration were defined from analysis. As shown in

Figure 6-3, the defined time are Detection time and Observation time. The Detection

time is the duration from when the information is presented to when the rider’s

viewpoint moved on to the presented information. The Observation time is the time

from after the rider’s viewpoint moved on to the presented information until the

viewpoint removed from the presented information. The two definition are the same

definitions used for the experiments in other chapters throughout this dissertation.

Drivers who ride the motorcycle simulator obtains information from the HUD.

During one trial, the HUD only shows once (does not disappear), and after the ex-

perimenter pushes the reset button for CAVE. For each trial, a survey was done to ask

on how they felt about the timing in 5 scale (Figure 6-4). After the driver replied, the

experimenter pushes the reset button and the next trial begins automatically. The

software controlling the HUD the simulator was reset and repeatedly run on the same

course. Three types of information (Turn left, turn right, go straight) was prepared.

Experiment subjects were informed the following information before the experi-

ment started.

Detection time Observation time

Information

presented

Start looking

information

Finish  looking

information
Timeline

Figure 6-3: The defined durations for analysis of the timing experiment.

121



• Ride the motorcycle simulator as if you are riding a motorcycle in the real world

• There will be no traffic danger but try not to crash or cause accidents on purpose

• Arrow information will be presented on the HUD while riding the motorcycle

indicating which way to go at the intersection

• Try to read and understand what the which direction is showing, and follow the

instructed direction

• The information will be presented in a random timing

• More than 10 trials will be done for one position

• The experimenter will ask how you felt about the timing for each trial

The experiment was conducted to 10 subjects who has motorcycle driving license

in Japan.

6.2 Experimental Results of Information Presenta-

tion Timing

Total of 30 trials were conducted per subject, total of 300, though several trials were

omitted from the analysis. While processing the data, These data were mostly from

a specific driver, as he complained that he needed to intendedly neglected to see the

information even when he can since he felt it was dangerous to see the information at

Figure 6-4: The five subjective scale to measure for the timing experiment.
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that moment. Since we designed the experiment to present in different timing that

has interval of 1.8 s per timing,therefore, data having the Detection time exceeding

more than 1.8 s was omitted for analysis from every subject. Also a few data had

nearly 0 s of Detection time, indicating the rider to be trying to predict the presenting

time. Since this behaviour is not normal, Detection time under 0.1 s was also omitted

from the analysis. Table 6.1 shows the number of processed data for analysis.

For the analysis of data, two-way ANOVA was conducted as the presented timing

(Timing factor) and presented directions (Direction factor) were used as factors for

each subject, respectively, for Detection time, Observation time and the questionnaire

answers

For the analysis result, the Detection time had no significance for both factors,

and no interactions were found

For Observation time, there was 5% significance in the Timing factor. We then

conducted a multiple comparison (Tukey’s HDS). The mean value and standard de-

viation of the measured data, and the results of multiple comparisons (Tukey’s HSD)

are shown in Figure 6-5 and Table 6.2, Table 6.3. For the Direction factor, there were

no significant difference.

Analysis results on the answers as to how the presented timing was, it was 1%

significant (p = 0.000) on the Timing factor, so the multiple comparisons (Tukey’s

HSD) analysis was conducted. The mean value and standard deviation of the mea-

sured data, and the results of multiple comparisons are shown in Figure 6-6 and

Table 6.4, Table 6.5. For the Direction factor, there were no significant difference.

Table 6.1: Number of data used for the timing experiment analysis.
Timing Number of data

25m 56
40m 58
55m 57
70m 58
85m 60

Total 289
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Figure 6-5: Timing experiment result bar graph of observation time.

Table 6.2: Timing experiment ANOVA result for observation time.
Source SS DF MS F P

Timing 0.660 4 0.165 2.649 0.034
Direction 0.041 2 0.020 0.327 0.722
Timing * Direction 0.229 8 0.029 0.459 0.884
Error 17.074 274 0.062
Total 69.879 289
Corrected Total 18.005 288
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Table 6.3: Timing experiment multiple comparison result of observation time.
Tukey HSD

Mean Std.
(I) Timing (J) Timing Difference (I-J) Error P

25m 40m -0.0505 0.04677 0.817
55m -0.0253 0.04697 0.983
70m -0.1148 0.04677 0.104
85m -0.1195 0.04638 0.078

40m 25m 0.0505 0.04677 0.817
55m 0.0252 0.04656 0.983
70m -0.0643 0.04635 0.636
85m -0.0690 0.04597 0.563

55m 25m 0.0253 0.04697 0.983
40m -0.0252 0.04656 0.983
70m -0.0896 0.04656 0.307
85m -0.0942 0.04617 0.250

70m 25m 0.1148 0.04677 0.104
40m 0.0643 0.04635 0.636
55m 0.0896 0.04656 0.307
85m -0.0046 0.04597 1.000

85m 25m 0.1195 0.04638 0.078
40m 0.0690 0.04597 0.563
55m 0.0942 0.04617 0.250
70m 0.0046 0.04597 1.000

Based on observed means.
The error term is Mean Square (Error) = 0.062.
* The mean difference is significant at the 0.05 level.

Table 6.4: Timing experiment ANOVA result for questionnaire answers.
Source SS DF MS F P

Timing 372.644 4 93.161 221.477 0.000
Direction 0.266 2 0.133 0.317 0.729
Timing * Direction 1.563 8 0.195 0.465 0.881
Error 115.254 274 0.421
Total 3541.000 289
Corrected Total 490.062 288
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Figure 6-6: Timing Experimental result of five scale opinion answer
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Table 6.5: Timing experiment multiple comparison result of questionnaire answers.
Tukey HSD

Mean Std.
(I) Timing (J) Timing Difference (I-J) Error P

25m 40m -1.40* 0.122 0.000
55m -2.12* 0.122 0.000
70m -2.73* 0.122 0.000
85m -3.28* 0.121 0.000

40m 25m 1.40* 0.122 0.000
55m -0.71* 0.121 0.000
70m -1.33* 0.120 0.000
85m -1.88* 0.119 0.000

55m 25m 2.12* 0.122 0.000
40m 0.71* 0.121 0.000
70m -0.61* 0.121 0.000
85m -1.16* 0.120 0.000

70m 25m 2.73* 0.122 0.000
40m 1.33* 0.120 0.000
55m 0.61* 0.121 0.000
85m -0.55* 0.119 0.000

85m 25m 3.28* 0.121 0.000
40m 1.88* 0.119 0.000
55m 1.16* 0.120 0.000
70m 0.55* 0.119 0.000

Based on observed means.
The error term is Mean Square (Error) = 0.421.
* The mean difference is significant at the 0.05 level.
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6.3 Discussions of Information Presentation Timing

Based on the experimental results, there was significance in the two-way ANOVA

for the Timing factor in the Observation time. Although there was no difference in

the post hoc Tukey’s HSD test. From the viewpoint of the information presenta-

tion quantity, it is suggested that the shorter the Detection time and Observation

time means more efficient information processing speed. However, it is questioned if

the same method can be applied when the information presentation timing changes.

Considering that the information presentation timing of 25m had the shortest means,

assumptions may be made to consider 25m to be the answer. However, from the an-

swers of the subjective rating by the driver, the presented timing of the distance of

25m from the target intersection is considered significantly “slow” compared with any

other timings. Therefore, the short Detection time and the shortness of Observation

time are actually data indicating ineffectiveness for the rider acting impatient or in

a hurry since the intersection is very close.

Regarding the subjective rating from the rider, it is understood that it seems the

Table 6.6: Mean values of Subjective ranking by Timing
Timing Mean value

25m 1.32
40m 2.72
55m 3.44
70m 4.05
85m 4.60

Table 6.7: Mean values of Observation time for Timing
Timing Mean value

25m 0.3607
40m 0.4112
55m 0.3860
70m 0.4755
85m 0.4802
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rider’s feel “just right” when the presented timing is around 49m or 55m. Considering

HSI, the subjective rating from the rider needs to be respected in determining the

information presentation design parameters[39]. From Table 6.6, it can be seen that

the closest mean to “just right” is 40m, and the next is 55m. Though, there are no

significant difference in the Observation time, 55m has a slight shorter mean. The

shorter mean may represents that rider is feels “just right” between 40m and 55m,

although the objective measured Observation time does not have difference.

Since the information to present indicates the direction of the intersection, being

slightly to the “a little slow” in providing the information may carry potential error of

not capable to navigate the rider to the correct direction. On the other hand, being

“a little fast” might as well consume some workload and attention resource, though

it may avoid errors like rider’s can not understand in enough time.

Therefore, from the above results, we conclude that information presentation tim-

ing of somewhere between 40m to 55m may be the optimum distance from the

intersection, regarding both subjective answers and objective data. Earlier studies

also suggest in considering both subjective answers and objective data[103]. Hence,

from the discussion the design parameters can be considered that for information

presentation timing, when riding in urban roads with 30 km/h, between 40m to 55m

is the determined value.
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Chapter 7

Conclusion

7.1 Overall Discussion

In this dissertation, we discussed about two main research purposes. Those are,

design of information presentation for motorcycle Head-Up Display (HUD) and design

approach of Human-in-the-Loop Simulation in Immersive VR environment. For the

design of information presentation for motorcycle HUD, we specified the System-

of-Interest (SOI) in Chapter.2, and enabled the immersive Cave automatic virtual

environment (CAVE) as an enabling system. From the constructed prototype, we

determined three values of information presentation parameters. The three design

parameters are:

• Information Presentation Position

• Information Presentation Quantity

• Information Presentation Timing

The determined values were used to update the prototype, the second prototype

described in Section 3.2.1. The overall image of the updated prototype is shown as

Figure 7-1. Since the immersive CAVE was only used as an enabling system, updating

the prototype did not need many efforts. This is one of the benefits of distinguishing

the SOI and the surrounding systems. Therefore, the research was capable to focus
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on the information presentation design parameters. Since the basic three important

design parameters are now determined, the research can start considering how can

we realize this in the real world. One of the opportunity might be providing the

results to startup companies that are doing the hardware development. Although, as

described in Section 1.1.4, the current active company is only Livemap.

For the second purpose, the design approach of Human-in-the-Loop Simulation

in immersive VR environment, as the design parameters were determined, it can

be concluded that enabling the immersive VR environment for Human-in-the-Loop

Simulation from the early stage of design. Although, as it is addressed in the Systems

Engineering Handbook [35], the shall not be thought that it is just there when required.

The enabling system’s development or usage of the enabling systems shall also be

considered from the early stage of design. Though the initial cost has been lowering for

some VR devices, the cost efficiency might still be an issue in some cases. Although,

recent development has been driving the VR rapidly, popularization of the VR seems

to be expectable. When it realize in spreading the approach proposed here, there can

be imaginations of actually sharing VR models between research approaches, where

the reproduction of research studies may become easier.

The findings of information presentation design parameter values can be used with

motorcycle HUD, without limiting the placement of the HUD. Hence, the determined

design parameters can contribute to companies who are considering in manufacture

Figure 7-1: Overview picture of the updated prototype
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a motorcycle HUD. However, the findings in this report needs to be carefully under-

stood, since the assumed riding environment is limited to Japan’s environment. Since

Japan has the left-hand traffic environment, it is expected that the motorcycle rider

performs a similar but different viewpoint movements since many factors including

psychological aspects can affect rider’s viewpoint movement. Also for information

presentation quantity, in the experiment to determine the character kind, may need

to be considered by the rider’s mother tongue. Especially for rider’s who learned

English as a second language, the difference between their mother language will need

to be carefully considered. Although, if the research approach follows similar to this

dissertation, while obtaining different design parameters, the design for information

presentation is expected to be completed for further design as a product.

The addressed second research purpose of enabling an immersive VR can be used

globally, though preparing an immersive CAVE is still not an easy or common thing.

Since the SOI is information presentation, the usage of CAVE was necessary to con-

sider motorcycle rider’s viewpoint movement. Though if the SOI changes, there shall

be an opportunity to use reasonable VR device throughout the SE domain. For ex-

ample, video see-through type HMD has become fairly cheap to enable as a enabling

system in the early stage of design. Although in the case of using the video see-

through HMD, since the operator’s FOV will be covered by the display, prototyping

the SOI will require some technique.

For further research, the design of the motorcycle HUD as an information presen-

tation system will need to be tested in the real world eventually. For this reaserch’s

future, a real scooter motorcycle is ready to be put to use(Table A.14). Although the

values of the design parameters for the information presentation has been determined,

the real world is full of uncertainties which can not be controlled like in simulation

studies. As the this dissertations findings will be helpful to ensure some safety to

the motorcycle rider, the tests are recommended to be be performed on private roads

first. Complete public on-road tests will need to be carried with full caution.
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7.2 Concluding Remarks

This dissertation focused on the design of information presentation for motorcycle

HUD. Enabling the immersive VR environment, Human-in-the-Loop Simulation was

enabled for safety issues for the motorcycle HUD design. Using the immersive VR en-

vironment as an enabling system, we proposed the use of immersive VR environment

in the early stage of design process. By using the immersive CAVE motorcycle simula-

tor, the design of motorcycle HUD was performed to clarify three design parameters.

The three design parameters for information presentation are, information presenta-

tion position, information presentation quantity, and information presentation timing.

From experimental results, we obtained the value of information presentation position

to be in the lower position, not the center but in the left or right. For the value of

information presentation quantity, we obtained the value of in case of Hiragana, 5

letter presentation to be the most efficient quantity. Information presentation tim-

ing was discussed by subjective ranking, indicating the design parameter value to be

between 40m to 55m when riding in an urban area where there are 30 km/h speed

limit. The summary of the above message can be organized as follows.

• Designed an information presentation system considering motorcycle rider’s

viewpoint movements

• Effectively enabled the VR Human-in-the-Loop Simulation using the immersive

motorcycle simulator

• Prototyped a motorcycle HUD to determine the values of information presen-

tation design parameters

• Determined three values of design parameter using the prototype
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Appendix A

Appendix Tables

Table A.1: K-CAVE components.
Component Company Model

Projector NEC NP 2150J
Magnetic sensor Ascension Technology Flock of Birds
Workstations Dell Precision T7400
Workstation CPU Intel Xeon E5440
Workstation GPU Nvidia Quadro FX3700
Workstation OS Fedora Projects Fedora Core 10

Summary of K-CAVE components. See page 44 in the main text for descriptions on
how the components are configured.

Table A.2: Motorcycle simulator specifications.
Maneuver to sense Company Model

Handle operation MIDORI PRECISIONS CPP-35
Throttle operation MIDORI PRECISIONS LP-05F
Brake operation MIDORI PRECISIONS LP-05F

Summary of sensors used to sense the operator’s maneuver on the motorcycle simu-
lator. See page 49 in the main text for details about the use.
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Table A.3: Matlab/Simulink and ControlDesk computer specifications.
Initial PC1

Base Model Dell Vostro430
OS Windows Vista SP1

OS Kernel windows32
CPU Intel Core i7 CPU 850 @ 2.8GHz
RAM 4GB
GPU Nvidia GTX680

Matlab Version Matlab 2007b
dSPACE Version dSPACE 6.3

Upgraded PC2

Base Model -
OS Windows 7

OS Kernel windows64
CPU Intel Core i7 CPU 3820 @ 3.6GHz
RAM 16GB (4GB*4)
GPU Nvidia GTX680

Matlab Version Matlab R2011b
dSPACE Version dSPACE 7.4

1 Utilized for experiments in Section 3.1.3.3, Chapter 4,
Chapter 5.
2 Utilized for experiments in Chapter 6.

Computer specification running Matlab/Simulink and the software ControlDesk. See
page 50 for usage details within this dissertation.
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Table A.4: Prescan computer specifications
OS Windows 7 SP1

OS Kernel windows64
CPU Intel Core i7–3970X CPU @ 3.5GHz
RAM 16GB (4GB*4)
GPU Nvidia GTX680 * 3

Computer specification running the non-immersive riding simulator software(TASS,
Prescan v6.3.0). See page 58 for usage details within this dissertation.

Table A.5: Specification of the projector utilized for the first prototype.
Manufacture Microvision

Model SHOWWX+ Laser Pico Projector
Brightness 15 ANSI lumens
Contrast 5000:1

Resolution 848× 480[px]
Aspect Ratio 16:9 (WVGA)

Size (HxWxD) [cm] 2× 6× 13
Weight 0.1 kg

Lamp type RGB laser

The specification of the projector used as a display device for the first prototype of
the motorcycle HUD. See page 66 for the usage of this projector for the prototype.

Table A.6: Specification of the utilized lens for HUD.
Manufacture ECHENBACH

Model 2636–11
Magnification 3.8x

Dioptera 11
Size[mm] 100× 75
Lens type non-spherical

a A lens of focal length f has the
diopter of D = 1

f
. In this case

focal length can be calculated as
f = 1

11
, f = 0.0909090...

The specification of the lens for the prototype of the motorcycle HUD. This lens has
been used for the first prototype and the second prototype. See page 66 for the usage
of this lens for the prototype.
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Table A.7: Specification of the projector utilized the second prototype.
Manufacture Celluon

Model PicoPro
Brightness 32 ANSI lumens
Contrast 80,000:1

Resolution 1920× 720p (HD resolution)
Aspect Ratio 16:9

Size (HxWxD) [mm] 150× 73× 13.4
Weight 181 g

Lamp type RGB laser

The specification of the projector used as a display device for the second prototype
of the motorcycle HUD. See page 66 for the usage of this projector for the prototype.
For detailed specification, see the official specification sheet inside the user manual
downloadable from the following url.
http://www.celluon.com/support/resources/

Table A.8: Notebook type computer specifications
Model Panasonic Let’s note CF-S10

OS Windows 7 SP1
OS Kernel windows64

CPU Intel Core i5–2520M CPU @ 2.5GHz
RAM 8GB
GPU Intel HD Grapics 3000

Notebook type computer used to generate the image to show for the projector. See
page 70 for how it has been used within the experiment to determine the design
parameter value of information presentation position.
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Table A.13: Means and standard deviations on the measure of Detection time and
Observation time in Text length, Meaning, and Position.

Detection time Observation time

Value Label N M SD M SD

Text length 1 198 0.4430 0.217 47 1.2107 0.618 76
2 200 0.4207 0.201 34 1.4098 0.747 10
3 198 0.4419 0.292 85 1.6830 1.092 51
4 199 0.4051 0.178 50 1.8178 1.112 30
5 200 0.4164 0.174 29 1.9450 1.144 07
6 200 0.4178 0.218 63 2.1069 1.229 16
7 199 0.4099 0.194 92 2.2125 1.291 28
8 200 0.3925 0.139 29 2.3539 1.221 69
Total 1594 0.4184 0.206 52 1.8432 1.140 52

Meaning No 798 0.4250 0.201 35 1.8839 1.178 13
Yes 796 0.4118 0.211 50 1.8025 1.100 76
Total 1594 0.4184 0.206 52 1.8432 1.140 52

Position Lower Left 800 0.4174 0.188 80 1.8257 1.055 12
Lower Right 794 0.4194 0.223 07 1.8609 1.220 95
Total 1594 0.4184 0.206 52 1.8432 1.140 52

Data means and standard deviations on the measure of Detection time and Observa-
tion time in Text length, Meaning and Position. See Page 107 for the statistical tests
of this data.
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Table A.14: Specification of the real scooter type motorcycle
Component Specification

Manufacturer YAMAHA
Model Name EC03

Specific Model ZADSY06J
Length 1.565 [m]
Height 0.99 [m]
Weight 56 [kg]
Width 0.60 [m]

Seat Height 0.745 [m]
Engine Electrical

Battery Type Lithium Ion
Battery 50V-14Ah [1h]
Power 580 [W]

Max Power 1.4kW[1.9PS]/2,550r/min
Max Torque 9.6N m[0.98kgf m]/280r/min

The real scooter type motorcycle planned to equip a prototype of motorcycle HUD.
See page 133 for planned future research of use.

144



Appendix B

Appendix Figures

Figure B-1: A zoomed-in overview of the modeled test course.

A zoomed-in overview of the modeled test course described in Section 3.1.1. See

page 51 for details about this model used for tests in this dissertation. For the

geographical location information, see the following Figure B-2.
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Figure B-2: Geographical location information of the real town modeled in the im-
mersive CAVE motorcycle simulator.

The geographical location information of the mainly used test course is located

near 35◦55′41.21′′ latitude and 139◦63′99.10′′ east longitude. Map source1 from Geospa-

tial Information Authority of Japan[104], north symbol added by author, scale moved

into the area within the figure by author.

1http://maps.gsi.go.jp/#18/35.554121/139.639910/&base=std&ls=std&disp=1&lcd=std&
vs=c1j0l0u0f0&d=vl
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Road Width: 4.6 m 

Virtual World Real World 

Road Width: 4.6 m 

Figure B-3: Illustratd road width configuration between the real world town and
virtual world town.

Based on real world’s road measurement, the virtual world’s road width was con-

figured to be the same width of 4.6m. See Page 51 for description about configuration.

Non Immersive World

Road Width: 4.6 m

Top viewSide view

Figure B-4: Illustrated road width configuration for the non-immersive riding envi-
ronment.

Based on real world’s road measurement, the non-immersive riding environment’s

road width was configured to be the same with the real world width of 4.6m. See

Page 59 for description about the non-immersive environment configuration.
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Appendix C

Appendix Codes

Code C.1: An example code of eye-tracking device’s recorded movie conversion.
1 #!/bin/bash
2 AVCONVPATH=’/path/to/avconv’
3 INPUT=’hogehoge.m4f’
4 OUTPUT=’hogehoge.m4v’
5
6 # The option −an is used since we did not record any audio.
7 ${AVCONVPATH} −i "${INPUT}" −an −r 29.97 −g 1 −b:v 3000000 "${OUTPUT}";

It is to be noted that the using the raw movie file (m4f) recorded by the eye-tracking

device(nac, EMR-9) is in a format that can not be played properly for most movie

player application. Therefore, conversion of the recorded movie file for analysis is

necessary. Although the movie file seems to be playable by most movie player ap-

plications, it plays the movie with wrong fps recognition. It may be used without

conversion for a quick check, though for analysis which matters time, conversion of the

movie file is absolutely necessary. For most convenient and reliable conversion, the

author recommends the usage of ffmpeg1 or libav2. See the above code of bash script

for the conversion command used in this research. In the main text page 53 describes

about how this code was used for research. The version of libav used to convert the

movie file in this dissertation is shown in the following appendix Code C.2.

1https://ffmpeg.org/
2https://libav.org/
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Code C.2: The avconv version used for conversion.
$ avconv −version
avconv version v11.7, Copyright (c) 2000−2009 the Libav developers

built on Jun 1 2016 09:33:55 with gcc 4.8.3 (Gentoo 4.8.3 p1.1, pie−0.5.9)
avconv v11.7
libavutil 54. 3. 0 / 54. 3. 0
libavcodec 56. 1. 0 / 56. 1. 0
libavformat 56. 1. 0 / 56. 1. 0
libavdevice 55. 0. 0 / 55. 0. 0
libavfilter 5. 0. 0 / 5. 0. 0
libavresample 2. 1. 0 / 2. 1. 0
libswscale 3. 0. 0 / 3. 0. 0

The version of avconv used within this dissertation to convert the movie file recorded

from the eye-tracking device. Usage of this program is shown in Code C.1, and in

main text page 53.

Code C.3: Developed software programm to show various information amount.
1 #!/path/to/perl
2 use strict;
3 use warnings;
4 use utf8;
5 use Tk;
6 use Encode::JP ();
7 use List::Util;
8
9 my ($top,$top2,$top3);

10 my ($button,$button2,$button3);
11 my $show_text;
12 my $times_text;
13 my @str_arr=();
14 my $head_flag=1;
15 my $fontname="メイリオ"; # Default font installed in Windows 7
16 my $fontsize="72";
17 my $fontcolor=’green’;
18 my $hiragana_height=400;
19 my $hiragana_width=45;
20 my $screen_h = 480; # Size of pixels the projector is capable
21 my $screen_w = 848;
22
23 srand time;
24
25 # Activate main window
26 $top = MainWindow−>new();
27 $top−>optionAdd( ’*font’ => ’ＭＳゴシック␣10’ ); # Another default font
28
29 # Make button to load data
30 $button = $top−>Button(
31 −text => "Load␣$ARGV[0]!!␣$teststring",
32 −command => \&onButton
33 );
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34 $button−>pack();
35
36 # Make button to start
37 $button2 = $top−>Button(
38 −text => "open-window",
39 −command => \&onButton2
40 );
41 $button2−>pack();
42
43 # Make button to open console
44 $button3 = $top−>Button(
45 −text => "console-window",
46 −command => \&onButton3
47 );
48 $button3−>pack();
49
50 # start loop
51 MainLoop();
52
53 sub onButton {
54 my $filename = $ARGV[0];
55 my ($key,$value);
56 open(IN, $filename);
57 while(<IN>){
58 chomp($_);
59 my $pushstr = Encode::decode(’utf8’, $_);
60 $pushstr =~ s/(.+?)\//$1/;
61 # Store strings to array
62 push(@str_arr, $pushstr);
63 }
64 close(IN);
65 # Randomize the order to show
66 @str_arr = List::Util::shuffle @str_arr;
67 unshift(@str_arr, "␣");
68 push(@str_arr, "EOF");
69 # Save shuffled array
70 open(OUT, ’>’.$filename.’-used.csv’);
71 while (($key,$value) = each(@str_arr)) { print OUT Encode::encode(’utf8’,

$value), "\n"; }
72 close(OUT);
73 # Message the operator it’s ok
74 $top−>messageBox(
75 −type => "ok",
76 −icon => "info",
77 −title => "OK",
78 −message => "$ARGV[0]␣Has␣loaded!"
79 );
80 }
81
82 sub onButton2 {
83 my ($header_text,$show_header);
84 # Show message
85 $top2 = $top−>Toplevel(−background=>’black’,);
86 my $w = $top2−>screenwidth;
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87 my $h = $top2−>screenheight;
88 $top2−>overrideredirect (1);
89 $top2−>MoveToplevelWindow (1280,0);
90 $top2−>geometry (join(’x’,$screen_w,$screen_h));
91
92 my $i=0;
93 my $k=0; #$i+1;
94 my $j=0;
95 my $end_flag=0;
96 my $haikei_color;
97
98 $haikei_color = ’black’;
99 $times_text=1;

100 $show_text = $str_arr[$i];
101 my $showing = $top2−>Label(
102 −background=>$haikei_color,
103 −font => [$fontname, $fontsize],
104 −foreground=>$fontcolor,
105 −justify=>’center’,
106 −height =>$hiragana_height,
107 −width =>$hiragana_width,
108 −anchor=>’center’,
109 −textvariable => \$show_text);
110 $showing−>pack();
111
112 #do not start until space is pressed.
113 $top2−>bind(’all’ => ’<Key-space>’ => sub {
114 $j++;
115 if($j % 2 == 1) {
116 $i++;
117 $k=$i+1;
118 if($str_arr[$k] eq "EOF") { $end_flag=1; }
119 my $parseshow = $str_arr[$i];
120 $parseshow =~ s/\d,(.+?)/$1/;
121 $show_text=$parseshow;
122 } else {
123 if ($end_flag==1) {
124 $top2−>destroy;
125 $show_text="END";
126 } else { $times_text=$k; $show_text="␣"; }
127 }
128 });
129 $top2−>bind(’all’ => ’<Key-Escape>’ => sub {$top2−>destroy;});
130 }
131
132 sub onButton3 {
133 my ($show_console_text,$show_times_text);
134 unless (Exists($top3)) {
135 $top3 = $top−>Toplevel(−title=>’showing’,);
136 $show_times_text = $top3−>Label(−background=>’black’, −font => [

$fontname, 16], −foreground=>’white’, −textvariable => \$times_text);
137 $show_times_text−>pack();
138 $show_console_text = $top3−>Label(−background=>’black’, −font => [

$fontname, 16], −foreground=>’white’, −textvariable => \$show_text);
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139 $show_console_text−>pack();
140 }
141 }

The software program is written in Perl. Usage of this software is described in main

text page 69.
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Glossary

Architecture

Not used as a general term referring to profession of designing buildings or

process of construction, it is used in term as a fundamental underlying design

and evolutions. For the international standard definition, see ISO:15288:2015

4.1.5 architecture[34] and ISO:42010:2011 [105].

Design

As a verb, design is a process to define the architecture, components, interfaces,

system elements, and or but not limited to other characteristics of a system,

components, or system elements[34, 106]. This output is also called “design” as

a noun, which sufficiently describe definitions for the architecture.

HSI

Human Systems Integration (HSI), is an integration of human consideration in

the process of systems engineering. As a lot of systems include the humans

as an element of a system or an operator of the system, it is important to

integrate the “human consideration” in some human-centered domains. For

further definitions, see the Systems Engineering Handbook [35, Section 10.13,

p. 237–241]. For fundamental literature of HSI, see the Handbook of Human

Systems Integration[38].

Human-in-the-Loop Simulation

Human-in-the-Loop Simulation (sometimes called HILS or HITL/HuIL for Human-

in-the-Loop), but the acronym of HILS is also known as an acronym for Hardware-
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in-the-Loop Simulation meaning to include actual hardware simulators for simu-

lation study. According to the Systems Engineering Handbook [35, Section 9.1.4.2,

p. 185], it is described in the following term.

Hardware and/or human-in-the-loop simulations execute in real time

and use computer-based models to close the loop on inputs and out-

puts with a hardware and or human element of the system.

Since the acronym can be confused with Hardware-in-the-Loop Simulation, this

dissertation has typeed out “Human-in-the-Loop Simulation” instead of using

an acronym.

Immersiveness

Immersive + -ness

The degree described in the scale of immersive. Objective measurement of im-

mersiveness is difficult, and while currently it is popular to measure subjectively

through questionnaire. Objective measurement, or more concreate subjective

measurment of “immersiveness” is still under research[107, 108].

OpenCABIN

An opensource software formally developed after CABIN library development

at Tokyo University. Source code of the library are avaliable in the following

github.

https://github.com/tateyama/OpenCABIN-library

SE

Systems Engineering (SE), is a perspective, a process, and a profession[35, Sec-

tion 2.6, p. 11]. The purpose focuses to satisfy requirments of not only the

defined customers but with required functionality in a near optimal manner,

integrated by all the disciplines and specialty groups to form a structred devel-

opment process proceeding from concept to production to operation.
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Acronyms

AIP Autonomy, Interaction, Presence

ANOVA Analysis of variance

AR Augmented Reality

CAVE Cave automatic virtual environment

CPU Central Processing Unit

CSV Comma-Separated Values

DSP Digital Signal Processor

FOV Field of View

fps frames per second

GPU Graphics Processing Unit

HMD Head-Mount Display

HSI Human Systems Integration

HUD Head-Up Display

IP Internet Protocol

LAN Local Area Network
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LCD Liquid Crystal-Display

MEMS Micro Electro Mechanical Systems

MPEG4 Motion Picture Experts Group Layer 4

OS Operating System

PC Personal Computer

RAM Random Access Memory

SE Systems Engineering

SOI System-of-Interest

SysML Systems Modeling Language

TCP Transmission Control Protocol

UDP User Datagram Protocol

UML Unified Modeling Language

VR Virtual Reality
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List of symbols

θh Voltage measured by the potentiometer for handle [V]

ua Voltage measured by the potentiometer for throttle (accel) [V]

ubf Voltage measured by the potentiometer for front break [V]

ubr Voltage measured by the potentiometer for rear break [V]

V Vehicle velocity [m/s]

δf Steering angle of front wheel [◦]

N Steer wheel gear ratio [−]

X Global coordinate of X axis fixed to the ground [−]

Y Global coordinate of Y axis fixed to the ground [−]

ϕ Yaw angle of vehicle [◦]

Xγ immersive CAVE coordinate of X axis fixed to the ground [−]

Yγ immserive CAVE coordinate of Y axis fixed to the ground [−]

xh Eye position coordinate of X axis inside the immersive CAVE simulator

yh Eye position coordinate of Y axis inside the immersive CAVE simulator

zh Eye position coordinate of Z axis inside the immersive CAVE simulator

ϕh Eye direction angle of roll inside the immersive CAVE simulator

ϑh Eye direction angle of pitch inside the immersive CAVE simulator

ψh Eye direction angle of yaw inside the immersive CAVE simulator
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xm Coordinate data X in pixel of the recorded movie file [px]

ym Coordinate data Y in pixel of the recorded movie file [px]

n Number of markers in the frame [-]

xs
m The first frame coordinate data X for analysis [px]

ysm The first frame coordinate data Y for analysis [px]

xf
m Coordinate data X to analyze [px]

yfm Coordinate data Y to analyze [px]

x̄m The mean of movement amount for Coordinate data X [px]

ȳm The mean of movement amount for Coordinate data Y [px]

xe Coordinate data X in pixel of the recorded movie file [px]

ye Coordinate data Y in pixel of the recorded movie file [px]

x0 Coordinate data X to analyze [px]

y0 Coordinate data Y to analyze [px]
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