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Abstract 

Indirect vision systems that display the live video stream from a camera on 

a display can improve perception of the surroundings and thereby perfor-

mance in a visual task compared with direct vision. For example, night vi-

sion goggles can enhance image contrast at night above the threshold needed 

for processing by the human visual system and enable the wearer to perceive 

and act on the surroundings. This thesis aims to improve the design of indi-

rect vision systems by examining how the choice of perspective in an indirect 

vision system can improve spatial awareness. 

Spatial awareness is the awareness of the objects around us and their loca-

tion relative to each other and to our body. Different tasks may require dif-

ferent kinds and levels of spatial awareness. This suggests that task-specific 

indirect vision solutions may be useful. This thesis investigates indirect vi-

sion systems for driving cars as an example task that requires a high level 

of surround spatial awareness and allows implementing the necessary sen-

sors, image processing and displays in the vehicle without requiring the user 

to carry the system as a mobile, wearable device.  

Perspective representations, the subject of this thesis, are used to visualize 

three-dimensional space on two-dimensional flat displays. The components 

of perspective representations are the point and direction of view from which 

the surroundings are observed and the projection method that describes how 

the scenery seen from the point of view is mapped onto a two-dimensional 

screen. Small changes and differences in point and direction of view may be 

caused by binocular vision or head motion whereas large changes or differ-

ences may happen for example when moving a camera and switching from 

a subjective first-person perspective to a more objective third-person per-

spective. 

This thesis aims to present a complete treatment of the subject topic by con-

sidering both, the possibility of using indirect vision to improve spatial per-

ception beyond human capabilities of direct vision, as well as the full 
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utilization of human perception capability through indirect vision. Concern-

ing the former, studying projection methods led to the proposal of a novel 

method that can present a significantly wider field of view than previous 

methods without degradation of distance perception important for a task 

like driving. How choice of point of view, known to have an effect on spatial 

awareness, might improve spatial awareness particularly during driving 

was studied in a simulated driving task. While these studies showed the 

potential of indirect vision to improve spatial awareness over direct vision, 

it is also important to make sure that indirect vision does not degrade other 

aspects of human perception. Motion parallax from head motion is known to 

be a strong depth cue but is often ignored in indirect vision systems. The 

final study therefore investigated whether motion parallax is needed for an 

indirect vision system for driving. The proposed methods were evaluated in 

simulated driving and using prototype implementation in real cars. 

This thesis provides valuable information for the design of automotive and 

other indirect vision systems in the form of methods for their implementa-

tion and experiment results. 
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1. Introduction 

Indirect vision systems that display the live video stream from a camera on 

a display when completing a visual task can improve human performance 

over direct vision. For example, night vision goggles can raise image contrast 

in darkness at night above the threshold needed for processing the visual 

information by the human visual system. This thesis aims to improve the 

design of indirect vision systems by examining how the perspective used can 

improve spatial awareness. 

Spatial awareness is the awareness of the objects around us and their loca-

tion relative to each other and to our body. Different tasks may require dif-

ferent kinds and levels of spatial awareness. Sitting at a desk working on a 

computer will require only minimal spatial awareness, like the location of 

the keyboard, the mouse and the display. On the other hand, playing soccer 

on a soccer field will require a much higher level of spatial awareness, like 

the own, team mates’, opponents’ and balls location, direction and speed on 

the field as well as the location of the goals. 

This thesis investigates indirect vision systems using car driving as an ex-

ample application that requires a high level of surround spatial awareness 

like the geometry of the road ahead, the longitudinal and lateral location of 

the own vehicle within the current lane, and the location and movement of 

surrounding cars, bikes and pedestrians. This does neither mean that the 

methods developed, nor the results obtained are limited to cars and car driv-

ing. For example, once sensors become smaller and headset-style displays 

more powerful, a wearable version of the proposed system could be worn 24/7. 

1.1 Background 

Cars are an important tool for mankind to support modern life by fulfilling 

a large percentage of transportation and mobility needs. According to official 

statistics, in Japan, a country with a population of about 120 million, about 

80 million registered vehicles travel 500 billion kilometers per year. Cars 

already combine mobility enhancing technologies like the drivetrain and 

chassis with perception enhancing technologies like headlights, wipers, 

camera systems and navigation. Integrating an indirect vision system into 
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a car is therefore in some way a smaller step than making a wearable ver-

sion consisting of a computer, cameras and displays.  

 

 

Figure 1.1: An autonomous car moving on public roads. [1] 

 

1.2 Motivation 

In most countries, regulation for cars are guided by the 1968 Vienna Conve-

tion on Road Traffic [2], which stipulates that a driver is always in control 

of the vehicle and responsible for its behavior in traffic. The driver has to 

look around, understand the surrounding situation, make decisions and 

properly operate the vehicle to execute the intended movements. Consider-

ing the complexity of this process, driving is surprisingly safe, yet accidents 

occur. 

The three most frequent accident causes in Japan according to official sta-

tistics are (1) distraction, (2) speeding and (3) human failure in understand-

ing the surrounding situation, decision making or operation of the vehicle. 

Such human failure may have several causes. Human eyes have a limited 

field of view, resolution, sensitivity, location and direction. The human brain 

works with only a single focus of attention, which means that attention will 

be allocated to multiple targets only sequentially one after the other. The 

brain is also limited in the size of its memory, susceptible to false reasoning 

and prone to bad customs. 

Will it be possible to overcome these limitations of human perception by ma-

nipulating the visual information that the eyes receive, and if so, how?  And 

will it be possible to apply the findings and methods to tasks other than 

driving? 
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1.3 Vision 

An indirect vision system that replaces the windows of a car by a combina-

tion of cameras, other sensors and displays would give the developer large 

power – and responsibility – to modify the visual perception of the driver. 

Output from multiple sensors at multiple locations, maybe even some of 

which are not mounted to the car but on other surrounding cars on on the 

road infrastructure, could be combined to provide a complete, blindspot-free 

model of the surroundings, which could then be streamed to the display from 

any viewpoint.  That image could further be augmented with distance, speed, 

driving rules and other useful information, and then finally be shown to the 

driver in place of the view through the windows in a conventional car. 

 

 

Figure 1.2: Conceptual image of an indirect vision cockpit in which win-

dows are replaced by displays (right) in comparison with a conventional 

cockpit (left). 

 

There are many possibilities how a human driver could benefit from such a 

substitution of direct vision through windows:  

• While the total horizontal field of view of human perception is about 180 

degrees, only a narrow subset in front of up to about 60 degrees is usable 

for symbol recognition. If the visual information from a wide field of view 

could be compressed and presented in a smaller field of view, humans 

may find it easier to achieve a better spatial awareness of the surround-

ings than with direct vision. 
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Figure 1.3: How indirect vision could provide a wide effective field of view 

on a small display within the comfort zone 

 

• Other cars and pedestrians surrounding the car could be shown from an 

overhead viewpoint, in three dimensions and in real life size compared 

with the small view in current systems. 

 

 

Figure 1.4: How a virtual, high viewpoint reduces blindspots. 

 

• The rearward view could be displayed in life size in front of the driver 

when backing up. The driver would no longer need to turn the head to 

look backward, to imagine the rear situation from narrow views pro-

vided by mirrors, or to observe the image of a rearward camera on the 

small display of a car navigation system. 
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Figure 1.5: How a virtual, backward viewpoint could provide view of the 

rear. 

 

• The shape of the road could be displayed beyond corners and through 

buildings and other occluders like trucks, for examply potentially reduc-

ing the risk of misjudging safe driving speed. 

 

Figure 1.6: Examle of augmenting forward view from the driver’s seat. 

• A bright, real-size night vision image could make night time driving 

easier than seeing through windows with the aid of head lights or us-

ing conventional night vision systems which have only a very narrow 

field of view. Similarly, a virtual good-weather image of the surround-

ings could be displayed when driving in rain, making it much easier to 

see for eample the lane markers. 
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Figure 1.7: Illustration of how visual experience under bad-weather condi-

tion could change. 

 

Electronic vision could be benefitial not just for manual driving but also in 

a shared collaborative driving setting between the human driver and an in-

telligent car, ensuring that the driver sees the same information that the 

car sees, making it less likely that driver and car will fight with each other. 

It could also benefit the visual experience of riding as a passenger in an au-

tonomous car by the ability to watch either an enhanced or virtual scenery 

while enjoying the privacy of a windowless vehicle without the feeling of be-

ing locked inside a claustrophobically small box. 

In most countries, under current legislation, forward and sidewards driver 

visibility must be direct and cannot be realized by displays. But as autono-

mous cars are in some places no longer required to allow for driver interven-

tion and can be designed without a steering wheel, it is not unthinkable that 

a driver-operated car could be realized with electronic, indirect vision if it 

was equipped with an autonomous system as a safeguard and backup. 

Once the methods and technologies are established, they could be applied to 

other domains. A wearable system built using similar or adapted methods 

could aid when walking or when using other forms of transportation like 

bicycles. Other systems could target spatial awareness when doing station-

ary tasks that require reacting to the surroundings. 
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2. Related Work 

2.1 Human Perception and Decision Making during Driving 

Vision is the major source of information during driving. It has been said 

that more than 90% of information for driving is visual. [2]  

Human vision is one of the better studied functions of the human brain. It 

has evolved to recognize objects and classify them as, for example, cars, pe-

destrians or bicycles, estimate their location and motion within the static 

environment like roads, or to project when a moving and a static object or 

two moving objects will crash. Human vision is also capable of recognizing 

and interpreting symbols like lane markers, traffic signs and traffic lights. 

Most countries have rules for the visibility of the surroundings from the eye 

point of the driver specifying the area of windows or the number, size, loca-

tion and curvature of mirrors. Rules might also specify visual acuity and 

color vision requirements for the driver of a vehicle. 

2.1.1 Depth Cues 

Depth perception, i.e. the perception of the distance to an object, is essential 

for making decisions during driving and operating the controls of the car. 

The human visual system utilizes several different cues. 

• Monocular depth cues are 3-dimensional interpretations obtained from 

a single 2D image. Monocular cues can be further divided into perspec-

tive cues, like occlusion, relative and familiar size, shadows, location of 

objects on the ground between the point-of-view and the horizon and 

other cues like shading, atmosphere and focus. [3] Stewart et al. point 

out that time-to-collision is often misperceived if the pedestrian is a child 

because of size. [4] 

• Oculomotor depth cues are cues from the inward movement of the eye-

balls towards a single location in space (convergence) and focusing of the 

eyes at a distance in space (accommodation). Oculomotor cues are con-

sidered important for immersive viewing, but their effect is difficult to 

measure. 

• Binocular depth cues or binocular stereo combines the information from 

the left and right eye in the center of the visual field that is visible from 

both eyes (approximately 120 degrees out of about 200 degrees) and said 

to contribute to a sense of presence. 

• Depth from motion or motion stereo uses the change of objects in the 

visual field, either from motion of the viewer of the viewed object to make 
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assumptions about the depth. A recent driving simulator study failed to 

identify effect of motion stereo. [5] 

 

Figure 2.1: Monocular depth cues classified by their reliance on perspec-

tive. [6] 

The combination of multiple depth cues can intensify the perception of 

depth. The cues interact with each other, making it difficult to isolate the 

contribution of specific cues. 

 

Figure 2.2: Combination of depth cues increases perception of depth. [6] 

 

Nevertheless, [3] attempted to compare the effectiveness of cues depending 

on viewing distance and relative to each other. While this may provide a 

rough guidance when designing an indirect vision system, in reality, the 
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strength of each cue may differ depending on the actual visual properties of 

the situation. 

 

Figure 2.3: Effectiveness of depth cues as a function of distance. Adapted 

from [3]. 

For slowly avoiding obstacles in a narrow road, the most used range might 

be between about 2 and 15 meters making binocular disparity and motion 

parallax the most effective cues, whereas the range used while driving fast 

on a multi-lane highway could be between about 20 and 100 meters, mak-

ing texture and brightness the most effective cues. In some situations, less 

effective cues may override more effective ones and confuse drivers.  

2.1.2 Motion 

Depth by itself may not be that useful during driving. To anticipate and 

avoid possible collisions, drivers must judge direction and time-to-contact. 

While human perception is good at predicting motion and time-to-contact if 

speed (first order) and direction are constant, acceleration (second order) 

and changes in direction make prediction difficult. [7] Binocular information 

can be useful but may not be reliably usable for example in mirrors. Humans 

may therefore use shortcuts like framing effects for practical judgments, like 

deciding to decelerate as soon as the engine hood of the own car hides the 

ground between the own car and the car in front. [8] 
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Figure 2.4: Human perception is only good at predicting the top-most 

straight-line constant-speed motion.  

Human vision has been shown to utilize cues from optical flow to perceive 

the own translational and rotational movement in space relative to the en-

vironment. This is used for controlling speed and negotiating curves. Optical 

flow can be perceived by fine elements like detail textures in the fovea or by 

large elements like terrain structures in the peripheral vision. Having a 

large field of view is therefore considered necessary for accurate perception 

of ego-motion. [9] 

 

Figure 2.5: Optical flow during curve negotiation 

Optical flow changes depending on the surrounding environment, the driv-

ing style and the outward visibility from the driver’s seat and can in return 

influence the way of driving. A higher point of view, for example, can lead to 

faster driving, probably caused by the reduction of optical flow in the visual 

field. [10] 

The direction of optical flow caused by a static background during driving 

can be decomposed into vertically rotational, horizontally rotational, circu-

lar and radial components, respectively caused by pitching, direction 
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changes, rolling and longitudinal motion. The speed will depend on the dis-

tance to object in view. When driving in a straight line, the only direction 

present is radial flow.  

    

Figure 2.6: Optical flow components. Adapted from [11]. 

 

2.1.3 Situation Awareness 

The result of perception is sometimes described by a construct named Situ-

ation Awareness (SA). It describes the “perception of the elements in the 

environment within a volume of time and space,” referred to as level 1, “the 

comprehension of their meaning” (level 2), and “the projection of their status 

in the near future” (level 3).  [12] Spatial awareness, defined as the aware-

ness of the objects around us and their location relative to each other and to 

our body, is roughly similar to SA level 1 but typically has a stronger em-

phasis on awareness of oneself within the surroundings.  

 

Figure 2.7: Endsley’s Model of Situation Awareness in Dynamic Decision 

Making. Adapted from [12]. 
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2.1.4 Decision Making 

Cognitive science classifies the driving task as a cognitive decision-making 

process. An often-cited model of decision-making in the context of driving is 

Rasmussen’s Skill, Rule & Knowledge (SRK) Model. According to this model, 

the decision-making process is a cycle taking input from sensory perception 

of the surrounding situation like road geometry, traffic rules, obstacles and 

other cars through sensory information, mainly through vision, but also au-

ditory and haptic channels. The decision-making process provides output in 

form of the driver operating the car by turning the steering wheel or pressing 

either the brake or the acceleration pedal to correct the trajectory of the car. 

Between input and output, there can be 

1. a simple, often unconscious application of a practiced skill, like pressing 

the brake pedal with the right foot at exactly the correct pressure to halt 

at the stop line ahead, or making tender course corrections to smoothly 

follow a curve, 

2. a pattern-based rule application that then leads to a practiced skill ap-

plication, like noticing a red traffic light and initiating deceleration, or 

noticing a slower moving truck ahead and making a lane change to pass 

it, 

3. or a knowledge-based decision-making step to deal with a less common 

situation, that is then followed by lower level actions, like deciding which 

of several possible routes to take depending on current surrounding traf-

fic flow and experience.    

 

Figure 2.8: Rasmussen’s Skill, Rule & Knowledge (SRK) Model of Decision 

Making. Adapted from [13]. 
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2.2 Indirect Vision Systems for Cars 

2.2.1 Mirrors, Rearward and Surround Camera Systems 

Mirrors that utilize a reflective surface to change viewing direction and 

viewpoint are the most basic method providing indirect vision. The Vienna 

Convention stipulates that cars have rearview mirrors that enable the 

driver to see the traffic in the rear. Actual requirements differ between coun-

tries but the combination of inner rear mirror and door mirrors on each side 

of the vehicle have become prevalent. Larger vehicles like SUVs and trucks 

are often required to have additional curved mirrors to reduce nearby blind-

spots. The recent increase in mirrors might partially have been an effect of 

the decrease in direct visibility due to aerodynamic, design and safety devel-

opments. The mean horizontal fields of view of left (driver-side), center, and 

right (passenger-side) mirrors of a selection of US passenger cars were re-

ported in [14] to be 12.9, 25.3 and  22.5 degrees respectively. 

One important property of mirrors is their effect on distance perception. In 

[15], Hecht and Brauer compared planar mirrors, that show objects in real 

size, with non-planar mirrors, and showed that the former provides more 

reliable distance perception than the latter. Interestingly, perception of ob-

jects through mirrors is complicated [16], and clarifying how different fac-

tors like viewing size, perspective cues, binocular disparity, framing effect 

and many others contribute to such differences is not easy. Although planar 

mirrors are intuitive, other mirrors may be preferable in real driving. For 

example, De Vos has suggested in [17] that non-planar door mirrors provide 

higher degrees of situation awareness than planar mirrors.  

Mirrors with a large field of view often have some distortion. In [18], Hicks 

and Perline present a unique distortion-free mirror for rear visibility that 

covers a relatively wide field of view of about 45 degrees compared with typ-

ically less than 20 degrees in conventional driver-side door mirrors.   

Aspheric door mirrors, show the rear around the vanishing point at a size 

close to uniformly convex mirrors, but add a distorted, horizontally com-

pressed image at the outer edge. While the usefulness of aspheric mirrors to 

increase situational awareness has been established in human factors stud-

ies, such mirrors still have a view of less than 50 degrees and the high dis-

tortion in the outer areas only allow for checking the presence of obstacles. 
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Figure 2.9: Conventional convex (left) and aspheric (right) door mirrors 

from a press photo by Saab. [19] 

Recently, electronic systems combining cameras and displays to assist 

driver vision have quickly become widespread in cars and are expected to 

further increase. Rear view cameras eliminate a large part of rearward 

blindspots and will be obligatory for new cars in the US soon.  

 

Figure 2.10: Rearview camera image example 

Cars equipped with surround view systems that present the surroundings 

from a virtual overhead viewpoint are now available from several manufac-

turers. 

  

Topview image example (left) System overview 

Figure 2.11: Surround view system example [20] 

While maneuvering a nonholonomic vehicle operating its controls can still 

be demanding, surround view systems may have multiple benefits for per-

ception. 

• They show the surroundings that otherwise require multiple glances 

in different mirrors or multiple head turns in one continuous image 

requiring only one glance with only scanning a small display. 

http://www.google.co.jp/url?sa=i&rct=j&q=&esrc=s&source=imgres&cd=&cad=rja&uact=8&ved=0ahUKEwjf4pq9jfLNAhWDQpQKHVLnBXwQjRwIBw&url=http://www.theautochannel.com/news/2013/04/18/072911-drivers-embrace-fords-rear-view-camera-blue-ovals-fastest-growing.html&psig=AFQjCNF8tKJ1UOKqAGGlvGbmphrr_nUisQ&ust=1468556515851798
http://www.google.co.jp/url?sa=i&rct=j&q=&esrc=s&source=imgres&cd=&cad=rja&uact=8&ved=0ahUKEwjYkd24lfLNAhULmJQKHT9OANEQjRwIBw&url=http://www.carbodydesign.com/archive/2007/10/28-nissan-around-view-monitor/2/&psig=AFQjCNFiWsHFoG7q_TTl5kYFgl5P73vtFQ&ust=1468558653974035
http://www.google.co.jp/url?sa=i&rct=j&q=&esrc=s&source=imgres&cd=&cad=rja&uact=8&ved=0ahUKEwj-r6a7lfLNAhUCj5QKHZBEBu8QjRwIBw&url=http://www.autoblog.com/tag/around%2Bview%2Bmonitor/&psig=AFQjCNGQ6vUXLI_wQmRS2sZv4meTsi63NA&ust=1468558659362381
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• They show a distortion free image of the ground plane making relative 

motion towards obstacles easier to predict than either distorted im-

ages and in direct view of the surroundings. 

• The body of the own vehicle does not cause blind spots. 

 

Figure 2.12: Distortion of space in surround view (left) and conventional 

wide-angle image (right). (Adapted from [20], axes added by the author.) 

 

Other systems are a more direct replacement of conventional ones. Rear vis-

ibility in cars has traditionally been realized by mirrors. Mirrors provide 

new viewing directions for example to the rear or to blindspots from the eye 

point of the driver and without having to turn around. Vision by mirrors is 

limited by geometry for example in the direction of view, the size and the 

viewpoint they can provide. Electronic inside rear mirrors are available for 

several car models and replacing reflective door mirrors by electronic ones 

have been legalized in Europe. Reflective and electronic mirrors both require 

to take the eyes off the road in the front. 

In [21], Flannagan and Sivak argue that a camera-based system with a sin-

gle display location may reduce driver workload when compared with a sys-

tem in which the driver must distribute attention to multiple locations. In 

[22], Flannagan, Sivak and Simpson argue that the lack of binocular dis-

tance information in 2D displays when compared to mirrors is not a funda-

mental problem. Factors like image magnification, camera location and di-

rection, existence/absence of 3-dimensional cues or aspect ratio and size of 

the display as well as the expectations and habits of the participants 
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interconnect, making it difficult to reach a universal conclusion for even sim-

ple issues like the best magnification. While it may seem optimal to simulate 

a flat mirror, [23] showed that distance is underestimated in 2D displays 

possibly due to distance perception being influenced by the size of the objects 

relative to the size of the display which they called framing effects. This ef-

fect was not observed in mirrors. Note though that frames can be helpful for 

quickly judging distance relative to a threshold represented by the frame 

and viewers often complain about lack of orientation when looking at a wide-

angle display without a frame near the region of interest. The bottom frame 

can influence distance perception by hiding the position of the object on the 

ground which is a useful perspective cue. Anecdotally, having a part of the 

own car visible in the mirrors helps with orientation and distance judgment 

but sound reasoning and scientific validation seems lacking. Most camera 

systems also trade off correct distance perception against field of view. Ei-

ther drivers can judge distance reliably or see a wide area in one glance, but 

not both. [24] 

 

 
Figure 2.13: Framing effects 

 

  
Figure 2.14: Visibility of the position of objects on the ground may influ-

ence distance perception 

 

While such systems partly alleviate the limitation of human situation 

awareness caused by the location, direction or sensitivity of the eyes, they 

require shifting the eyes to a display and focusing on the image shown in the 

display. This reduces the time that the eyes of the driver are oriented to-

wards the direction of movement, thereby making it difficult to avoid sudden 

obstacles that require immediate reaction.  
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Figure 2.15:Electronic rear mirror [25] 

 

2.2.2 Forward Camera Systems 

Cars have been equipped with lights to improve visibility of the surround-

ings as well as the visibility of oneself to others since early on in automotive 

history. Headlights provide enough light to drive on dark country roads 

without any road lighting. Road lighting is preferable in places with dense 

populations as lighting the path of a vehicle with headlights mounted at a 

low height is fundamentally limited by geometry, for example by exponential 

decrease in brightness with distance, low contrast in the lit area due to front 

lighting, shadows from uneven road surface and the potential to blind others. 

Some of these issues are addressed with Night Vision Enhancement Sys-

tems (NVES) that cover a narrow but longer distance range without blinding 

others.  

Some evaluations of NVES observed that detection performance improves 

at a higher overall workload which can be mitigated by adding auditory 

warnings but not visual augmentation. [26]   

 

 

Figure 2.16: Example of a night vision enhancement system 

http://www.google.co.jp/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwjt06OwjvLNAhXEKZQKHT8HAycQjRwIBw&url=http://wired.jp/2014/03/03/nissan-camera-rearview-mirror/&psig=AFQjCNGiwMwr0fB6di_9xVQQxctCu4sqkQ&ust=1468556747938374
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Manned military vehicles are sometimes equipped with indirect vision sys-

tems that can be used in place of direct vision when the window openings 

are hidden under armour. Opinions differ about the presence and amount of 

discomfort and contributing factors like motion sickness. Improper geometry 

of the visual representation as well as contradicting information from the 

visual versus vestibular and kinesthesic channels, caused by delay of the 

displayed image and offset of camera viewpoint from the eyes may lead to 

motion sickness. While most systems are monocular, a few researchers have 

investigated stereoscopic systems (with fixed cameras and without motion 

parallax) and concluded that stereoscopic systems have an advantage in 

depth perception resulting in higher task performance, while having no sig-

nificant effect in reducing motion sickness. [6] 

 

Figure 2.17: GPV Colonel 8x8x8 [27] 

In a review of human factors literature between 1986 and 2001 relevant for 

design of Night Vision Enhancement Systems, Tsimhoni and Green sur-

veyed research about indirect vision systems for driving. [28] Some of the 

research used a given display size in combination with different lenses, pos-

sibly aimed at identifying the best combination of available alternatives, 

meaning that field of view and magnification were not independently con-

trolled. Life-size presentation (magnification = 1.0) was often recommended, 

likely because of intuitiveness for depth judments and control, but depend-

ing on task or field of view, a wider field of view with smaller magnification 

was preferred. At that time, and possibly limited by freedom of layout in 

military vehicles, no investigation replicated life-size view with a wide field 

of view similar to direct vision using large displays. There also was no study 

investigating the effect of depth cues from head motion. Studies often meas-

ured driving performance, workload and preference, but none attempted to 

measure user experience. 
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Figure 2.18: Studies of driving with indirect view, surveyed in [28] 

 

 

Figure 2.19: Field of view and magnification levels. [28] 

 

2.2.3 Transparency 

Occlusion caused by the body of the car, the occupants or luggage as well as 

on-road and off-road objects limit visibility during driving. Simple systems 

may show the video stream from a camera on the outside to a display 

mounted on the inside as has been done for example in Nissan’s PIVO show-

car (Figure 2.20). Transparent Cockpit [29] utilizes retro-reflective 



 

20 
 

projection to utilize not only plane surfaces but also more complex shaped 

interior parts as a screen which allows larger display size. While both sys-

tems succeed in eliminating or at least reducing blind spots, they do not re-

construct the surroundings from the driver’s viewpoint, causing slight mis-

alignments especially for nearby objects. These misalignments, together 

with the invisibility of the border of the own car may make it difficult to 

accurately judge distances to obstacles when used for maneuvering and not 

just detecting obstacles in the blind spot. 

 

    

Figure 2.20: See-through A-pillars in Nissan’s PIVO showcar 

at Tokyo Motor Show 2005  

 

 

Figure 2.21: See-through doors and dashboard in Transparent Cockpit [29]  

 

2.2.4 Cars Without Windows 

Some proposals for cars without windows have been made in the past. In the 

domain of concept cars, some examples are Toyota Fun-Vii (2011), Mercedes 

F105 Luxury in Motion Concept Car (2015) and Sony SC-1 (2017). System 

details and evaluation results have not been made publicly available. 
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Figure 2.22: Toyota Fun-Vii showcar at Tokyo Motor Show 2011 [29] 

 

 

Figure 2.23: Sony Concept-Cart SC-1 [30] 

 

In research and education, driving simulators can be considered a kind of 

cars without windows. JARI developed a car with three, large displays 

placed in front of the driver for studying driver behavior on a closed test 

course using mixed reality.  

 

Figure 2.24: JARI ARV [31] 

 

2.3 Enhancing Spatial Perception in VR and Wearables 

Virtual Reality (VR) aims to create a realistic visual, auditory or other expe-

rience of a virtual environment. A subfield of VR has investigated methods 

that tweak the realistic representation of the environment, for example, to 

improve perception under the constraints of the limited field of view in 
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available HMDs or task performance beyond the limitations of human per-

ception. Two main directions will be explained in detail. 

2.3.1 Expansion of Field of View 

Special eyeglasses equipped with prims have been proposed to expand the 

field of view of people with reduced peripheral vision. These usually require 

intensive field training. Video see-through (VST) displays used for VR are 

more complex but also more powerful and several proposals have been made 

for expanding the field of view in an intuitive way. Cramming a large effec-

tive field of view into a limited geometric field of view may come at a cost. 

Basic approaches are minification, potentially at the cost of size and distance 

perception, distortion, potentially at the cost of natural spatial perception 

and amplification of head motion, potentially at the cost of motion sickness. 

Flyviz [33] uses a HMD to display the 360-degree image stream captured by 

a head mounted catadioptric camera. While it can display an integrated view 

of the external environment and the interior during driving as shown in Fig-

ure 2.26: HMD view of FlyViz during driving on a parking lot Figure 2.26 

and driving explicitly stated as a usage scenario, the equirectangular pro-

jection used to map the 360-degree field of view of the camera onto the lim-

ited geometric field of view of the HMD significantly distorts field of view 

and distance perception and most likely making it difficult to drive at higher 

speed. The authors state that usage specific projections and mapping meth-

ods with other geometric properties as possible future improvements. On the 

positive side, it is noted that users wore the device for more than an hour 

during several tests without motion sickness or visual fatigue. 

  

 

Figure 2.25: FlyViz prototype [33] 
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Figure 2.26: HMD view of FlyViz during driving on a parking lot [33] 

 

FisheyeVision [34] is a similar setup with a HMD but using fisheye cameras 

and retains the undistorted central field of view but uses non-linear com-

pression to expand the peripheral field of view similar to aspheric door mir-

rors described in subsection 2.2.1. It thereby supports stereo vision and nat-

ural distance perception in the center simultaneously with a compressed 

field of view of up to 180 degrees in the periphery enabling target detection 

as tested in a seated, static experiment. The projection method succeeds in 

smoothly continuing the undistorted center to the compressed periphery but 

is not optimized for distance or motion perception in the latter and the 

curved optical flow and inconsistent object size would most likely not be ac-

ceptable during driving. 

 

Figure 2.27: The projection used in FisheyeVision (D) compared with the 

native fisheye camera image (A) and its undistorted counterpart (B) [34] 

 

SpiderVision [35] also uses a HMD and a wide-angle camera but adds an 

additional camera directed to the rear. Separate conditions were tested for 

adding rear information into the forward view: semi-transparent overlays of 

rear objects separated from the background using optical flow, side-by-side 

images and abstract cues. Compared with the previously described ap-

proaches, this one works without compression and therefore without distor-

tion. If used during driving, it may help noticing cars approaching from the 

rear, but those cars may be displayed onto and occlude the forward view 
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regardless of the user’s intention. In the blended condition preferred by the 

majority of subjects in their seated experiment, rear objects taken out of 

context and blended into the forward view may be difficult to locate in space 

and more confusing for overall situational awareness. 

 

Figure 2.28: Extending field of view by blending [35] 

 

 

Figure 2.29: Semi-transparent blending (left) and side-by-side display 

(right) modes of SpiderVision [35] 

 

Outside-In [36] avoids semi-transparency by using picture-in-picture (PIP) 

previews of off-screen regions-of-interest (ROIs), but PIP can equally occlude 

the forward view. Yano et al. [37] compared several techniques controlled by 

head movement under seated and walking conditions and found the effect to 

be task dependent.  

Abstract cues as in the alternative condition in the SpiderVision evaluation 

may provide sufficient warnings while concentrating on a specific main task 

and often have the benefit of low workload compared with visually scanning 

an additional target region. For example, Niforatos [38] proposed augment-

ing the peripheral perception of skiers’ using head mounted sensors and 

warning lights visible in the periphery in a paradigm that is similar to au-

tomotive blind-spot warning systems. Such systems depend on the reliabil-

ity of sensors, the correct recognition of situations to trigger warnings 

matching with user expectation and behavior, may still require a final visual 

check to understand the situation and may help aborting a potentially 
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dangerous maneuver but are often not sufficient for making a positive deci-

sion to execute a maneuver. 

2.3.2 First vs. Third Person Perspective  

In some situations, changing the point of view to a third person perspective 

(3PP) can be preferable over a first-person perspective (1PP). In [39], Gorisse 

et al. identified 1PP to have a stronger sense of presence, embodiment, sen-

sation of being located in the virtual body, sense of ownership and favored 

for interactions that require a high degree of precision, while there were no 

significant differences for sense of agency. In contrast, space awareness and 

environment perception capacity were higher with 3PP. Further compari-

sons can be found for example in [40] and [41]. Not every 3PP is equal. [42] 

explores optimal point of view in 3PP.  

3PP is not limited to VR and can be implemented for real life use as in au-

tomotive surround view systems described in subsection 2.2.1. LiDARMAN 

[43] is a mobile 3PP proof-of-concept implementation using a helmet-

mounted lidar and HMD that displays a reconstructed view of the surround-

ings from 1PP or 3PP including a choice of a plan view. The configuration 

using helmet mounted sensors and a HMD is similar to the FlyViz prototype. 

While the system is neatly packaged with the computer and batteries in a 

backpack as a wearable device, with a lidar as the only sensor and the re-

construction neither accumulating 3D data over time nor converting the line 

scan information into meshes and mapping textures onto them, the sur-

rounding situation is difficult to recognize from the reconstructed view. 

 

Figure 2.30: LiDARMAN [43] 

 

2.4 Summary 

Human vision in general and while driving is a relatively well researched 

topic. Research seems to agree on the core mechanisms and important fac-

tors.  
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Optimal solutions for visibility during driving, be it something as basic as 

the size and layout of windows or something more complicated as the size 

and layout of mirrors, are often trade-offs between contradicting require-

ments like useful visibility and attractive design, wide field-of-view and 

large magnification or different situations like slow and fast driving. For 

forward indirect vision as the main field of view, the concensus seems to be 

that either a maginification of 1.0 (assuming a wide enough display and field 

of view) or a well-chosen compromise between large magnification and wide-

enough field of view for the given task is optimal for driving performance.  

Previous work for automotive systems mostly combined and applied given 

components like different camera lenses, different mirror curvature or 

known methods like distortion correction. Attempts to actively design and 

optimize the perception of space based on ideal requirements that are real-

ized by designing an optimal distortion or selecting an optimal point of view 

are either non-existent or rare. 

Researchers in VR have also attempted solving surround spatial awareness 

using similar approaches. The proposed methods like field of view expansion 

and use of 3PP are same as those used in automotive systems. While driving 

is often mentioned as a possible application, most evaluations were done 

only indoors in seated or walking conditions in an otherwise small, static 

environment. Benefit and potential issues for spatial awareness when ap-

plied to a task like driving that includes speeds and distances from standstill 

or parking to highway driving have not been investigated in detail.  
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3. Indirect Vision Cockpits 

This thesis aims to show that indirect vision has potential to overcome the 

limitations of natural human perception in a conventional direct vision cock-

pit and improve spatial perception of the surroundings as envisioned in sec-

tion 1.3.  

While task-independent, wearable indirect vision solutions have a wider ap-

plicability, wearable solutions are limited by the weight and size of sensors, 

computational power and displays. We therefore chose automotive cockpits 

as our prototype platform as cars are ubiquitous in modern human society 

and improvements have a large impact on society. While most previous re-

search attempts were mobile but low fidelity or high fidelity but static, cars 

allow us to use multiple high-resolution sensors and displays that are above 

what seems to be a minimal level of fidelity for perception under mobile con-

ditions that involve movement and require high spatial awareness. Car driv-

ing is a well-defined task with concrete requirements that allows us to de-

velop task specific solutions that can then later be generalized, instead of 

having to find universal solutions from scratch or improvise unnatural tar-

get tasks. 

Designs for indirect vision systems can differ in many ways and specifica-

tions should include: 

• The location, size and field of view of the display within the car and rel-

ative to the driver, including whether they are fixed to the interior or to 

the driver (i.e. HMDs). 

• The geometry of the displayed image, described by a projection function 

that maps three-dimensional space onto the display surface, the point of 

view (either camera location, the driver’s eye point or some other loca-

tion) and the direction of view. The projection function determines mag-

nification (either smaller, same or larger than life-size; may vary at dif-

ferent locations in the display) and distortion of the image. 

• The fidelity of the displayed image, including resolution, frame rate, im-

age delay, color space and color accuracy. 

• The presence of binocular and oculomotor depth cues, i.e. stereo and 

light field displays. 

• The abstraction level of the images, for example whether actual camera 

images or abstract computer graphics are used. The latter could further 

range from wire meshes to cartoon-like representation. Hybrid solutions 
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could project camera images onto 3D wireframe models that are then 

rendered from other viewpoints. 

• The interaction with the driver, for example if the driver can select the 

the displayed image from multiple options or whether the direction of 

view of the image is synchronized to and controlled by body motion. 

Which of these decisions are most essential and have the largest impact and 

should therefore be targeted first? 

Some decisions should be postponed because of the lack of technological so-

lutions for the near future. For example, large, high resolution light field 

displays are not yet available and are not expected for the near future. Other 

issues like image quality may have a significant effect when improving from 

below to above a certain threshold for perception, but their continuous im-

provements make it more of a timing issue than a research topic. 

Other decisions may be guided by previous research. For forward view, a 

life-size maginification of 1.0 seems best above some certain display size at 

least for parts of the image in which far distance judgments must be made. 

Yet other issues like augmentation may be better suited for a separate study 

not focused on indirect vision systems as they are similarly applicable to 

direct, see-through displays and difficult to design well. 

This thesis focuses on the use and modification of perspective as a unique, 

powerful and freely designable property of indirect vision systems. It can be 

designed independent from limitations of currently available technologies 

like sensor resolution. Concepts and solutions for modifying perspective in 

automotive indirect vision cockpits may be generalizable, extendable and 

applicable to other applications. 

3.1 Projection methods 

Projections map three-dimensional space into two dimensions for presenting 

space on flat displays. Projections determine field of view and magnification 

and are therefore a core issue of any display system that handles three di-

mensions. In contrast to the radially symmetric projections of camera lenses, 

a digital indirect vision system can implement projections that are optimized 

for human vision without limitations by optical constraints. This includes 

the possibility of using projections that are not radially symmetric. 

Parallel projections are used for example in technical drawings, described 

by the angle between axes, do not have a particular point of view in space 

from which the scene is observed and require large display space to cover 

the visible area needed for driving.  
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Figure 3.1: Examples for perspective projection (left) and parallel projec-

tions (right) 

Perspective projections have one or multiple vanishing points and can cover 

the entire space up to the horizon and the infinitely distant vanishing points 

on a small display and are therefore suited for displaying the surroundings 

while driving. They can be described by their point of view in space defined 

by a location and direction of view and a distortion function. Conventional 

lenses are radially symmetric, and their distortion can therefore be de-

scribed by a distortion function that defines the distance from the center of 

the image on the image plane as a function of the angle from the viewing 

direction in space.  

 

Figure 3.2: The axially symmetric common lens model r = F(θ) is independ-

ent from the rotational angle β. 
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Figure 3.3: Distortion functions of classical lens projections. [43] 

 

 

Figure 3.3 shows the distortion functions of classical lens projections. Ob-

serve that distortion-free rectilinear or pinhole projections which feel most 

natural for far scenery and narrow field of view require significantly more 

display size compared with other projections to realize a wide field of view.  

3.2 Manipulating distortion to expand field of view 

Replacing windows by displays gives us the opportunity to intentionally dis-

tort the view to provide an effectively larger field of view than geometrically 

provided by the display. Note that representations of three-dimensional 
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space on a flat two-dimensional display necessarily lack depth causing at 

least some false oculomotor cues. This can be considered a kind of distortion 

and aiming for a geometrically distortion-free display should be reconsid-

ered. On the contrary, a stronger distortion can also be an intentional choice 

as a smaller display with a smaller geometric field of view in the physical 

space of the user but covering a larger effective field of view may be more 

efficient to scan for information, especially considering the fact that usable 

field of view of human perception in which symbols and details can be per-

ceived is only about 60 degrees. 

An example are aspherical outside door mirrors which have a higher curva-

ture in the outside area to increase the effective field of view and thereby 

reduce the blind spot in the next lane. The benefits of this design are that it 

combines ability to judge far distances at near life-size magnification, com-

bined with a large effective field of view that would otherwise require a 

larger mirror that is less practical. The outside area is distorted and only 

allows for judging presence but not exact distance or relative speed, which 

is an acceptable trade-off for deciding lane changes. Are there projection 

methods that take the idea of manipulating distortion further utilizing the 

unique design freedom of electronic indirect vision systems? 

 

Figure 3.4: Illustration of an intentionally distorted view (right) providing 

a large effective field of view in a small display. Without such distortion, 

field of view is a parameter of display size. A large display might not be 

viewable at one glance. The challenge lies in limiting the unintended side-

effects of the intended distortion.  

3.3 Manipulating point of view 

Replacing windows by displays gives us the opportunity to present images 

from a different viewpoint than the real eye point of the driver. This could 

be a higher viewpoint showing more context for higher situation awareness 

or for calming the driver by reduced optical flow, a lower viewpoint showing 

more detail and providing more thrill from faster optical flow, or a more 

comfortable backward view when driving backwards for example to park the 

car. 
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Figure 3.5: Direct vision from the driver’s head as viewpoint. 

 

 

Figure 3.6: Example view from the driver’s seat. 

 

Figure 3.7: Illustration of the blindspots around a car. 

While human vision and perception handles driving at speeds human beings 

had never experienced before during the Darwinian evolution process sur-

prisingly well, there are also limitations that make driving difficult. Depend-

ing on the given driving situation, the forward view from the driver’s eye-

point might not be optimal. A vision-by-wire cockpit could switch to the op-

timal viewpoint for the current driving situation to minimize blindspots and 

provide better overview. In contrast to previous work like Nissan’s Around 

View Monitor system, our approach places the virtual viewpoint image as a 

natural size main view for driving which we expect to reduce workload. 
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Figure 3.8: The Vision-by-Wire cockpit showing oneself (the orange car) 

within the surroundings from a virtual third person viewpoint.  

 

 

Figure 3.9: Location of real and virtual viewpoints.  

 

 

Figure 3.10: Potential of a low viewpoint to reduce close, nearby blind 

spots.  
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Figure 3.11: A life-size, rearward, virtual viewpoint may be more comforta-

ble for rearward driving than small backup camera displays. 

 

3.4 Research plan  

The research described in this thesis is structured as follows. 

In the first part, comprised of chapters 4 and 5, we first investigate through 

analysis of the driving task, proposal of new methods, their prototype imple-

mentation and experimental evaluation, the possibility to expand the capa-

bilities of natural human spatial perception in conventional cockpits with 

windows by indirect vision cockpits that replace windows by displays and 

thereby gain the capability to control perspective.   

Spatial perception is needed during driving to perceive and respond timely 

to the surroundings with suitable actions for safe driving. Perceiving the 

space along a strip of road centered around the current location towards the 

direction of travel for navigation and reaching a certain distance backwards 

to detect faster cars approaching from behind is a basic required task for 

driving. This requires visual perception of far front and rear simulatenous 

with a 360-degree view of the near surroundings, which is a much larger 

than the field of view of about 60 degrees in which humans can recognize 

symbols at any point in time. 

The first focus is therefore on methods to provide a larger effective field of 

view within the narrow field of view of human perception as sketched in 

section 3.2. In chapter 4, a new concept for projection is proposed that maps 

three-dimensional space onto a two-dimensional screen, extending the intu-

itively perceivable rearward field of view during driving to 180 degrees. This 

new method was implemented and experimentally verified. It is a significant 

step from about 30 degrees visible in conventional mirrors. The current im-

plementation is limited to 180 degrees, assumes a straight road section and 

has been tested for rearward view on a small display, but the method itself 

is extendable to a wider field of view, to curves and to larger displays. 
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Applying to forward view may require some adaptation as the required prop-

erties of the resulting image will partially differ. 

Expanding effective field of view is not the only change to perspective that 

can be achieved in indirect vision cockpits. Another possibility is to modify 

the point and direction of view to improve surround spatial awareness dur-

ing driving as described in section 3.3. While it has been claimed that 3PP 

like plan views improve surround spatial awareness and has been shown to 

apply to slow speed driving maneuvers like parking using automotive sur-

round vision systems, the potential of 3PP for more general on-road driving 

situations like curves and intersections has not been addressed in previous 

work. This thread is followed in chapter 5 by using a HMD-based driving 

simulator to evaluate and compare the effect of changes in point of view to 

driving performance and experience.       

While chapters 4 and 5 focuses on potential improvements from using indi-

rect vision, using two dimentional displays has potential downsides to spa-

tial perception. In order to reap the benefits, it is essential to identify and 

offset possible negatives. Previous work, for example, investigated the effect 

of binocular depth perception, which are small perspective differences be-

tween the images captured by the left and the right eye, on driving. Because 

of the relatively small interpupillary distance, binocular cues work best for 

near distance. Nonetheless, absence of binocular differences might work as 

a cue for nearness. When moving our heads, the perspective of both eyes 

changes continuously. This effect called motion parallax is known to contrib-

ute stronger to spatial perception than binocular cues. In order to assess the 

importance of replicating motion parallax in an indirect vision cockpit, a 

protype was implemented and experimentally evaluated. 

The research described in the following chapters 4, 5 and 6 therefore provide 

an overview of the potential of controlling perspective using indirect vision 

to improve spatial awareness. 
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4. Manipulating Distortion1,2 

4.1 Objective 

This chapter investigates the possibility of using an indirect vision system 

to improve spatial awareness compared with direct vision by changing per-

spective by manipulating distortion through the used projection method. 

4.2 Example Application 

Changing lanes is a maneuver necessary when driving. Driver’s need to be 

aware of cars in the target lane to safely change lanes. The recommended 

standard procedure is to frequently check far rear traffic in the inner rear 

mirror which usually covers only about 10 degrees to both sides of the rear 

for overall rear spatial awareness, before checking the door mirror on the 

target side which covers only about 20 degrees field of view to verify the 

empty spot followed by turning around immediately before changing lanes 

for a final check which is obstructed by the body of the own vehicle. This 

procedure requires a lot of attention but is still prone to errors. Judging rel-

ative speed and there by time-to-contact in the door mirrors is difficult be-

cause of the head-on perspective. Recent blind spot warning systems can 

reduce the need for frequently checking the rear mirror but do not eliminate 

the need for checking the image in the mirrors followed by turning around. 

In this chapter, we investigate the possibility of displaying a field of view of 

180 degrees, the maximum recordable field of view by a single camera lens, 

while still enabling correct distance and speed judgments in the center, de-

tail part of an electronic rear-view mirror. A prototype was tested on roads 

within our research facility and on public roads.  

It has become increasingly difficult to satisfy growing aerodynamic, safety 

and design requirements simultaneously with a good rear view through 

large windows divided only by narrow pillars. While modern driving aids 

                                                      

1T. Yanagi, N. Shimomura, S. Chinomi, H. Mouri, A Novel Camera-Based Rear Vision 

System for Lane Changes with 180 Degree Field of View, FISITA, 2010.  

2T. Yanagi, N. Shimomura, An Image Transformation Method that Realizes a Field of 

View of 180 Degrees without Compromising Distance Perception for a Camera-Based 

Rear Vision System for Merging and Changing Lanes, First International Symposium 

on Future Active Safety Technology toward zero-traffic-accident, September 5-

9,2011, Tokyo, JAPAN 
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like blindspot warning systems and distance sensors warn the driver be-

fore getting too close to other traffic and mitigate the restricted rear visibil-

ity found in modern cars, such systems generally convey less information 

than a visual overview. Camera systems that allow displays and small 

cameras to be placed freely may solve this problem, but how exactly should 

such a system be designed? How many cameras and displays are required 

to provide a high level of rear situation awareness at low driver workload?  

Solutions for low speed driving like reversing cars into and out of parking 

lots have become common, but camera systems for merging and changing 

lanes for a wider speed range from standstill to driving on German Auto-

bahns are less well understood. Show cars often carry rear view systems 

that simply replace each of the three conventional mirrors by a separate 

camera-and-display pair. While such systems may satisfy aerodynamic and 

design requirements, they are costly and do not provide attentional or 

workload benefits over conventional mirrors: drivers still must look at 

three separate displays in addition to looking forward and then mentally 

integrate those separate images into a coherent model of the surrounding 

situation.  

 

 

Figure 4.1: Comparison of the field of view of conventional mirrors (top; 

planar left door and inner rear mirror, convex passenger side door mirror 

on right) with that of the proposed wide-field-of-view rearview image (bot-

tom). 

4.3 Method and implementation 

We considered different cameras, displays and their combinations with cam-

era view angles ranging from about 40 to over 180 degrees and display sizes 

from 7 to 11 inches diagonal, and finally settled on a system that uses one 

fisheye camera mounted in the rear center of the vehicle as the image source. 
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How should that image be projected onto a display and how large would the 

display have to be to result in an intuitive representation of up to 180 de-

grees field of view? 

 

Figure 4.2: Predictability of motion in space when shown on a flat screen 

display using rectilinear projection. 

Consider a rectilinear projection. From the properties of the human visual 

system, we know that straight line 2D motion at constant speed is predicta-

ble. If we consider straight line 3D motion at constant speed, this means 

that motion in the vertical-lateral plane is predictable, whereas motion in 

longitudinal direction is somewhat predictable in the far but not in the near, 

as the rectilinear projection distorts and elongates longitudinal near space.   

From this observation, we separate the task into rectilinear projection of the 

far rear center and a yet to develop projection of the near rear sides. These 

parts are then joined together similar to aspherical mirrors combining far 

and near regions. 

4.3.1 Far rear center 

For the far rear center, rectilinear projection seemed good enough for a first 

try and the only question was magnification. Magnification is a trade-off be-

tween field-of-view, recognizability of small objects and distance perception. 

Based on previous research, it seemed best to settle on slightly smaller than 

life-size. 
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4.3.2 Near rear sides 

A naturally appearing representation of 180 degrees field of view on a flat 

display has not been attempted before. Keeping in mind any solution is task-

specific, we identified the following required properties: 

 Objects in the near should be larger than objects farer away, both in 

longitudinal and lateral direction. 

 The location of ground contact should be visible as much as possible also 

for near objects. 

 Nearby objects in neighboring lanes that may possibly be faster than 

oneself and therefore including bikes should appear large enough to be 

recognizable. 

 The optical flow from self motion should be straight and not distracting. 

 The longitudinal distance and relative speed in space from the rear of 

the own vehicle to nearby objects in neighboring lanes should be easily 

judgeable. 

Fisheye cameras usually satisfy only the first two requirements. Rectilinear 

projections fail in the last requirement. None of the common projections that 

were checked satisfied all requirements. 

Utilizing the fact that the projection model does not need to be axially sym-

metric in an electronic indirect vision system, a distortion was designed that 

compresses the horizontal field of view while preserving straight verticals 

and straight optical flow during straight ego-motion that satisfies all above 

requirements. 

 

Figure 4.3: Illustration of the idea behind the proposed distorted projection 

(bottom) compared with a rectilinear projection (top). 
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Consider a situation in which a car is following 5m behind on the right neigh-

boring lane and closing in to 4m as shown in the following figure. In a con-

ventional right door mirror, that car is about to disappear into the blind spot. 

Judging relative speed is difficult as the point of ground contact is not visi-

ble, the part of the own body visible in the mirror provides no cue about the 

relative distance. The only usable cue for judging distance and speed is com-

paring the image to past experience. In a conventional inner rear mirror, 

this car is already almost no longer visible. 

 

Figure 4.4: Simulated situation with a car following on the right, neighbor-

ing lane at 5m (green) and closing to 4m (red). The own vehicle is shown in 

gray in the center, with lines indicating the field of view of the door mirror 

(yellow), the inner rear mirror (orange) and the proposed electronic image 

(red).  

 

 

Figure 4.5: Simulated image with about 60-degree field of view with the 

area visible in a conventional, right door mirror marked in the center. 
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Figure 4.6: Simulated image with about 60-degree field of view with the 

area visible in a conventional inner rear mirror marked in black and the 

actually visible area after subtracting the blind spots from the body and 

rear headrests in blue. 

 

The following figure shows what the proposed image would look like in the 

same situation. The approaching car is fully visible. Longitudinal motion in 

3D space is proportional to horizontal distance from left and right image 

borders with the borders indicating the location of the rear of the own vehi-

cle, making time-to-contact judgments easy.  

 

 

Figure 4.7: Simulated image of the proposed projection with about 180-de-

gree field of view from left to right edge. 
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Table 4.1 : Comparison of image properties  

  

 

 

Figure 4.8: Illustration of image properties in the different projections 

 

We extended the rotationally symmetric projection model of a camera de-

scribed in general by the formula  

r = F(θ)     (1) 

where θ is the angle between the optical axis and the incoming ray and r is 

the distance between the image point and the coordinate origin, to the 

more general form 

 r = F’(θ, β)    (2) 
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that includes virtual cameras that are not rotationally symmetric, where β 

is the rotation angle around the optical axis.  

 

Figure 4.9: Extension of the axially symmetric common lens model r = F(θ)    

to depend on an additional parameter β resulting in a more flexible lens 

model r = F’(θ, β). 

 

Using this representation, properties (c) and (d) are implicitly satisfied by 

directing the optical axis at the rear vanishing point. The final projection 

model r = F4(θ, β) was numerically approximated starting with a rectilin-

ear projection and applying transformations that implemented the speci-

fied requirements. Details of the calculation and the prototype implemen-

tation are described in the appendix.  

.   

 

Figure 4.10: The proposed projection r = F4(θ,β). 
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Figure 4.11: Illustration of the complete system. In-camera processing 

means that only a camera and display are needed.  

 

 

4.4 Experiments and Results 

The following figures show example images from our prototype systems. 

Manual measurements confirmed that the images satisfy the targeted prop-

erties. 

 

 

Figure 4.12: Sample images before and after processing. 

 

Figure 4.13: A larger sample of the image after processing  
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4.4.1 Distance perception in experiment setup 

Distance perception was compared with conventional solutions. The experi-

ment design is based on the assumption that forward distance perception is 

correct, and that rearward distance judgment should match forward dis-

tance perception. 

Participants and Equipment  

Seven male drivers with normal or corrected to normal vision were recruited 

from our department, varying in age from 29 to 53. Participants sat in the 

driver’s seat of a 2006 Nissan Murano experiment vehicle that was equipped 

with our prototype system. Four experiment conditions were tested: 

• a standard planar rearview mirror, 

• the standard convex spherical driver-side door mirror of the experi-

ment vehicle 

• a generic rearview camera for reverse maneuvers, and 

• our prototype system. 

The latter two were displayed on a 9-inch LCD display measuring 198mm 

by 112mm and mounted centrally on the dashboard with a small offset to 

the driver. The viewing size measured in viewing angle from the driver’s 

position was similar for driver-side door mirror and our system, both of 

which were larger than the conventional rearview camera but smaller than 

the planar rearview mirror. Nissan Serena minivans were used as targets 

in both front and rear. 

Procedure  

The experiment method described in [44] and [45] asks participants to judge 

multiples of the distance represented by a forward reference car. Judging 

multiples of a distance is either basic distance perception or just guessing. 

In this experiment, we adopted the method to use variable distances for the 

forward reference car and simplified the task to simply match rearward dis-

tance to a probe with the forward distance to the reference. 

First, participants were asked in a training phase to watch both mirrors and 

one of the cameras simultaneously while a car was slowly approaching two 

times from about 50m in the rear, to get accustomed to the differences in 

distance perception between the devices. Next, a reference car was placed 

30m ahead of the experiment vehicle. Then, a car in the back of the 
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experiment vehicle started to drive forward from an undetermined distance 

in the rear, until the subject indicated by pressing the brake pedal that the 

rear vehicle appeared to him to be at the same distance as the car in front. 

The driver of the rear vehicle then recorded the distance to the experiment 

vehicle (referred to as judged distance) by reading from a tape measure on 

the ground. (All distances were measured from the eye-point of the driver.) 

This was repeated for six forward reference distances from 30m down to 5m, 

constituting one block of trials. The two shortest distances were in the near 

rear side area, whereas the longer distances were in the far rear center area. 

Four test blocks were completed, one each for the four experiment conditions. 

The order of the experiment conditions was fixed, starting with the rearview 

mirror, then the door mirror, then the conventional camera and finally our 

proposed system as the task was simple and the performance not likely to 

improve in the later conditions. In each experiment condition, all rearview 

devices except for the one being tested were hidden by a cover. 

Results  

The judged distances for each reference distance in each condition averaged 

over all participants and the relative error of the judged distances is shown 

in the following figure. Judged distances for the rearview mirror are closest 

to correct distance judgements with a relative error of 8%. Using the con-

ventional rearview camera, distances were overestimated by 30%, whereas 

the driver-side door mirror and our proposed system both resulted in slight 

underestimations of 23% and 22% respectively. When compared with the 

conventional rearview camera, the difference to correct distance judgement 

was smaller with our system for all reference distances except 30m. Stand-

ard deviation of the judged distances was smaller for the mirrors than for 

the cameras and roughly proportional to the reference distance. In the pro-

posed image, there was no significant difference between error in perceived 

distance in near rear side area and far rear center area, and there was also 

no apparent effect when transitioning from the far rear center area to the 

near rear side area. Participants with experience of using conventional rear-

view cameras were more exact in that condition compared with first-time 

users. 

The results are discussed in chapter 8. 
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Figure 4.14: View from the driver’s seat 

 

 

Figure 4.15: How the rear was visible to participants. 

 

 

Figure 4.16: Experiment setup. 



 

48 
 

 

Figure 4.17: Detailed results 

 

 

Figure 4.18: Distance judgment error 
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Figure 4.19: Interpretation of the results 

 

4.4.2 Experiments in real driving 

Finally, the system was tested during driving on a closed test course and on 

public roads including lane change and merging maneuvers. Participants 

were positive about the system and reported that the complete view of the 

rear in one location as presented by this system helped them obtain aware-

ness of the complete surroundings by looking ahead and at the display, with-

out large head and eye movements required by mirrors. The natural appear-

ance of the image achieved by correcting unwanted distortions was also 

rated positively. Images captured with our prototype during a lane change 

on public roads are shown in the following figure and illustrate how the com-

plete rear situation is visible during the whole lane change. The naturalness 

of the optical flow after transformation when driving straight forward was 

also confirmed during driving. 

On the negative side, the image seemed unnatural for ego-motion other than 

straight longitudinal motion including rotational motion in curves and 

pitching when driving over bumps. Some participants missed some orienta-

tional guidance that helped them identify the direction of the image or to 

judge distances relative to some threshold.   

 

Figure 4.20: Sample images of the protoype from driving on public roads. 



 

50 
 

5. Manipulating Point of View 

5.1 Objective 

The previous chapter investigated the possibility of actively using distortion 

to improve spatial awareness. This chapter focuses on actively choosing 

point of view to improve spatial awareness in an attempt to answer the fol-

lowing questions: 

• Can varying the point of view improve driving performance and experi-

ence by improving spatial awareness? 

• Can the point of view be manipulated with current technologies? 

Smaller changes in viewpoint according to the motion of the user’s head in 

order to replicate motion parallax will be discussed in the next chapter. 

5.2 Which Viewpoints? 

Out of the possible viewpoints including first-person and third-person view-

points as well as forward, rearward and top-down viewpoints shown in the 

next figure, only a subset provides seeing the own car and the direction of 

travel which is necessary when used as the only view. Those viewpoints 

roughly line-up on the red line shown in the second figure. 

 

 

 

Figure 5.1: Possible viewpoints. 
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Figure 5.2: Viewpoints that can be used during forward driving as the only 

viewpoint. 

Additional viewpoints are possible shifted laterally to the left or right and 

may be useful for example to see beyond curves and corners but are left as 

future work as they can be added as extensions later on. 

5.3 Simulator experiment 

A simulator experiment was completed to answer whether varying the point 

of view can improve driving performance and experience by improving spa-

tial awareness. 

5.3.1 Experiment design 

In addition to the normal driver viewpoint, a higher birdview-like viewpoint 

for surround situational overview and a lower racing car-like viewpoint for 

better visibility of low obstacles were implemented as the two extremes of 

the viewpoints described in Figure 5.2. While the normal and low viewpoints 

were experienced from within the cockpit without changing the eyepoint rel-

ative to the own car, the high viewpoint was implemented without the own 

car surrounding the user viewpoint because of the limited resolution of the 

HMD used. One of these viewpoints was active at each moment and selected 

by user-controlled head pose in the practice session (i.e. looking downwards 

shifted viewpoint upwards whereas looking slightly upwards shifted the 

viewpoint downwards) or preset as experiment condition. In a real-world 

implementation, it may be selected by the user or automatically depending 

on driving situation. A virtual rear view that provided a backward view to 

the rear from the rear seats without actually having to turn the head back-

wards was made available in the low viewpoint condition. 
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Figure 5.3: Examples of views from the high viewpoint, normal eye 

point and the low viewpoint. 

As an alternative method to improve spatial awareness, we investigated the 

potential of using Augmented Reality. Many possibilities exist for utilizing 

augmented reality to improve spatial awareness, decision making and con-

trol performance. Unluckily, there is no systematic research on best aug-

mented reality practices for driving assistance. As our aim was not a deep 

investigation of the possibilities, limitations and other details of using AR 

for driving, we decided to implement just two types of augmentation that we 

considered essential for situation awareness, which were virtual walls to 

clearly visibly block roads that one must not enter (e.g. one-way road exits) 

to demonstrate aiding awareness of static road environment, and virtual 

bars growing from the front of other cars to indicate safe distance to demon-

strate aiding awareness of dynamic surroundings. AR to help controlling the 

vehicle was not implemented as predicted path trajectories depending on 

steering angle is already known from present rearview camera systems but 

also present an unsolved challenge when used for curve driving where a sim-

ple implementation of a trajectory depending on current steering angle 

would quickly go off-road and be more confusing than useful. 

 



 

53 
 

 

Figure 5.4: Examples of views at an intersection with AR. From left to 

right, high viewpoint, normal viewpoint and low viewpoint. 

5.3.2 Experiment Task 

Driving encompasses many tasks including road navigation, lane navigation, 

understanding of static and dynamic (e.g. traffic signals) driving rules, 

avoidance of static and dynamic obstacles, communication and negotiation 

with other cars, and control of vehicle motion. We designed a driving course 

that starts with exiting a parallel parking space where participants were 

asked to leave without hitting the cars in front and in the back, continues 

with a tight curve and a narrow bend which were marked by poles on both 

sides of the road and where participants were asked to drive smoothly with-

out leaving the road, followed by a slow speed “static” intersection with traf-

fic signs either denoting that a road can be entered or not, pedestrians and 

parked cars where only one out of three directions was allowed to be entered. 

In the AR condition, one of the two forbidden directions was blocked by a 

virtual wall reducing the number of options from 3 to 2 – in pre-experiments, 

this seemed a good balance between too easy (i.e. reducing the number of 

options to 1) and too difficult, and also appeared to be easy to understand 

even though this would be a condition of incomplete augmentation in which 

not all similar cases were augmented. The task continued with another “dy-

namic” intersection with fast cross-traffic where participants were asked to 

safely cross the road, and a final parallel parking maneuver. For the dy-

namic intersection, the AR condition consisted of red, safe-distance indica-

tors in front of the other cars. These were implemented as complete and cor-

rect augmentation as our focus was not trust issues but effect of AR on situ-

ation awareness and adding those factors would have over complicated this 

experiment.  

The course thereby included driving tasks of all three situation awareness 

levels and tasks that require up to 180 degrees (e.g. watching cross traffic 
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from left and right at an intersection) and surround 360 degrees of situation 

awareness (e.g. when leaving or entering a parallel parking spot). The traffic 

signs, pedestrians and parked cars in the static intersections were random-

ized but equal between participants. The cross traffic in the dynamic inter-

sections moved with a prefixed distance pattern between vehicles but the 

start position of the pattern was randomized in each trial and the length of 

the patterns from left and right was different, balancing the need for unpre-

dictable patterns with similar difficulty in each trial. 

Table 5.1 : Overview of driving tasks in the experiment 

 

Situation awareness while driving has many different aspects which include 

understanding and awareness of the route on a road-level and a lane-level, 

understanding of static (e.g. traffic signs) and dynamic (e.g. traffic signals) 

driving rules, awareness and avoidance of static (e.g. curb stones) and dy-

namic (e.g. deer) obstacles, communication and negotiation with other cars 

and control of vehicle motion. The following table orders driving tasks by 
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situation awareness level (according to Endsley) and field of view. Experi-

ments should include representative driving tasks from all situation aware-

ness levels as well as different field of view in order to obtain results repre-

sentative for natural driving. 

 

Table 5.2 : Typical driving tasks 

 

 

Table 5.3 : Overview of the tasks in the experiment 
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Figure 5.5: Driving course used in the experiment. 

 

5.3.3 Results 

Figure 5.6 shows the duration spent in each section averaged over all par-

ticipants. High viewpoint seems shorter than normal viewpoint in dynamic 

intersection and parking, slightly shorter in parking exit and curve, while 

slightly longer for crank and static intersection. While the average duration 

for high viewpoint is at the bottom of the variation of the normal viewpoint 

for dynamic intersection, for other sections this is not the case. We observe 

less variation between subjects for high viewpoint.  
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Figure 5.6: Average duration spent in each section. 

The overall enquete results show a general preference for high viewpoint in 

all asked aspects – situation awareness, correctness of decisions, anxiety, 

fun to drive, mental workload and physical workload. 

 

Figure 5.7: Average enquete results relative to normal viewpoint on a 

per participant basis for all sections 

 

5.3.3.1 Dynamic intersection 

Figure 5.8 and Figure 5.9 confirm that on a per subject basis, duration for 

dynamic intersection is shorter for high viewpoint compared with normal 

viewpoint whereas the duration for low viewpoint compared with normal 

viewpoint varies between participants.  
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Figure 5.8: Average duration of dynamic intersection without AR. 

 

 

Figure 5.9: Average duration of dynamic intersection with AR. 

The total duration of missed opportunities shows a trend similar to duration 

spent at the dynamic intersection as it is the foremost factor deciding dura-

tion spent. A look at the duration of missed opportunities per participant 

largely shows the same trends. (Figure C.15) 
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Figure 5.10: Total duration of missed opportunities. 

 

Table 5.23 shows the number of crashes and near misses by participant, fur-

ther divided into with and without AR. Half of the participants experienced 

at least one crash. There are more near-misses with AR than without AR. 

 

Table 5.4 : Number of crashes and near misses.  

 

 

Figure 5.11 shows the minimum distance from cross traffic to the participant 

when crossing the cross road. It is similar between no-AR and AR for normal 

and low viewpoints. For high viewpoints, minimum distance seems shorter 

in the AR condition compared with no AR. 
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Figure 5.11: Minimum distance from cross traffic to participant when 

crossing the dynamic intersection, averaged over participants and repe-

titions. 

 

The range of head rotation around the vertical axes decreases for the high 

viewpoint by almost half and often slightly also for the low viewpoint. AR 

does not seem to affect motion range for the static intersection but does so 

for the dynamic intersection. These trends are observable also on a per par-

ticipant basis. (Figure C.16) 

 

Figure 5.12: Range of head motion around vertical axis averaged over 

participants. 
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Subjective reports show preference for high viewpoint in all aspects but al-

most no difference between AR and no-AR. If anything, the self-rating for 

correct decisions decreased with AR. 

 

 

Figure 5.13: Enquete results for dynamic intersection without AR. 

 

 

Figure 5.14: Enquete results for dynamic intersection with AR. 

 

5.3.3.1 Static intersection 

Four out of six participants made all decision for the road to take at the 

static intersection correctly. There are too few cases of wrong decisions to 

draw conclusions. The trend for the range of head rotation is similar to dy-

namic intersection and shows a decrease for the high viewpoint. 
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Figure 5.15: Ratio of correct decisions. 

 

 

Figure 5.16: Range of head motion around vertical axis at static inter-

section. 

The enquete results for static intersection differ from all other sections and 

show an advantage of normal and low viewpoint over high viewpoint in all 

aspects. 
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Figure 5.17: Enquete scores for static intersection without AR. 

 

 

Figure 5.18: Enquete results for static intersection with AR. 
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out veering off road. 
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Figure 5.19: Average distance driven off-road. 

 

 

Figure 5.20: Distance driven off road during curve per participant. 
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Figure 5.21: Distance driven off road during crank per participant. 

 

Despite these differences between curve and crank, enquete results are 

similar for both and show an advantage for high viewpoint in all aspects. 

 

Figure 5.22: Enquete results for curve 

 

Figure 5.23: Enquete results for crank 
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5.3.3.3 Parallel parking and parking exit 

Duration spent for parallel parking show a trend similar to the duration for 

dynamic intersections. 

 

Figure 5.24: Duration of parallel parking. 

 

 

Figure 5.25: Duration of parking exit. 
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average. These trends persist when looked at a per participant basis. (Figure 

C.17, Figure C.18) 

 

Figure 5.26: Number of direction changes. 

 

Enquete results for parking exit and parallel parking both show similar 

advantage for high viewpoint in all aspects. 

 

Figure 5.27: Enquete results for parking exit. 
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Figure 5.28: Enquete results for parallel parking. 

 

5.3.3.4 AR 

When comparing AR against no-AR at both intersections, we see a slight 

advantage in average duration for AR. This trend also holds for the dura-

tions on a per participant basis. (Figure C.19, Figure C.20) 

 

 Figure 5.29: Duration of intersection by AR. 
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 Participant 1 indicates no difference between AR and no-AR except for 

giving AR slightly worse scores by about 0.5 than no-AR in the high 

viewpoint condition. 

 Participant 2 shows no difference between AR and no-AR. 

 Participant 3 generally scores AR better than no-AR by 1 to 2 scores in 

all aspects and for all viewpoints. 

 Participant 4 scores AR slightly better than no-AR in all aspects but not 

for the high viewpoint. 

 Participant 5 scores AR slightly different from no-AR by around 0.5 but 

no clear trends. 

 Participant 6 sees effect of AR for high viewpoint only as contributing to 

driving enjoyment. For normal viewpoint there are slight differences be-

tween aspects but no clear trend. For low viewpoint, AR contributed pos-

itively to S.A. , anxiety, fun to drive and mental effort by more than 1. 

 

Figure 5.30: Enquete results comparing AR against no-AR. 
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indicate that this might have been a limitation of experimenting using 

HMDs which caused participants not noticing that moving their body would 

change their blind spot. 

Understanding and utilizing AR in accordance with their intended meaning 

and usage seemed to have been difficult for some.  While the virtual barri-

cade in the static intersection was simple and the fact that it was missing in 

one of the two other directions did not cause any questions, the virtual safe 

area indicator in the dynamic intersection condition was sometimes con-

fused as an additional danger with which one should not get in physical con-

tact, or as indicating safety for cross traffic in both directions. 

The cross-traffic pattern was implemented as a cyclic repetition of prede-

fined, constant distances between cross traffic. While the pattern itself was 

most likely not noticed, some subjects noticed that cars would appear when 

the pattern reset. 

 

5.4 Prototype Implementation 

To answer to the second research question, i.e. whether manipulation of 

viewpoints is realizable using current technologies, we implemented a driv-

able prototype.  

In order to enable left turns of up to 90 degrees using the actual driver eye-

point as viewpoint in addition to driving straight forward, a side display was 

added on the left size of the frontal display to cover a geometric field of view 

of about 70 degrees to the left. The geometric field of view to the right was 

limited by the cockpit layout that did not permit adding a display on the 

right side. Camera arrays were placed forward of the displays to feed the 

multiple viewpoints of the auto-stereoscopic displays. Using auto-stereo-

scopic displays, drivers did not have to wear stereo glasses.  

Manipulation of the viewpoint was implemented by real-time viewpoint 

transformation of the surroundings fused with information from detailed 3D 

maps. This 3D reconstruction was implemented using a Velodyne rotating 

laser range finder to obtain a 3D point cloud of the surroundings at a refresh 

rate of 10 Hz, which was then converted into 3D meshes.  The image streams 

of multiple cameras including a Point Grey Ladybug spherical camera were 

texture mapped onto the meshes using projective texturing technique imple-

mented in a custom OpenGL shader that utilized the Open Scene Graph 

library. The system automatically chose an appropriate point of view de-

pending on the current driving situation triggered by locations on the map. 
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Semantic enhancements were implemented as CG augmentations to the im-

age and included driving rules like speed limits, road geometry like the driv-

able area between the road boundaries or the left curb and the center line, 

the permitted paths to take at intersections, predicted vehicle trajectory at 

the current steering angle, and seeing the road on the other side through 

occluders. through buildings.  

Sensory enhancement was implemented using highly sensitive night vision 

cameras. 

 

Figure 5.31: System architecture of the prototype. 
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Figure 5.32: Generalized architecture adding capability to manipulate dis-

tortion in addition to point of view. 

 

 

Figure 5.33: Exterior of the experiment vehicle (Virtual windows) 

 

 

Figure 5.34: Interior of the cockpit with the two auto-stereoscopic displays. 

(Virtual windows) 

 

 

Figure 5.35: Life-size virtual rearview with a visualization of the expected 

trajectory. The image is left-right reversed in order to match the visual 



 

73 
 

image to the accustomed steering rotation direction. The image in the left 

upper corner shows the position of the experiment vehicle (silver minivan) 

relative to the surroundings. (Geometric enhancement) 

 

 

Figure 5.36: Screen capture of the front display showing a bird view image 

from a high viewpoint above the car. The camera images from the sur-

round camera have been combined with 3D geometry of the surroundings 

captured by the Velodyne lidar. (Geometric enhancement) 

 

 

 

Figure 5.37: The area and directions permitted to drive are colored in 

green (indicating area of own priority over other traffic) and orange (indi-

cating that other traffic has priority). Three-dimensional obstacles within 

the road boundaries are marked in red. (Semantic enhancement) 
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Figure 5.38: Virtual topview of an intersection with test drive course 

marked in green. (Combined Geometric and Semantic enhancement) 

 

 

Figure 5.39: Virtual perspective birdview that combines camera image and 

3D map and a CG representation of the own car. (Combined Geometric and 

Semantic enhancement) 

 

 

Figure 5.40: Close perspective birdview with a transparent representation 

of the own car and only the wheels and steering visible to help accurate 

maneuvering relative to the curb on the inside of the left turn. (Combined 

Geometric and Semantic enhancement) 

 

 

Figure 5.41: Image from a high sensitivity camera combined with augmen-

tation of buildings, path and trajectory.  
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5.4.1 User feedback from test drives 

This system was driven on roads within our research facility by selected 

Nissan executives and employees and verbal feedback collected. While the 

overall opinion was somewhere between interesting, intriguing and useful, 

we also identified some possible negative side effects: selection of a single 

optimal viewpoint might not always be possible, transitions and change of 

viewpoints can be confusing, third person perspectives might reduce im-

mersiveness and feeling of presence and danger, the changed optical flow 

could make intuitive reaction and skill based action more difficult. 

Table 5.5 : User feedback about viewpoint 

Item Feedback 

Driving situation 

dependent views 

Useful and better situation awareness. In some cases, selec-

tion of viewpoint was different from expectation and confus-

ing. Might requires time to get skilled with new views. 

Backward view Convenient and subjectively better SA. Some subjects re-

ported motion sickness, issues with abrupt switching and un-

expected vehicle path due to effectively steered rear wheels. 

 

Table 5.6 : User feedback about AR 

Item Feedback 

AR tracking preci-

sion and delay 

Enough precision for slow, straight driving, but delay perceiv-

able when turning at intersections. 

AR predicted vehicle 

path at current 

steer angle 

Useful to understand the direction the car is moving, espe-

cially in third person viewpoint. A long path at constant ra-

dius can be irritating in curves as it goes off-road. 

AR Visualization of 

road and road 

boundaries hidden 

behind occluders 

Useful for planning ahead, but semi-transparent objects can 

lead to misjudgment of presence and distance of those objects. 

AR Virtual traffic 

signs 

Useful as a reminder. Could be improved when combined with 

driver monitoring or reacting to overspeed. 

AR Route naviga-

tion 

Useful and makes following a route dead simple. Coloring un-

clean at road boundary and objects. Might interfere with driv-

ing skills. 
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6. Replicating Motion Parallax from 

Head Motion3 

6.1 Objective 

Human vision obtains distance cues from many sources. While it is not im-

possible to drive with one eye closed or without head motion, driving with 

both eyes using binocular stereo cues is usually more comfortable, and using 

body motion is often useful to understand the spatial configuration at close 

distance. While motion cues work particularly well for close objects, the ab-

sence of change in perspective of far objects can be a cue for distance of far 

objects.  

Motion parallax from head motion are small changes in viewpoint depending 

on head motion. Motion parallax from head motion is present when directly 

seeing the surroundings and known to be a relatively strong depth cue but 

not replicated in many indirect vision systems. What elements of perception 

could replicating motion parallax from head motion improve that are other-

wise degraded in an indirect vision system, and how should such a system 

be implemented? 

6.2 Design and Implementation 

There are mainly two approaches to produce seamless motion parallax. The 

method we chose is a multiple DOF robotic stereo camera designed for use 

in Telexistence applications that tracks the head motion of the driver. Alter-

natively, a multiple camera array could be used, and images interpolated for 

arbitrary viewpoints between the camera locations in the array. The former 

method has the merit of higher resolution and less artifacts by not relying 

on interpolation. In order to exactly match interocular distance with the sub-

ject, the distance between the stereo camera pair should be adjusted for each 

subject. For simplicity, our current system uses a fixed distance. Concerning 

latency, while the former method will show some motion latency as well as 

robot tracking inaccuracies, the latter method will show processing latency 

and inaccuracies from interpolation.  

                                                      

3T. Yanagi, C. L. Fernandez, M. Y. Saraiji, K. Minamizawa, S. Tachi and N. Kishi, 

"Transparent Cockpit Using Telexistence," IEEE Virtual Reality Conference, pp. 311-

312, 23-27 March, 2015, Arles, France. 
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The robotic head system consists of a XY robot and a custom made 3 DOF 

robotic head. We decided not to implement Z motion because the driver’s 

head does not move much in the vertical direction and a preliminary driving 

simulator experiment showed that ignoring Z motion did not have a signifi-

cant effect. The head uses two web cameras fitted with 128.5 degrees wide-

angle lenses as a stereo camera pair placed 65mm apart so that it matches 

the average human Inter-Pupillary distance in order to create correct dis-

tance and depth perception. The completed robot, placed in front of the back-

side of the display and above the engine hood. In order to generate control 

commands for the robot, the driver’s head motion is captured by a motion 

tracking system. 

An initial calibration matches the default head position of the driver to the 

default position of the robot. After the calibration, the x, y position as well 

as pan, tilt and roll of the robotic head moves so that the stereo camera pair 

maintains constant relative position and direction to the drivers’ head. The 

XY robot and the head communicate at 200Hz cycle speed after filtering rug-

ged motion with a digital low pass filter. The driver’s head motion is cap-

tured from a motion tracking system (Model: Opti Track Duo) and converted 

to the motion of a 5 DOF robotic head. The robotic head system consists of a 

XY robot (Model: IAI LSA-S6SS, LSA-S8HS series) and a custom made 3 

DOF robotic head with pan, tilt and roll motion. 

A Nissan NV200 minivan was used as the experimental vehicle to imple-

ment a camera-based vision-by-wire system without camera arrays and 

buffering. The front windshield was replaced by a large, stereo-capable 60-

inch LCD display. The stereo image pair is mapped onto a virtual projection 

screen and the resulting image is shown to the driver wearing an active 

shutter 3D glass (Model: Sharp AN-3DG20-B) to which retro-reflective 

markers for the motion tracking system were added. Therefore, when the 

driver moves in x, y direction as well as pan, tilt, roll the robotic head in 

front of him moves accordingly to give the exact same point of vision. 

The stereo cameras are placed 1560mm in front of the driver’s head. An ini-

tial calibration is used to calculate the initial drivers position and accord-

ingly the robotic head is moved to maintain the distance. The left and right 

eye cameras are placed 65mm apart so that it matches the human Inter-

Pupillary distance. (IPD). For tracking the users head motion, 3 trackable 

markers (11mm diameter, Retro-reflective markers) were placed on the 

sides of the 3D glass. Then a rigid body is composed with the 3 visible mark-

ers at a time. Once the center of gravity point is determined, the pivot point 

was shifted back towards the driver’s head at 80mm in order to pivot around 

the head center. 
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The FoV of the initial camera module was 74 Degrees and the vision sensor 

is a 16:9 format that provides an aspect ratio of 1.77. This leads to a working 

environment of 35 Deg (Vertical) and 65 Deg (Horizontal) FoV. However, as 

shown in Figure 2.4, the ideal FoV needed to provide a true active wind-

screen experience it has to be 120 Deg on Horizontal and about 50 Deg Ver-

tical Field of View. In order to satisfy the above conditions, a special wide-

angle lens was mounted to the camera modules where the wide conversion 

ratio was 0.5. With this, the captured vision’s FoV was increased to 128.5 

Deg (H), 72.5 (V) Deg. This will effectively provide a close but not ideal FoV 

for the requirements.  

The XY robot and the Head communicate over two dedicated hardware 

RS232 buses at 115200bps. The robot commands are processed at 200Hz 

cycle speed where as rugged motion is filtered with a digital low pass filter.  

While the initial system was designed with two linear motors allowing for 

lateral and longitudinal motion and located above the eye point height with 

a 3-axis robotic camera hanging downwards implementing 5 axes of motion, 

we observed that vibrations from the engine of the car resulted in vibration 

of the image caused by lack of rigidity relative to the length of the arms and 

minuscule play in the rotational axes of the robotic camera. In order to re-

duce the magnitude of the vibrations, we changed to a design with a single 

lateral linear motor located below the eye point and a robotic camera without 

rotation around the roll axis and 3 axes of freedom in total. 

 

 

Figure 6.1: System architecture. 
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Figure 6.2: Initial design for the Virtual Window implementation using a 

robotic camera in front of a large display that replaces the windshield. 

 

 

Figure 6.3: Side view of the system layout 
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Figure 6.4: Top view of the system layout 

 

 

Figure 6.5: Image of the initial version of the robotic camera 
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Figure 6.6: Image of the cockpit interior with view to the display 

 

 

 

Figure 6.7: Exterior of the initial version of the experiment vehicle with 

the robotic camera hanging downwards from the linear motor mounted on 

top. 
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Figure 6.8: Front view of the final version of the experiment vehicle with 

an upward robotic camera above the linear motor.  

6.3 Evaluation 

6.3.1 Objective and Hypothesis 

The aim of this experiment was to test the hypothesis that a combined stereo 

image and motion disparity condition would result in a more precise and 

accurate perception of both space and speed than a stereo image without 

motion condition and a monocular image condition, which would ideally 

show in a more precise driving performance through a test course.  

6.3.2 Participants and Experiment  Procedure 

N=4 student participants first drove an unmodified standard NV200, whose 

field of view had been masked by black tape to match the field of view of the 

Virtual Window implementation, through a test course to establish baseline 

performance before repeating the task in the three experiment conditions, 

which were a monocular image, binocular stereo and combined binocular 

and motion stereo. Given the small number of subjects, we decided not to 

randomize the order. The vision-by-wire system replaced only the front win-

dow, and the side windows and mirrors were masked in order to have the 

driver rely only on the view obtained through the vision-by-wire system. 

This unluckily made it difficult to maneuver through right turns as there 

was simply not enough field of view to the right. Because of the limited field-
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of-view of the prototype, 45-degree turns to the left were the maximum turn-

ing maneuvers that we deemed safe. The course consisted of two 45-degree 

turns to the left, an obstacle avoidance maneuver simulating avoiding a 

parked vehicle, and stopping in front of an obstacle to measure the effect of 

differences in spatial perception. We placed obstacles on both sides of the 

course and ahead of the final stop line in order to provide three dimensional 

visual stimuli about the course, it’s turns and the final stop location. When 

judging the point where to start turning left after having passed the left turn 

corners, subjects had to rely on their intuition of having seen the corner in 

the frontal vision-by-wire system and the approximate distance that the car 

had progressed after that moment.  

Subjects were asked to drive safely along the course without leaving the area 

between the road boundary marked by the white lines and to stop exactly at 

the final stop line. 

 

Figure 6.9: View of the test course from a nearby building. 
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Figure 6.10: View of the test course from eye height. 

 

  

Figure 6.11: View of the test course from the normal car used in the base 

condition. The bottom of the windshield and the upper left corner were 



 

85 
 

masked with black tape to limit the field of view to the same area as pro-

vided by the Vision-by-Wire implementation to ensure that the experiment 

results are not influenced by field-of-view and comparable. 

 

6.3.1 Results 

All participants were able to complete all experiment conditions without ac-

cidentally touching the obstacles and with only minimally veering outside 

the white boundary of the course. 

  

  

  

  

Figure 6.12: Images of an experiment run. 
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When looking at the trajectories of the participants, they all showed the 

same tendency. The base line condition appeared naturally centered on the 

test course, while the test conditions led to early left turns, with monocular 

condition worst and almost touching the road boundary, and both stereo and 

combined stereo and motion conditions about equal and between base line 

and monocular condition. The figure below shows the trajectory of one sub-

ject. 

The offset of the trajectories of the stereo and combined condition is about 

equal to the horizontal distance between the eye position of the subject and 

the cameras and showed that participants were not able to or did not intend 

to correct their driving for the change in eye point. While the absence of any 

cues about the camera position relative to the own car was one reason, this 

shows that this offset is of concern for exact maneuvering. It is unclear how 

much it will affect driving at higher speeds where the turning radii are less 

tight, but we assume that it will be less. 

Monocular condition was worse and indicated that the lack of binocular cues 

degraded spatial perception of depth. 

The absence of a clear difference between the binocular condition and the 

combined binocular and motion stereo condition may indicate that …  

The results are discussed in chapter 8. 

 

Figure 6.13: Image of a situation where a left turn was initiated a bit too 

early. 
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Figure 6.14: The trajectories of the four experiment conditions of one of the 

participants. The colored lines indicate the trajectory of the center of the 

rear wheel. (Black dotted line: course boundary marked by white lines, red 

boxes: obstacles, red dotted line: stop line at the end of the course.) 
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Figure 6.15: Enlarged top view of the trajectories at one of the left turns, 

approaching from the bottom right and leaving towards upper left. The col-

ored lines indicate the center of the rear wheels. (Blue line: base condition, 

red: monocular, green: binocular, pink: combined binocular and motion ste-

reo.) 
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7. Discussion 

This thesis studied automotive indirect vision cockpits as an example appli-

cation for investigating the possibility of indirect vision systems to improve 

human spatial awareness. Electronic indirect vision systems provide a 

unique opportunity to manipulate the projection method used to map the 

three-dimensional surroundings onto one or more two-dimensional displays. 

Other changes, like improving the signal-to-noise ratio or adding supple-

mentary information by augmented reality, are possible with indirect vision 

systems but also with other approaches like semi-transparent head-up dis-

plays. 

Projections map three-dimensional space into two dimensions for presenting 

space on two-dimensional displays. Projections are therefore a core part of 

any vision system that handles three dimensions and justifies a closer in-

vestigation. A digital indirect vision system can implement projections that 

are optimized for human vision without constraints from the optical design 

of lenses or mirrors. For example, projections that are not axially symmetric 

can be used. 

Projections largely fall into two categories: parallel and perspective. The for-

mer is used for example in technical drawings and require large display 

space to cover the field of view needed for general driving. Perspective pro-

jections have one or multiple vanishing points and can cover the entire space 

to the infinitely distant vanishing points on a small display and are there-

fore suited for displaying the surroundings while driving. 

Perspective projections can be described by its distortion and the point of 

view which is defined by the location and direction of view.  

While a rectilinear projection from the actual eye point produces a image 

closest to the visual experience of seeing the surroundings from that view 

point, that is not necessarily the most effective projection resulting in the 

best spatial awareness, the best task performance, or the best experience. 

To make an even stronger case, the way humans perceive the real world 

surrounding them using their own eyes is not necessarily objective and true 

and not necessarily most effective. 

This thesis is based on the hypothesis that, similar to map projections that 

transform locations from the surface of a sphere or an ellipsoid to locations 

on a plane, projections of three-dimensional space into two dimensions for 

use in indirect visions systems should be designed and chosen depending on 

the task and its requirements. Indirect vision system can therefore be 



 

90 
 

thought of as a tool to optimize or correct the spatial awareness of the sur-

roundings that humans are natively capable to obtain using their own eyes 

by direct sight. 

Given the task specificity of optimizations, any concrete investigation needs 

to focus on a specific task, even if the results should hopefully be generaliza-

ble. This thesis focused on car driving as a popular task that requires a high 

level of spatial awareness and allows the system to be implemented as part 

of the car cockpit without the user having to carry the system including sen-

sors, image processing system and displays.  

The effect of distortion on spatial awareness was studied using rearward 

vision for lane changes as a test case. Combining the visual requirements 

with known properties of human visual perception led to the development of 

a novel projection method that combines characteristics from perspective 

and parallel projections and was used to implement a rear-view system that 

significantly outperforms conventional mirrors and camera systems. This 

can also be seen as an attempt to challenge the notion that a distortion-free 

representation is ideal. 

The effect of point of view on spatial awareness was studied in a simulated 

sequence of typical driving tasks. Assuming a car cockpit in which the win-

dows are replaced by indirect vision, we compared the actual driver’s eye 

point with two extremes: a high, third-person viewpoint providing an over-

view of the surroundings without near blindspots from the body of the own 

vehicle and a low, first-person viewpoint that improves the visibility of 

nearby obstacles and increases the amount of optical flow from self motion. 

A third study was aimed to provide evidence for usefulness of small contin-

uous changes in viewpoint to replicate motion parallax from head move-

ments and the effect on depth perception, driving performance and experi-

ence.  

7.1 Distortion 

Using a novel image transformation that combines a rectilinear center for 

far distance and compressed side areas for perception of near neighboring 

lanes, we have been able to provide a field of view of 180 degrees, which 

essentially eliminates the rear blindspots of mirrors, simultaneously with 

usable distance perception and minimal, distracting distortion of optical 

flow. This field of view is significantly wider than that provided by conven-

tional solutions which typically range between about 10 and 30 degrees. Fur-

thermore, this solution provides the significant merits of being able to 
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overview the rear in one glance or the ability to judge not just presence but 

also time-to-contact. [21] 

While the concept of combining an distortion-free region with a distorted 

region is similar to aspherical door mirrors and systems like FisheyeVision 

[34], the described method goes further than both by defining and preserving 

specific properties of the output image that are useful for the given task, like 

straightness of road boundary or minimum display size of objects. The 

method also addresses the need for novel, task specific mappings as identi-

fied in the FlyViz paper [33] as future research areas and succeeds by pro-

posing a method that combines a wide field of view where useful with far 

distance perception where needed. 

An experimental car was equipped with a prototype implementation that 

utilizes a high-resolution fisheye camera with internal DSP. An experiment 

showed that distance perception using our proposed system is on average 

similar to the standard driver-side door mirror of our experiment vehicle. 

This result shows that using indirect vision systems with task-specific pro-

jections, it is possible to combine a wide field of view and correct distance 

perception which in conventional, common knowledge have been trade-offs. 

It should be noted that the proposed solution covers 180 degrees field of view, 

which is a huge step from the field of view of conventional rear-view mirror 

solutions that cover less than 30 degrees field of view. Accurate distance 

judgments are necessary for drivers to safely change lanes and merge. 

Participants with experience of using conventional rearview cameras were 

more exact in that condition compared with first-time users. This hints that 

lack of familiarity with camera images in general or with utilizing 2D cam-

era and displays could be one reason for the larger variation in distance 

judgment for the other participants. 

When using our prototype or the door mirror, there was a slight overestima-

tion of distances instead of the slight underestimation that would be ex-

pected if magnification was the only contributor to distance perception. In-

terviews of the subjects after all trials had finished revealed that this effect 

might have been caused by participants incorporating their lack of confi-

dence into their distance judgments and not by other effects from framing 

or from the lack of binocular depth cues. 

Although the “more natural look” and the “less distracting character” of the 

proposed image when compared with conventional wide rearview images 

was apparent to most who experienced the prototype and positively com-

mented on, we have not been able yet to evaluate these aspects scientifically. 
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In large, we believe that we have succeeded in manipulating distortion to 

improve situation dependent spatial awareness. Some issues such as im-

proving the camera’s dynamic range (for use at night) and resolution, con-

sidering optical flow in curves and when pitching, continuing with further 

human factors evaluations and adapting to forward vision remain as future 

work. Another future extension could extend the field of view beyond 180 

degrees, resulting for the first time in a first-person view that covers more 

than 180 degrees but appears natural under self motion. 

The method could also be applied outside of driving.  

7.1.1 Summary 

The results show that the projection method can be intentionally manipu-

lated to optimize spatial awareness. In particular, a method was proposed 

that maps distance in three-dimensional space proportionally to two-dimen-

sional distance on the display and shown to make motion and distance easier 

to judge compared with conventional projections. The proposed method 

could be extended to even larger fields of view, views in the direction of mo-

tion and to tasks other than driving. 

7.2 Viewpoints 

To answer the question whether manipulating viewpoint can improve spa-

tial awareness, a driving simulator experiment investigated the effect of ma-

nipulating viewpoints on driving performance and experience? 

7.2.1 Simulator experiment 

Our hypothesis was that a higher viewpoint would achieve higher situation 

awareness and enjoyment at a reduced workload, whereas a lower viewpoint 

would provide stronger motion cues and a more thrilling driving experience. 

We expected that semantic enhancements would help drivers to make better 

judgments faster, and that those would add-up when combined with Geo-

metric enhancement. We expected higher viewpoint and AR to be in favour 

with all participants, whereas a low viewpoint would only resonate with 

thrill seeking participants. 

The enquete showed that in all experiment sections except the static inter-

section, participants’ self-rating about situation awareness, workload and 

enjoyment were generally higher for the high viewpoint condition compared 

with the normal viewpoint, whereas the low viewpoint scored about equal to 

the normal viewpoint. (Figure 5.18) This was also reflected in the mostly 

positive verbal comments. (Table B.1) These results are not too far from 

what we had expected, although we suspect that the subjective opinion of 
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participants did not differentiate between the specific aspects asked and 

should be interpreted with car. For the static intersection, the HMD might 

not have had enough resolution to present the traffic signs, leading to low 

scores for the high viewpoint condition.  

Task duration is more difficult to interpret. A shorter duration in any of the 

course sections might be caused by higher situation awareness and less 

workload if other aspects like correctness of decisions and precision of driv-

ing are equal. But a longer duration is not necessarily negative, e.g. if it is 

caused by higher situation awareness possibly leading to more careful driv-

ing. Participants often seemed to simply give up checking safety and start 

driving blindly when having to avoid close obstacles in the normal and low 

viewpoint conditions. Less variation in duration could generally be consid-

ered positive indicating less difference between drivers and possibility for 

smoother traffic flow. In some cases, larger variation could be positive if it 

enables individuals to fully utilize their personal potential for enjoyment by 

being different from the average. The results (Figure 5.6) hint that high 

viewpoint has potential to reduce driving duration in some conditions that 

require surround situation awareness like the dynamic intersection and par-

allel parking conditions in this experiment. The results also indicate that a 

higher viewpoint may reduce variation between drivers. We suspect that the 

high viewpoint might have reduced individual differences in coping with dif-

ficulties like blind spots and difficult driving maneuvers like parallel park-

ing. The high viewpoint might also have motivated participants to drive in 

a way that they thought was more acceptable when watched from a third 

person perspective and that might have led to less variation between partic-

ipants. Given that neither very short nor very long task durations seem ideal, 

there might be some ideal range for the duration of any given task. That 

range might differ between participants, at least in the case of viewpoints 

where different skill levels effect driving performance, though possibly less 

for objective viewpoints.  

In the dynamic intersection task where participants had to watch cross traf-

fic from left and right and judge their speed and safe distance before crossing 

the intersection, a task that may occure in everyday driving, participants 

were able to make more correct decisions faster with less range of head mo-

tion when using the high viewpoint whereas the low viewpoint was similar 

to normal viewpoint. The minimum distance between cross traffic and par-

ticipants increased slightly for high and low viewpoints, indicating that par-

ticipants were either better at judging safe distances or inclined to be more 

careful in their driving behavior. 
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In the static intersection task where participants had to understand traffic 

signs, notice the presence of obstacles like pedestrians and parked cars, 

make a judgment about the direction to take and execute it by actually driv-

ing into the chosen direction, which also can be considered a basic task in 

everyday driving, the high viewpoint enabled participants to drive with less 

range of head motion and likely less physical effort but had no effect on du-

ration or correctness of decisions. Some participants mentioned that the res-

olution of the HMD was too low limiting the readability of the traffic signs. 

The curve and crank conditions which we initially assumed to give similar 

results led to results that differed from each other. In the curve section, high 

viewpoint was not a benefit with regard to average distance driven off-road 

and even increased the variation between participants, while low viewpoint 

doubled the average distance driven off-road inspite of better visibility of the 

poles marking the road boundary on both sides. These results could be in-

terpreted as the high viewpoint lacking in optical flow required for curve 

negotiation, thereby cancelling the benefit of overview, but also lack of being 

used to this view for driving. Some participants were caught verbally report-

ing that they like the overview in the high viewpoint condition that enables 

them to see literally “everything” but that somehow, they could not avoid 

veering off-road. The low viewpoint might have reduced overview of the road 

trajectory and made it more difficult to steer. In contrast with the high view-

point, the low viewpoint increased optical flow from the road and the poles 

that led to a higher perceived speed which might have affected the ability 

for smooth curve negotiation. The crank was a different beast entirely as it 

required only straight driving interrupted by 90 degree turns at the right 

moment. Here, the high viewpoint was benefitial with respect to distance 

driven off-road compared with normal viewpoint for 4 participants while 

equal and worse for 1 participant each. The low viewpoint was only bene-

fitial for 2 and equal for 4. This might be indicative of both overview and 

detail helping with timing decision based on the surrounding situation 

though through different mechanisms and to different degrees. 

A smooth parallel parking maneuver required 30 to 40 seconds. (Figure 5.24) 

While high viewpoint resulted in durations either within or close to that 

range, in the normal and low viewpoint conditions it happened in 4 (or 2 

each) out of 12 maneuvers that participants would fail to find the smooth 

trajectory in the first attempt and end up with a lot of corrections that took 

more than 60 seconds. This is also confirmed by less direction changes in the 

high viewpoint condition. 

For the parking exit task, duration is similar between normal and high view-

point although the number of direction changes increased for 3 participants. 
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This was likely due to the overview providing more information about dis-

tance to nearby obstacles thereby motivating some of the participants to add 

an additional reversing maneuver. The duration increased significantly for 

the low viewpoint condition. This might have been caused unintentionally 

by the life-size, immersive rearview that seemed to confuse some of the par-

ticipants.   

All in all, the high viewpoint seemed to be benefitial in situations that re-

quire overview over the surrounding situation in subjective ratings of situa-

tion awareness, anxiety, fun to drive and mental and physical effort as well 

as in objective performance measures. While HRV data was inconclusive, 

GSR data hinted that the high viewpoint on average reduced mental stress 

in the dynamic intersection and parallel parking conditions. High viewpoint 

may not be superior in tasks like curve negotiation in which the driver needs 

to be immersed in the environment to receive cues from optical flow though 

it was generally at least on par with the normal viewpoint. We did not test 

whether situations that require immediate, unconscious reaction like emer-

gency avoidance maneuvers in response to imminent dangers (without re-

quiring an overview) might be difficult to handle in the high, third person 

viewpoint, or whether it may be easier to get distracted in third person view-

point.  

We were not able to identify clear benefits of the lower viewpoint in our ex-

periment. One limitation could have been that a more significant reduction 

in eye point height, which would have increased the thrill of driving by in-

creased optical flow from the closer ground surface and surroundings that 

are relatively higher when compared with the eye point, was not possible 

using the current setup because of the tendency to induce stronger motion 

sickness. The low viepoint condition was still in the range of eyepoint height 

of a sports car. While there were no clear, significant trends, some individu-

als seemed to respond and drive differently from the normal viewpoint con-

dition. It may therefore be worth studying differences in driving with respect 

to eyepoint height in a real environment using real cars. 

While the viewpoint was fixed or automatically chosen in the experiment 

conditions, participants could control the viewpoint height by their head 

pose during the initial practice run. Though the current implementation 

may have been too sensitive to head motion causing slight motion sickness 

in some of the participants, giving drivers the ability to actively choose their 

viewpoint is an intriguing possibility, as it may not be always possible to 

automatically choose a single, best, ideal viewpoint. It could also avoid feel-

ing having to commit your fate to the automatic viewpoint selection. Actively 

changing the viewpoint beyond the flexibility of the human body is 
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something that requires time getting used to, but should be possible given 

that car drivers often unconsciously use head motion to widen the field of 

view in their rear mirrors. Participants will need more time to get used to 

such a system. Gestures could be an alternative to controlling by head pose. 

From our observations in the driving task, it would seem that a high view-

point is preferable over normal viewpoint also when informing passengers 

of an autonomous, driverless vehicle about the surrounding situation if that 

need should occur, as the overview makes it easier to understand the whole 

situation in shorter time without continuous watching. 

7.2.2 Interaction of Changes in Viewpoint with Augmented Reality 

Augmented Reality (AR) was implemented and compared in the static inter-

section condition which required awareness of traffic signs and obstacles and 

in the dynamic intersection condition which required awareness and judg-

ment of speed and safe distances of cross traffic from left and right directions.  

While the average task duration for each section decreased slightly in both, 

and for 4 participants in the former and 5 in the latter condition, the details 

seem more complicated. 

Verbal comments indicated that the virtual safe distance indicator in the 

dynamic intersection was neither completely understood during the short 

experiment time nor completely trusted. While it was rendered semitrans-

parent to distinguish it from the “real” objects in the environment, some 

participants still feared getting in contact with the virtual augmentation, 

which might have led to longer missed opportunities for driver viewpoint. 

(Figure 5.10) The same figure indicates that AR was effective for the low 

viewpoint, which could have been due to being less accustomed to that eye-

point height and wanting any help one could get, or that it actually did help 

in that case because approaching speed was more difficult to judge from a 

low viewpoint with less perspective.  

For high viewpoint, there was no additional benefit of reducing waiting time 

as the perspective overview alone exhausted the improvement potential. 

When AR was trusted and relied upon, it actually seemed to reduce the min-

imum distance to cross traffic by more risky maneuvers as there was no mo-

tivation to add additional safety margins. A more sophisticated gradual 

safety indicator might alleviate this issue, but this nonetheless hints at the 

difficulty of designing augmentation. 

The detailed analysis of enquete results in subsection 5.3.3.4 reveals that 

there seem to be some significant differences in how people think of and 
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utilize AR. Half of the participants indicated no clear difference in self-rat-

ings for AR vs no-AR. One participant thought of it as entertainment. An-

other participant rated it as beneficial for normal and low viewpoint, but not 

for the high viewpoint. Only one participant rated it as beneficial for all 

viewpoints. In most cases, if it was rated positively, it was often rated as 

being positive in all aspects, which could either be true or be showing that 

self-ratings tend not to differentiate details. 

From these results, it seems that AR might appeal only to some users and 

that it requires careful design as it needs to be trusted and have as little 

negative side effects as possible. It should be noted though that for example 

the blind spot warning systems that have become rapidly common in recent 

years and can be considered a simple form of AR have quickly become indis-

pensable after several years of lingering at low market penetration when it 

didn’t appeal to most. 

From these observations of driving, it seems to us that Semantic enhance-

ment would be benefitial for informing drivers of a shared-driving car and 

passengers of an autonomous car about the surrounding situation, enabling 

them to disregard less important objects and quickly understand the deci-

sions of the intelligent car system. 

It is not clear how Geometric and Semantic enhancement should be designed 

relative to each other, especially in cases where they address the same issues. 

Should they be clearly separated, possibly giving priority to one over the 

other for a given set of limitations, or is it okay to mix them up? And if both 

enhancements address the same issue, should they be designed so that their 

effects add up or does that not matter? 

The lack of effect of AR for high viewpoint in Figure 5.10 might be a case 

where the Geometric enhancement alone in high viewpoint without AR and 

the Semantic enhancement in low viewpoint with AR both improved so much 

that the additional combined enhancement in high viewpoint with AR had 

no further effect. The subjective rating of participant 4 in subsection 5.3.3.4 

also seems to share this view. It may actually be natural to assume that 

there is no additional benefit of combining Geometric and Semantic en-

hancement if both address the same issues and the effect of each don’t add 

up. 

Although we were not able to implement and confirm cases where these two 

enhancements did add up, we can think of cases where for example details 

might be added to a perspective overview by AR or information about the 

surroundings could be added by AR to a perspective detail view.  
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The lack of effect of combining viewpoint changes with AR in this experi-

ment might have been because each alone improved so much and in the 

same aspect that there was no additional combined enhancement to benefit 

from.  

7.2.1 Prototype 

The aim of this implementation was to show that viewpoints can be manip-

ulated in a real, automotive cockpit using current technologies. A prototype 

capable of showing the surroundings from any viewpoint was successfully 

implemented. While we could not obtain permission for experimental evalu-

ation within our facility, we collected feedback from test drives that included 

both positive and negative opinions. 

Situational awareness was rated high for both the birdview as well as for 

the life-size rear view. Some participants felt that properly utilizing the 

birdview would require some time getting used to, and that the automated 

selection of point of view was sometimes confusing and different from what 

they expected. In contrast, the life-size rearview was immediately useful, 

but abrupt switching between forward and rearward view, though triggered 

by driver making a gear change, felt unnatural to some. The rotation direc-

tion of the reversed image opposite to the rotation of the car and the reversed 

movement direction caused motions sickness in some. It is unclear which of 

these were stronger; the rotational direction could be corrected with 

matched rotation to the steering operation in a car with a steer-by-wire 

steering system. 

Concerning AR, the unnatural environment of the roads within our facility 

and the unnatural character of a test drive limited both possible contents 

and the resulting experience. The comments hint that the implemented 

items were at least understood.  Effectiveness and acceptance of AR visual-

izations need to be investigated more deeply and in a more realistic environ-

ment to draw any conclusion. 

7.2.2 Summary 

• A high viewpoint seems to improve spatial awareness and resulted in 

high subjective ratings by all participants. Nevertheless, a high view-

point is not always the best viewpoint, for example when negotiating a 

curve. 

• Results from the low viewpoint that was implemented as comparison 

were similar to the actual eye point. A larger difference between these 

viewpoints might have resulted in mearsurable differences but was not 

used due to motion sickness. 
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• AR helped some but not all participants to make correct judgments 

faster. While the high viewpoint was rated highly by all participants, 

there were large differences in how participants rated AR. The reason 

for these differences could stem from differences in understanding and 

trust of the presented AR. Changes in viewpoint and AR are combinable 

and should add-up in theory, but we were not able to identify such cases 

in our experiment.  

• We successfully implemented a prototype capable of manipulating the 

viewpoint by constructing a 3D model of the surroundings using omni-

directional cameras and laser range finders. Participants were inter-

viewed after test rides, revealing a general positive stance but also a lot 

of technical and conceptual issues that need to be addressed. 

7.3 Motion Parallax from Head Motion 

We tested the contribution of binocular stereo and motion stereo to driving, 

as an essential design question separate from issues like resolution or dy-

namic range which have and can be expected to continually improve over 

time. Both are related with projection as they are small differences or 

changes in viewpoint. Our expectation prior to the experiment were that 

driving paths would show a large variation in the monocular base case and 

that adding binocular and further motion cues to a monocular base condition 

would gradually reduce that variation due to participants becoming able to 

make more accurate distance judments. While binocular stereo improved 

driving over monocular condition, further adding motion stereo did not. We 

did not test a motion stereo only condition and cannot make final judgments 

but believe from our experience using the system that motion stereo was not 

very effective given the small range of motion during driving and the pres-

ence of other, strong cues for depth like optical flow. Our results match the 

results described in [5] that failed to show differences in driving performance 

resulting from motion stereo in a driving simulator. While we believe that 

our results would also hold for higher resolution images than in our imple-

mentation, this has not been proven. 

Unexpectedly, we found that the distance between camera position and the 

actual head influenced the path of the car when making tight turns pro-

foundly. This seems to be a strong effect that needs to be considered when 

designing indirect vision cockpits. Interestingly, we did not observe this is-

sue in the other prototypes: 

• For the rearward vision system described in Chapter 4, while the off-

set between the eye point and the camera location in the rear is large, 

the image is likely not used for deciding the accurate trajectory. We 
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might have been able to measure the effect if we had tested a distance 

of 0m between the rear of the own car and the front of the target car 

even though the current experiment setup would not have allowed us 

to place the reference car at 0m in front of the eye point. 

• The prototype described in Chapter 5 had a mode similar to this pro-

totype but a curved two display and camera layout with less longitu-

dinal offset for the display on the left. The prototype also had other 

modes including first-person viewpoints from the actual eye position 

and third-person viewpoints which are free from this issue. 

It might be enough to have parts of the own car visible in the camera images 

to achieve an accurate awareness of the viewpoint or the location of sur-

rounding objects relative to the car. 

7.3.1 Summary 

 We implemented an indirect vision cockpit that replicates the continu-

ous motion parallax of direct vision using a robotic camera that tracks 

the head motions of the driver. Due to engine vibrations causing the 

camera and the captured image to vibrate the results may contain arti-

facts. We measured the path of four participants driving through an ob-

stacle avoidance course but were not able to identify trends. The results 

show that motion parallax from head motion does not seem to measura-

bly improve driving performance even though it may improve the expe-

rience especially at standstill and slow speed. 

 The offset between the head position and the camera position may lead 

to an offset in perceived location and needs to be taken care of when 

designing indirect vision cockpits. 
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8. Conclusion and Future Work 

This thesis investigated the potential of indirect vision systems to improve 

human performance in visual tasks. A unique characteristic of electronic in-

direct vison systems is their capability to freely manipulate the projection 

method. We therefore looked at the possibility of manipulating the projec-

tion method to enhance spatial awareness. We focused on car driving as a 

popular task that requires a high level of spatial awareness and allows the 

system to be implemented as part of the car cockpit without the user having 

to carry the system including sensors, image processing system and displays. 

Having chosen car driving as the example application does neither mean 

that the methods and results are specific to cars and car driving nor that 

they are limited to manual driving and not applicable to possible future driv-

erless cars. If anything, we expect driverless cars to be more likely to be 

equipped with indirect vision systems than manually driven cars, given that 

there is no driver who needs to watch the surroundings and be in control of 

the car, the possibility of using the displays for other purposes like enter-

tainment or work, and a higher demand for privacy while doing tasks other 

than driving.   

8.1 Major results 

 We have implemented an indirect vision system for cars aimed to replace 

direct vision through windows. By combining multiple cameras and la-

ser range finders to create a 3D model of the surroundings in real time, 

we were able to display the surroundings in three dimensions from any 

viewpoint as a computer graphics representation textured by the camera 

images. This system is the so far most powerful, publicly known such 

implementation. 

 A simulator experiment implementing a sequence of typical driving 

tasks showed that manipulating the point of view depending on the driv-

ing situation may improve both driving performance and experience, 

suggesting the future potential of indirect vision applications. 

 A novel projection method was proposed that combines properties from 

rectilinear perspective projections and parallel projection to map longi-

tudinal distance in space proportionally to two-dimensional distance in 

screen coordinates without distorting the direction of optical flow from 

self motion. A prototype implementation covered a field of view of 180 

degrees on a small display, thereby far exceeding the typical field of view 

of 20 to 30 degrees provided by conventional solutions and refutes the 
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common wisdom that correct distance judgments cannot be achieved in 

images with extremely wide field-of-view. 

 The proposed method can eliminate the need to scan multiple visual lo-

cations to achieve awareness of the whole situation which can be useful 

in driving and other tasks that require spatial awareness of the sur-

roundings. It is also likely to improve time-to-contact predictions. 

 We learned that the offset between camera location and eye point may 

influence trajectory and needs to be considered. 

8.2 Future work 

Sensor, image processing and display technology need to improve in resolu-

tion, dynamic range, sensitivity, delay, ghosting, etc before indirect vision 

will really match and exceed the experience of natural direct vision. The 

system will also have to be designed with a backup in case of failure, either 

in the image pipeline or with an autonomous system that can take over con-

trol from the driver when needed adding to the cost of the system. On a dif-

ferent note, any such system should be resilient to hacking attempts. 

Concerning the use of third person viewpoints, our results and experiences 

hint that the following issues deserve further study: Ability to maneuver 

through curves in third person viewpoints that are likely to have less optical 

flow cues compared with immersive first-person viewpoints, ability to react 

to imminent danger without the optical flow directed towards the viewer 

typically present in first person viewpoints, and susceptibility to distraction 

and other mid and long-term effects. 

Concerning the use of variable viewpoints, we experienced that a selection 

by the system might not always be optimal in a given situation or might not 

appropriately consider the user’s intention. A method should be developed 

that allows the user to intuitionally select a desired viewpoint. 

Manipulating the point of view may be useful for tasks other than driving 

where spatial awareness is useful. Smaller sensors and displays will make 

it possible to implement a wearable version. 

The concept for field of view expansion described in section 4 should be ex-

tendable to forward vision. A near area in which distances are mapped line-

arly may not feel natural as human perception might be more tuned to opti-

cal flow during forward than rearward motion, therefore a slightly acceler-

ating optical flow might be desirable.The concept could also be extended to 

larger field of view, resulting in a image with 200+ degrees of forward field 

of view on a 20+ inch size display. Another extension should be dynamic 
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adaptation to driving through curves. During curve driving, the optical flow 

is curved, and the curvature of the optical flow should be preserved. 

 

 

Figure 8.1: Outline of future possible extensions of the method to expand 

field of view 

 

Motion sickness caused by the disagreement of visually perceived movement 

and the vestibular system’s sense of movement is an issue that needs to be 

solved in the future. The differences can be temporal, caused by the delay in 

capturing, processing and displaying the image, or geometric, caused by un-

intended or intended distortions, lack or inaccuracies in motion parallax, the 

close distance to a flat display with wrong oculomotor cues, and others. By 

determining the maximal acceptable amount of disagreement and engineer-

ing the indirect vision system to satisfy those thresholds, motion sickness is 

in principle solvable. Considering that humans can get used to using 
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prescription glasses that distort the viewing field without getting motion 

sick, solving motion sickness from distortion is not necessarily unsolvable. 

The future work described would make an intermediate indirect vision cock-

pit possible in the near future in which forward and rearward views are dis-

played on separate monitors of about 20 and 10-inch diagonal size respec-

tively providing a complete surround view within the comfortable field of 

view of human perception. Some driver pose recognition may be used to con-

trol changes of point of view by driver intention and small windows may be 

used as a fallback mechanism in rare situations of system failure. A final 

indirect vision cockpit for a driverless car may display the surroundings as 

small picture-in-picture regions within a large surrounding curved display 

covering the whole interior. 

Wearable solutions could switch between different views depending on the 

situation and utilize the field of view expansion method described while 

moving. 

 

Figure 8.2: Possible development of future indirect vision cars 
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Appendix B. Implementation Details 

of the System in Chapter 4. 

B.1 Numerical approximation of the desired projection 

The steps for computing a numerical approximation to the desired projection 

is described in the figure below.  

 

Figure B.3: Step-by-step explanation of our image transformation 

The numerical approximation starts with the representation of the per-

spective, rectilinear projection 

r = F1(θ, β) = f tan θ  ( 0°≦θ＜90°and   0°≦β<360°) (3)  

where f is the focal length. This representation is then refined in successive 

steps, first, to a projection model  

r = F2(θ, β)     (4) 

that includes a linear magnification to achieve the wanted magnification in 

the center part of the image, then into 
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r = F3(θ, β)     (5) 

that includes a progressive, row-wise horizontal compression in left and 

right border areas that normalizes the speed of horizontal optical flow, and 

the final projection model 

r = F4(θ, β)     (6) 

that includes a column-wise vertical compression to correct distortion of 

longitudinal lines introduced by the horizontal compression in the step be-

fore.  

The projection model r = Flens(θ) of the fisheye camera was obtained from 

the manufacturer of the camera ignoring individual build tolerances. Alter-

natively, it may be obtained by a calibration of the internal parameters us-

ing known calibration methods. It is then easy to calculate the pixel-wise 

correspondence between the fisheye image and the wanted projection 

model r = F4(θ, β) and process the image transformation from fisheye im-

age to the proposed projection in one, direct transformation step.  

B.2 Implementation details 

Our transformation magnifies the rear center area relative to the areas on 

left and right side. The fisheye image should therefore have higher resolu-

tion than the transformed image. We first recorded high resolution images 

using a full-HD camera and applied pixel-wise exact image transformation 

on a PC to verify that the transformed image satisfies the wanted proper-

ties. Then we implemented the image transformation as a real-time mesh-

wise texture-mapping operation using a small camera for automotive ap-

plications with a build-in DSP. That camera was then used in the following 

evaluation experiment. 

The full-HD implementation used the lens-camera combination described 

in the following table to record high resolution fisheye images as .avi movie 

files to a memory card, and then applied the image transformation to each 

frame using Matlab on a Personal Computer.  

 

Figure B.4: System architecture 
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Table B.1 : Specification of the full-HD camera 

 

To reduce the size of the camera and the total cost of the rear-view system, 

we implemented the proposed image transformation using a camera with 

build-in DSP. The build-in DSP is capable of image transformations like 

digital zooming and distortion corrections eliminating the need for an ex-

ternal image processing unit connected to the camera by a high-resolution 

interface. Though this system has lower resolution than the full-HD ver-

sion and in-part suffers from wave-like artifacts caused by using mesh-

wise texture mapping instead of pixel-wise exact image transformation, 

the improvement in radial distortions and the change in distance percep-

tion compared with the original fisheye image are unchanged. Considering 

that this system measures about 1/100th in volume and current device cost 

compared with the full-HD setup, it performed well. This camera was then 

used for our vehicular prototype. 

Table B.2 : Specification of the automotive camera used  

 

 

Figure B.5: Image of the camera (with a centimeter scale). 
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Appendix C. Details of the Experi-

ment in Chapter 5 

C.1 Experiment design 

A simulator was chosen over real cars as it allows for faster prototyping and 

evaluation given the complexity of the total system and ensuring safe oper-

ation. In order to achieve a surround 360 degrees field of view as the bench-

mark natural viewing condition, a head-mount display (HMD) was used in-

stead of a driving simulator with stationary display monitors. The Unity 

game engine was used in combination with an Oculus Rift HMD. A commer-

cially available car model modified to adjust the difficulty of the driving task 

to appear close to real driving while being simple enough not to require long 

accustomization. An Xbox controller was used for controlling the car to pro-

vide a neutral interface not requiring visibility of the own hands in the 

HMD. The interior of the user’s car was shown without a CG rendering of 

the driver and without rotating steering wheel. The drivers side door mirror 

was the only working mirror as other mirrors can be obstructed by luggage 

or by passenger. 

C.2 Participants 

6 participants (all males, age 24, 27, 30, 39, 40 and 40) with normal or cor-

rected-to-normal vision and experience driving cars regularly (between 1 

and 7 days a week) all completed the same three experiment conditions after 

a practice run. Participants completed the experiment during regular office 

hours as part of their work and were not otherwise paid. 1 additional male 

and 2 females indicated motion sickness from using the HMD, aborted the 

experiment and were not counted as participants.  

C.3 Procedure 

Participants started by filling out a questionnaire, doing a practice run of 

the experiment course with head-pose controlled viewpoint to understand 

the experiment task and the viewpoints and completed three experiment 

conditions in randomized order in which the viewpoint was either a normal, 

driver’s seat viewpoint (condition A), a viewpoint that was raised (condition 

B) by 8m (parallel parking) or 30m (all other driving situations) or lowered 

(condition C, by 0.4m). Participants were asked to verbally report their 

thoughts and feelings while driving. Both intersections were repeated a total 

of four times in each condition, 2 times without augmented reality and 2 

times with. For half of the participants, the AR condition came first. Partic-

ipants rested for 90 seconds before and 60 seconds after each condition to 
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record stable data from the GSR and HR sensors, and filled the question-

naire each time after a ride. Participants could abort the experiment any 

time or add additional rest between conditions. 

 

Table C.3 : Experiment order by participant. 

 

Table C.4 : Experiment design. 

 

C.4 Measures 

We attempted measuring situation awareness and psychological as well as 

physical effort comprehensively using objective and subjective measures. 

Situation awareness can be indirectly assessed from indices like eye move-

ments, directly probed by questionnaires or questions, indirectly measured 

at the decision-making stage from the decisions made or by verbalizing the 

decision-making process, indirectly measured by the performance in normal 
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or in emergency situations. High situation awareness can be achieved by 

employing a high-workload surveillance strategy, so collecting data about 

psychological and physical effort is necessary for interpreting the results.  

The measures for situation awareness included indirect measures that as-

sess situation awareness by performance and indirect indices of situation 

awareness like feeling of safety and physiological measures like HR, as well 

as direct subjective reports. Direct objective measures like interrupting the 

driving task to ask specific questions about the surroudings that partici-

pants answer from memory without seeing the surrounding were deemed 

too difficult to realize with HMDs.  

Driving performance was assessed from the duration to complete each sec-

tion of the driving task, the distance spent off-road with some part of the car 

outside the road boundary during the curve and the cross sections and the 

number of correct/incorrect judgments at the static intersection. For the dy-

namic intersection, the number of crashes (physical contact between the par-

ticipants car and cross traffic) and near-miss situations (the car of the par-

ticipant being within 1m in front of cross traffic), the duration of missed op-

portunity windows in which the participant could have safely crossed the 

intersection and the minimum distance from the cross traffic to the partici-

pant crossing the intersection were measured. 

As for biophysical measures, heartrate (HR) and heart rate variability 

(HRV) were collected using a Garmin chest belt sensor connected with a 

Garmin Edge 520 and recording heart rate at one data point per second as 

well as all RR intervals into a .fit file and analyzed using Kubios software. 

HR provides a rough estimate for physical effort and mental arousal, but 

these are difficult to isolate from each other. Concerning HRV, pNN50, i.e. 

the proportion of pairs of successive NNs that differ by more than 50 ms 

divided by total number of NNs, where NN is the time between “normal” 

beats originating in the sinoatrial node, is known to be higher in rest condi-

tions than with mental tasks and was calculated for each experiment sec-

tion. 

 

Figure C.6: HR sensor 

https://www.bing.com/images/search?view=detailV2&ccid=SYUZ3qCn&id=5DE7DE9B4FAFB654F462B299EF38B14BBF3D2809&thid=OIP.SYUZ3qCn18R95iVfAktEEgEsCE&q=garmin+heart+rate+monitor&simid=608020238244055080&selectedIndex=26
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In addition, Galvanic Skin Response (GSR) was measured using NeuLog 

GSR sensors attached to two fingers of the non-dexterous hand at a sam-

pling rate of 5 samples per second. We found that the calibrated mode of the 

sensor with a range of 0 to 10 micro Sieverts at a resolution of 10 nano Sie-

verts would lead to signal clipping in some instances and had to use the non-

calibrated mode with a non-specified but wider range and 16-bit ADC reso-

lution. The unit is designated as “arb” as a shorthand for “arbitrary” in this 

paper in accordance with the manufacturer of the sensor. In order to isolate 

the phasic skin conductance response (SCR) from the tonic skin conductance 

level (SCL), a +/- 4 second median was subtracted from the GSR signal and 

any pair of a onset (>0 arb) and offset (<0 arb) in a adaptation of the recom-

mended protocol in [iMotions GSR guide]. Due to the non-calibrated signal 

peak amplitude could not be measured. The collected biophysical signals 

might have been influenced by simulator sickness and motion sickness from 

the HMD. 

 

Figure C.7: Neulog GSR sensor 

 

The pose and location of the HMD was recorded as an approximation of head 

pose as an index of physical effort. 

For subjective self rating, participants were asked to fill a questionnaire be-

fore asking about their general driving experience and after each experi-

ment condition asking about the particular experiment. The questionnaire 

asked for subjective degree of surround situation awareness, degree of in-

correct driving like leaving the road boundary or making a wrong decision, 

degree of feeling of anxiety, degree of driving enjoyment, degree of mental 

effort and degree of physical effort, on a 5 point scale from 2 (very high) to -

2 (very low) for each section and AR condition of the experiment (parking 

exit, curve, crank, static intersection without AR, static intersection with 

AR, dynamic intersection without  

 

https://neulog.com/wp-content/uploads/2014/11/gsr-under-2.jpg
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Table C.5 : Overview of objective and subjective measures for situation 

awareness and effort. 

 

Table C.6 : Overview of objective and subjective measures for situation 

awareness and effort by experiment stage. 
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C.5 Time Sequence of Experiment Data 

Figure C.8 shows the time sequence of the high viewpoint condition for par-

ticipant 4 as an example of a smoothly completed experiment condition. All 

graphs have the sample index of 5 samples per second as the x axis. In this 

case, the duration of the graph is 1501 samples or about 300 seconds or 5 

minutes. The sections of the course are separated by yellow vertical lines 

and the repetitions of the intersections by gray vertical lines.  

The graph at the top shows the speed in m/s on the left scale and the car 

heading in degrees on the right scale, where 0 is the initial heading, north, 

positive degrees are towards east and negative degrees are towards west. 

We see the car leaving the initial parking slot towards east, then passing 

the curve first going westwards before turning back eastwards. In the crank 

section, we see a 90-degree left turn followed by a straight section and a 90 

degree right turn with the car ending in northward heading with the partic-

ipants stopping the car twice. Speed was limited in these sections to about 3 

m/s to prevent motion sickness. In the static intersection we see the partici-

pants making a right turn in repetition #2 and stopping in repetitions #1 

and #3. In the dynamic intersection, the participant corrects the stopping 

location in repetition #2 at around x=1000. In the parallel parking section, 

the speed was again limited to and we see the participant making a complex 

maneuver starting with a left-right steering maneuver before reversing. The 

second graph shows the direction of the participants head around the verti-

cal axis in degrees relative to the heading of the car. (0 = straight forward, 

positive = right, negative = left.) Due to the overview from the high viewpoint, 

there is almost no head rotation during parking exit, curve, crank and par-

allel parking sections. In the static intersections we see some head rotation, 

followed by a high amount of head rotation in the dynamic intersection 

which is somewhat linked to the frequence of cross traffic approaching and 

passing in front of the participants car and indicated by the distance to cross 

traffic on the right scale.  

The curve depicted in green in the bottom graph shows HR measured in bpm 

which is almost unaffected, the curve in gray shows the GSR signal, the 

curve in yellow the filtered phasic GSR and the blue curve the detected GSR 

peaks. We see an initial rise in the GSR signal at the beginning which could 

either be caused by the demand of the driving task in general or the stress 

of the particular experiment section. The concentration of peaks at the first 

half of the curve might indicate the former for the parking exit but the latter 

for the curve section. The participant seems to relax after that until the dy-

namic intersection where we see an increase in GSR level and number of 

GSR peaks. 
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Figure C.9 shows the time sequence of a normal driver viewpoint condition 

that turned out less smooth and took over 9 minutes. The participant rotates 

his head a lot to gain awareness of the surrounding situation as indicated 

by the head direction graph, reaching a peak of more than 120 degress dur-

ing parallel parking where the participant attempted to look backwards 

through the rear window. In the first half of the curve section we see that 

the car heading graph is more complex and includes a moment of straight 

driving towards west. In the dynamic intersection, we observe a crash with 

cross traffic from right in repetition #2 at around x=1500 indicated by the 

jump in car heading to the left. We see yet another crash in repetition #3 in 

which the heading changed less abruptly as the car was dragged along by 

the cross traffic. Finally, we see another crash at the beginning of repetition 

#4, this time cause by a stop location which was too much forward into the 

intersection, followed by a backing maneuver to gain enough safe distance 

from cross traffic. HR is again unaffected even from these crashes. GSR lev-

els raise belated after the first crash, immediately before the second when 

the participant noticed the dangerous situation and finally once again in 

repetition #4 where he saw another dangerous situation which resulted not 

in an accident but a near-miss event. 
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Figure C.8: Time sequence of high viewpoint condition  

for participant 4. 

parking 
exit 

curv
e 

cran
k 

static intersection dynamic intersection 
parallel park-

ing 
#1 
AR 

#2 
AR 

#3 #4 #1 
AR 

#2 
AR 

#3 #4 



 

123 
 

 

 

Figure C.9: Time sequence of normal viewpoint condition  

for participant 4. 
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C.6 GSR 

GSR data from 3 subjects were discarded due to noise, signal clipping and 

unclear data, leaving us with data from 3 subjects. While subject 4 indicated 

no motions sickness at all, subject 5 experienced motions sickness in the 

later conditions and subject 6 in all conditions. This might have influenced 

the GSR signal. 

For subject 4, the number of GSR peaks was lower for high viewpoint than 

for normal viewpoint in all sections, and for low viewpoint in all sections 

except crank. For subject 5, the number of GSR peaks was similar between 

the three experiment conditions in all experiment sections with the excep-

tion of normal viewpoint in the dynamic intersection, possibly related with 

the 2 near misses vs 1 near miss in the other conditions. For subject 6, the 

number of GSR peaks was lower for high viewpoint compared with normal 

viewpoint for parking exit, dynamic intersection and parking but not for 

curve, crank and static intersection. Low viewpoint was lower than normal 

only for static intersection and parking but higher in all other sections. 

 

Figure C.10: Number of GSR peaks for participant 4. 
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Figure C.11: Number of GSR peaks for participant 5. 

 

Figure C.12: Number of GSR peaks for participant 6. 

 

C.7 HR and HRV 

Data of 3 subjects were discarded due to malfunction of sensor strap, leaving 

us with data from 3 subjects. We could not identify any clear trends from 

HR and HRV data. 
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Figure C.13: HR. 

 

   

Figure C.14: HRV data (p50NN). 
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C.8 Detailed analysis results 

 

 

Figure C.15: Total duration of missed opportunities by participant. 

 

 

 

Figure C.16: Range of head motion around vertical axis at dynamic in-

tersection. 
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Figure C.17: Number of direction changes during parking exit. 

 

 

Figure C.18: Number of direction changes during parallel parking. 
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Figure C.19: Duration of static intersection by AR. 

 

 

Figure C.20: Duration of dynamic intersection by AR. 
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Figure C.21: Relative enquete score comparing AR against no-AR by 

participant. 

 

 

Figure C.22: Relative enquete score comparing AR against no-AR by 

participant. 

 

 

Figure C.23: Relative enquete score comparing AR against no-AR by 

participant. 
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Figure C.24: Relative enquete score comparing AR against no-AR by 

participant. 

 

 

Figure C.25: Relative enquete score comparing AR against no-AR by 

participant. 

 

 

Figure C.26: Relative enquete score comparing AR against no-AR by 

participant. 
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C.9 Enquete form 
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C.10 Verbal comments 

Subjects were asked to verbally comment their subjective impressions dur-

ing the experiment.  

Table C.7 : Verbal comments 

 

1 2 3 4 5 6

Parking exit
やっぱり（障害物まで

の）感覚がつかみづらい
後ろの距離判断が難しい

Curve, crank この視点難しい
車幅の感覚がよくわから

ない

当たっているかわからな

い

Detailよりみやすい

左側の距離感がわからな

い。S字よりはクランク

が行きやすい…でも当

たったかも。

Static

intersection

看板は上からよりも見や

すいですね

Driver、Detailはあまり

変わらない

Dynamic

intersection
えっ..えっ、あ～

上からの方がわかりやす

いですがこっちの方が慣

れている。ずっと右見て

いればいいんだ

（Routine)

自車の先端の長さがわか

らない

Parallel parking これ難しい

ええっ、やべっ

いや、難しいな、ちょう

ぶつかっています

ルームミラー・左ドアミ

ラーが使えないのはとん

でもなく難しい

Parking exit Detailより発進しやすい

Curve, crank めちゃ凄い、ゲーム感覚

上から見えるのは使いや

すい…ぶつかっています

けど

難しい、当たる…OK…

回転半径をあまり把握で

きていない

これがベスト

ハンドルの切り始めタイ

ミングが掴みやすくてよ

い。ギリギリを責められ

るのでゲームみたいに楽

しい。

Static

intersection

この視点はいいすね、わ

かりやすい、サクサク行

ける感じが

わ、間違えちゃいました
上からだと左右の標識は

見づらい

これがワースト（標識が

見づらい）

Dynamic

intersection

これすげえ便利だな

うわ、これはすげえい

い、めっちゃ見やすい

これは上から見えるのは

とてもいいです、もっと

上からでもいいかも

視点が高いのは楽
急に視点の高さが変わる

と不思議な感じ

Parallel parking
おお、この視点はすごい

運転しやすい

これも見やすい、わかり

やすい

Parking exit

Curve, crank

Driverより見やすいのか

な、（ポールへの）距離

がつかみやすい気がしま

す

あっ…
クランク難しい。左端の

車幅感覚がわからない

Static

intersection

ドライバーの視点と大差

ない

看板が見づらい、のぞき

込まないといけない
特に難しくない

Dynamic

intersection
難易度が一気に上がった

Parallel parking これ難しい
（リアビューは）いいで

すね…あああ

後方視点は難しい（左右

反転していないから？）

Static

intersection

ARがあるとそっちを見

ないで済むので楽ですね

（Overview、Driver)

注意する箇所が２か所に

減るのはありがたい

（Detail)

ARがあった方がわかり

やすい

Dynamic

intersection

便利

そっか、赤いのはぶつ

かってもいいのか

そっか、AR表示はぶつ

かってもいいのか

これは何も考えなくてい

いので便利（Overview)

ARがあってもちゃんと

見たい、慣れてくるとよ

いのかも（Driver)

信じられるようになれば

きっとすごい便利

（Detail)

ARありなしのやりやす

さがあまり変わらない…

でもあった方が…やっぱ

りあった方が微妙な隙間

などでありがたい

（Detail)

ARあった方が渡りやす

い。右からと左からの

ARは独立しているの？

車が多いとARがないと

難しい。普段ならこんな

道は渡れない。

（Driver）

HMDすげえ、後ろも見

える

コントローラ難しい

標識が見づらい（解像

度）

自車の加速力がわからな

いので（条件５は）難し

い

インチングが難しい（条

件５）

Overviewの方が視線移

動がすくなくてHMD酔

いしづらい

コントローラは使いづら

い

看板覚えていないと難し

い

Overviewで下を向くと

酔う

Driver

Condition Phase
Subject

Other comments

AR

Detail

Overview


