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Thermal Display for Presenting System Situation

Awareness in Automated Driving

Category: Science / Engineering

Summary

As the level of automation increases, the main goal of user experience in au-

tonomous driving has changed significantly and human-vehicle interaction is in

urgent need of innovation. To address the problems encountered by humans in

autonomous driving during the transition period, this study builds a thermal hap-

tic display to present system situation awareness. The display contributes to user

experience by enabling the driver to understand the system’s perception of the

surroundings and to predict the system’s selected actions. The display provides

spatial information related to traffic objects through thermal stimuli.

In this study, the impact of providing system situation awareness information

via thermal feedback in scenes of the highly autonomous vehicle driving in a

mountain road was investigated. The results of this experiment, conducted in a

VR driving simulator, show that the thermal display influences people’s experi-

ence in highly autonomous driving. In particular, people preferred cold thermal

feedback, and cold thermal feedback had an enhancing effect on human trust in

the autonomous driving system.
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Chapter 1

Introduction

1.1. Background

In the 21st century, the influence of Internet, digitalization and intellectualization

on vehicles cannot be ignored. What is clear is that the automotive industry has

made the decision to undertake the development of self-driving cars, pushing the

process of transforming from cars driven by human drivers to intelligent robots

that transport humans on the road [1] [2].The interaction between drivers and their

vehicles will change significantly with the introduction of intelligent technology.

The role of the driver will change, shifting from driving as we currently know it to

supervisory control of his or her autonomous vehicle. The eventual release from

the task of driving will allow a whole new field of research and practice in human-

vehicle interaction. Therefore, the exploration and innovation of human-vehicle

interaction of autonomous vehicles should not be overlooked in importance.

Five levels of driving automation

In order to conduct research on human-vehicle interaction under autonomous

driving scenarios, it is essential to understand the performance and the status of

autonomous driving technology at different stages. Currently, one of the recog-

nized standards for autonomous driving classification is developed by SAE (SAE

International, previously known as the Society of Automotive Engineers). Ac-

cording to SAE classification, autonomous driving technology is divided into six

levels, from Level 0 to Level 5. Most vehicles running on the road today are

Level 0, where a human driver performs the driving task through manual control.

Level 5 is the most ideal state, the ultimate goal of autonomous driving. Level 3

autonomous vehicles are capable of detecting their surroundings and could make

decisions based on information, such as accelerating to pass a slow-moving vehi-

1



1. Introduction 1.1. Background

Figure 1.1 SAE levels of driving automation

cle. But vehicles at this level still require human intervention. The driver must

remain aware and respond appropriately to requests for intervention if the system

is failing to perform its task.

At Level 4, the vehicle does not require human intervention in most cases. The

driver still has manual control, but does not need to respond to the system’s

requests for intervention. In practice, however, due to a lack of legislation and

infrastructure development, autonomous vehicles in Level 4, also known as highly

automated vehicles, can only be used in restricted areas.

It is obvious that at each level, users’ needs for human-computer interaction

are different, and in order to provide a better user experience, researchers need

to make assumptions, deduce and verify around the characteristics of different

stages. As the level of automation increases, providing comfort and trust will take

precedence over providing drivers with a sense of safety and become the focus of

research. This study focuses on the innovation of human-vehicle interaction in

highly automated driving(Level 4).

Complex human-vehicle interaction process

Figure 1.2 presents the complex human-vehicle interaction process. Internally,

2



1. Introduction 1.1. Background

a universal human-vehicle interaction process relies on the integrated implementa-

tion of various stages of information processing, through information acquisition,

information aggregation and information provisioning, and ultimately the infor-

mation reaches the user end. A user-side demand feedback will then be delivered

to the information acquisition side through the user’s behavior and the user’s op-

eration of the system, and this process forms a cycle. Externally, the environment

(e.g., weather conditions) and uncertainties (e.g., the actions of surrounding ob-

jects) in the driving scenario also introduce uncertainty into the human-vehicle

interaction process. Human-vehicle interaction is a highly complicated process

influenced by multiple factors, and the introduction of changes in the external

environment can also have an impact on the interaction process, therefore, this

research focuses on in-vehicle interaction process. While considering the status of

internal and external factors of influence, targeted information manipulation and

transmission around user characteristics is one of the key points to be considered

in the research.

Figure 1.2 Human-vehicle interaction process

As technology evolves and multiple new technologies are integrated in the car,

the human-machine interaction in the car is becoming more and more complex.

Obviously, as new vehicle models are updated constantly every year, the number

of in-vehicle screens becomes larger, the amount of information the driver has to

handle becomes larger, and the functions of the in-vehicle system become more

and more cumbersome. This results in a driver’s cognitive and muscle memory

that does not match the human-machine interface.

3



1. Introduction 1.2. Problem statement

During the transitional period between traditional vehicles and the fully au-

tonomous vehicles, it’s necessary to introduce an innovative new human-machine

interface between driver and vehicle. A good HMI (Human-Machine Interface)

can guide the driver in actual conditions. It can also encourage appropriate trust

on transition period. This project will focus on the innovation of human- vehicle

interaction in the case of driving operation by autonomous systems.

1.2. Problem statement

The automotive industry is now set to see disruptive changes as technology evolves.

How to gain more users during the transition period when automation is increasing

and new technologies are gradually being introduced is an urgent issue to be

addressed. This has made the issue of trust a hot issue in the field for many

companies. For example, BMW1 has worked with T Brand Studio to explore

engineering trust in Level 2 autonomous driving, BMW has also introduced an

innovative visualization concept that aims to create trust between the driver and

the self-driving car and expresses that trust is the ability to enjoy the journey.

The American Automobile Association’s annual self-driving car survey2 found

that 71 percent of people are afraid to ride in a fully self-driving car. In 2019,

Audi3 surveyed 21,000 respondents from around the world about their thoughts

on autonomous driving. Based on the results of the research, it is clear that there

are concerns about handing control over to the vehicle. 41 percent of respondents

said they are skeptical about autonomous driving, and 38 percent of respondents

said they feel anxious about it. It appears that people are still skeptical that

autonomous vehicles can operate consistently in all situations. At a time when

the human-machine relationship is about to enter a new phase, trust issues need

to be addressed.

1 https://secure.brightcove.com/services/mobile/streaming/index/master.m3u8?

videoId=6090783198001&pubId=5114477769001&secure=true

2 https://newsroom.aaa.com/2019/03/americans-fear-self-driving-cars-survey/

3 https://www.audi.com/en/company/research/and-audi-initiative/study-

autonomous-driving.html
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1. Introduction 1.2. Problem statement

Audi divided respondents into five user types, the suspicious driver, the safety-

orientated reluctant, the open-minded co-pilot, the status-oriented trendsetter,

and the tech-savvy passenger, based on their attitudes toward autonomous driv-

ing, with types the suspicious driver and the safety-orientated reluctant being

the user types of interest in this study. 14 percent of respondents worldwide fall

into the category of the suspicious drivers. The suspicious drivers have a hard

time accepting new technology and are critical of the unknown. In all scenarios,

they prefer to drive by themselves, as shown in Figure 1.3. The safety-oriented

reluctant respondents made up 24 percent of those surveyed. This type of user

is focused on driving safety and does not like to take risks, so they have reser-

vations about autonomous driving. Unlike the suspicious drivers, they are more

likely to try autonomous driving in specific scenarios, such as congested roads or

parking, under the premise that they can take over. For its part, Audi points

out that different user types derived from differences in people’s attitudes toward

autonomous driving correspond to different user demands. These demands should

be met by providing specific services for autonomous driving, such as providing

specific information, or experiences with the technology in different scenarios.

However, enhancing trust involves too many dimensions, such as promotion

and policy development, this study only focuses on enhancing user experience

and human trust in automated systems in the area of human-vehicle interaction.

To figure out the key factors that could help improve user experience in the process

of human-vehicle interaction, it’s necessary to collect problems people might have

when interacting with vehicles. As mentioned above, due to the introduction of

intelligent technologies, the process of communication and interaction between

people and vehicles is becoming increasingly complex. There are some problems

people may encounter in automated driving process.

Lacking of understanding in AV

Due to insufficient experience and basic knowledge, human drivers lack the

required understanding of AV capabilities and status. In most scenarios, the algo-

rithms by which AV makes decisions is largely invisible to the user. If something

unexpected occurs, the driver can only speculate what happened. The opacity

of self-driving systems is likely to cause negative emotions in human users, and

5



1. Introduction 1.2. Problem statement

The suspicious driver The safety-orientated reluctant 

(Source: A survey by Audi )

Figure 1.3 Survey results for two user types

6



1. Introduction 1.2. Problem statement

the uncertainty of the vehicle’s actions is detrimental to the formation of trust.

This will lead to the lack of trust which affects user acceptance, comfort and even

safety. With limited experience and knowledge, it is not easy for human drivers

to accept autonomous driving systems.

Complex in-vehicle HMI

The interaction between human and the vehicle is becoming more and more

complex. The introduction of intelligent technologies in the vehicle has led to a

mismatch between the human-vehicle interaction interface and people’s cognitive

patterns and muscle memory built up from long driving experience. Increasingly

complex in-vehicle hardware and highly automated functions confuse drivers as

they perform operations.

On the one hand, due to the improvement of software and hardware, there

are more channels to provide drivers with all kinds of information, so In-vehicle

systems always burden a driver with too much information. On the other hand,

the information provided to the driver is not properly organized, and the lack of

information filtering and layering prevents the system from providing information

in a reasonable manner that has a positive effect on efficiently attracting the

driver’s attention, enhancing the driver’s perception and naturally guiding the

driver’s actions. The entrance of smart portable devices such as smart phones

further adds the interference of secondary tasks, making the interaction process

even more complex. Ultimately, complex operating systems and disorganized

information structures make it difficult to develop trust in autonomous driving

systems.

Complex transport situation

In complex traffic scenarios, multiple objects act in concert to form an orderly

operating transportation system. In transitional period, people, bikes and vehi-

cles in different levels lead to a chaotic situation. Vehicles operate in a complex

human–vehicle–road environment involving numerous levels of interaction among

drivers, vehicles, and the ambient within which they travel. With the rise of au-

tomation, the way people and vehicles move will begin to change, so transportation

systems will be deconstructed and reconfigured. Due to the integration of AVs

and non-AVs, the old formulation for traffic management will fail to adapt to

7



1. Introduction 1.3. Purpose

changing environment. The new traffic system which involves Vehicle-to-vehicle

(V2V) communication and Vehicle to Environment (V2E) communication may

confuse people.

Lack of trust in automated driving system

All of the above problems lead to the lack of trust in human-vehicle interaction.

Although over-trust may cause some unexpected problems, complex systems like

autonomous driving systems always requires high level of trust. Therefore, with

a focus on helping the side of people who don’t trust automated driving systems,

this project concentrates on increasing trust through the design of human-vehicle

interaction in highly automated driving.

1.3. Purpose

My research goal is to increase user’s trust in autonomous driving during the

transition period and provide user with an in-vehicle display which is easy to

accept, effective to use and provide an enjoyable driving experience.

As trust evolves over time, based on the accumulated experience with self-

driving cars, ultimately people will become accustomed to sitting in a self-driving

car as passengers. During this process, it is still important to consider how we

will adapt as drivers and eventually emerge as passengers. During the transition

period, we need a good human-machine interface that could encourage appropriate

trust.

8



Chapter 2

Literature review

2.1. Trust in automation

2.1.1 Trust modeling in autonomous system

To propose a new HMI that can encourage appropriate trust, it’s necessary to

review studies on human trust modeling in autonomous system. Much of the ex-

isting research on factors that guide interaction between humans and automation

is centered around trust, which has clearly been defined differently from trust in

a broad sense [3]. To investigate how to improve the design of automated systems

to encourage appropriate trust in automation during interaction process, the re-

searchers discussed how to extrapolate the concept of trust in people to trust in

automation and proposed models and methodologies [4] [5].

Currently, the most widely recognized and applied definition of trust in automa-

tion in empirical studies of trust in automation is that proposed by Lee and See

in 2004, who evaluated trust as an attitude. They considered trust as the attitude

that an agent will help achieve an individual’s goals in a situation characterized

by uncertainty and vulnerability [4]. Trust can be classified into three categories:

dispositional, situational, and learned [6]. Learned trust is based on the accumu-

lation of experiences with autonomous systems and influences the initial mindset

of the human [7].

Unlike human-to-human trust, in trust between humans and automation, de-

sign and display characteristics have an impact on trust in automation [8]. In

2014, Kevin Anthony Hoff and Masooda Bashir proposed a three-layered trust

model which conceptualizes the variability of trust. Its structure can be applied

to help guide future research and develop training interventions and design proce-

dures that encourage appropriate trust [6]. Researchers found that the formation

9



2. Literature review 2.1. Trust in automation

of trust involves both thinking and feeling, but emotions are the primary deter-

minant of trusting behavior [4]. The formation of trust is always known as a

dynamic process. According to previous research and modeling of human trust

in automated systems, the change in human trust is a dynamic process [7].The

value of users’ trust in the automated system changes continuously with the per-

formance of the automated system, and it is possible to raise their trust again

after they experience the low performance of the system.

The conceptual model integrates research regarding trust in automation and

describes the dynamics of trust, the role of context, and the influence of display

characteristics [4]. As can be seen in Figure 2.1, the dynamic interaction with

the automation affects trust, which in turn influences the interaction with the

automation. This model shows how the interaction between human, automation

and environmental contexts affects trust, with the automation display and the

impact of the information it conveys on trust being the focus of this study. Since

trust is mainly based on the observation of the behavior of the automation, the

display of information about the automation is very important [9].

Figure 2.2 depicts the basis of trust, which is the information that allows user to

understand the trustee’s ability to achieve the trustor’s goals [4]. This reflects the

different types of information needed to moderate user expectations and maintain

an appropriate level of trust, which is divided into three dimensions: purpose, pro-

cess, and performance [10]. The transmission of these trust-supporting messages

plays a role in human trust in the automated system during the interaction.

2.1.2 Measurement of trust in automation

Currently, although there are explorations on measuring trust with methods such

as EEG, GSR, HRV, and other methods of collecting physiological data, the cor-

relation between physiological data and trust values is not clearly established,

and subjective measurement methods are essential in measuring trust [11] [12]

[13] [14].There are three main standard questionnaires that have received wide

acceptance and can be used to measure trust in automated systems: the ED

questionnaire [15], the HCT questionnaire [16] and the SATI questionnaire [17].

They have all been confirmed reliable by validation studies and have been applied

in various experiments studying trust in automation [18] [19] [20].

10
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(Source: A paper by John D Lee and Katrina A See [4])

Figure 2.1 A conceptual model of the dynamic process

11
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The basis of trust

The focus of trust The information supporting trust
Expectation

(about how well the trustee can 
achieve the trustor’s goals)

Attributional abstraction

Performance
(what the automation does)

Process
(how the automation operates)

Purpose
(why the automation was developed)

Figure 2.2 The basis of trust

The ED (Empirically Determined) questionnaire used in this study is a 7-point

Likert scale consisting of 12 items that can be used to measure human trust in

automation. Buckley, Kaye, and Pradhan applied this scale in a study of simulated

driving and confirmed its internal reliability [21].

2.2. Methods for enhancing trust

In order to explore ways to enhance trust, it is important to first explore the

factors that influence trust in automated systems. There are many factors that

influence trust, and this study focuses on automated system factors rather than

human or environmental factors.

The specifics, objectives, and examples of the three dimensions of information

that support trust in autonomous driving scenarios are shown in Figure 2.3. The

researchers suggest that visibility of the system’s purpose, process and perfor-

mance can increase the transparency of the system and further improve trust [22],

with the caveat that the presentation should be in a simplified form [23] [24]. In

autonomous driving scenarios, purpose information is usually categorized as sys-

tem situation awareness information in HMI-related studies, while process infor-

mation is usually presented as uncertainty information applied to human-vehicle

interaction.

Based on the above analysis and previous studies, and considering the focus of

this study, there are some methods that have a positive impact on the formation
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PerformanceProcessPurpose

The degree to which the automated system 
is used as intended by the designer

Threat detection along a route

understand the automated 
vehicle’s current purpose

Suitability of the algorithm of the 
automated system for the given task

system reliability, predictability, and 
capability

understand the uses and limitations 
of the automated system

Algorithm monitoring area and 
operation status

understand the capabilities of 
automated vehicle

System Transparency

Display Uncertainty InformationDisplaying System situation awareness

Simplified form of presentation

Figure 2.3 Information supporting trust in autonomous driving scenarios

of trust.

1) Transparency of the system

Seong and Bisantz proposed that the inner workings or logic the automated

systems are known to human operators to assist their understanding about the

system [25].Research shows that designing systems that provide users with ac-

curate feedback about their reliability or how they operate can better facilitate

appropriate trust [26] [27].A display that show user how the autonomous car makes

decisions and takes actions might have good influence on interaction process. By

showing the internal process in a visible way, the autonomous car could commu-

nicate with user, show him or her how well the automation handles the situation

and bring him or her a sense of trust.

2) High-efficiency of the information structure

As mentioned in the previous analysis, to ensure a positive impact on trust,

information should be presented through a simplified format. Human and vehicle

should accurately comprehend each other’s intentions and actions. The system

should be designed to make user feel comfortable and improve the efficiency of

interaction. A high-efficient information display could provide information in a

13
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logical structure and help user act in the right way at the right moment. A

well-designed system could contribute to influencing trust beliefs about using and

monitoring autonomous vehicles.

Display type Content State and description Display position

Continuous 
Display

Navigation information Direction indicator /Distance Fixed position
Vehicle speed Speed quantity indicator/Overspeed

alarm
Battery remaining 
capacity/remaining fuel

Residual quantity indicator/warning 
hint

Non-continuous
Display（only in
specific situation）

Warning/Caution to 
specific situation

Explanation to the situation
（Icon/words）

Fixed position

Speed limit Speed limit indicator（in speed limit 
area)

Vehicle abnormal state Power shortage warning/Overspeed 
alarm/airbag warning…

Lane indicator Lane departure warning Move with Lanes
Direction indicator on the road

Distinguishable objects Forward collision warning (FCW) Move with objects
Pedestrian/car anomaly behavior

Custom Display Communication and
entertainment services

Limited in traditional vehicles/Set by 
user in autonomous vehicles

Fixed position

Humanlike character Dynamic character icon

Figure 2.4 Interaction Information Classification

3) Anthropomorphism of the vehicle

Researches suggest that the Anthropomorphism of an interface can be a signif-

icant variable [28] [29] [30]. Human-like features such as name, emotion, voice,

and animal heat could increase user’s willingness to trust autonomous vehicles.

Human-like mental capacities can improve the quality of interaction between hu-

mans and vehicles.

As shown in Figure 2.5, the information that constitutes the basis of trust

can be received through three processes of different properties: affective process,

analytic process, and analogical process , of which the affective process has a

greater influence on the other two than they do on the affective process [31].

As mentioned above, emotion is a key influencer of trust. The anthropomorphic

features of the automated system can serve as an affective complement to the

analytic information and have a positive impact on the trust level.
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2. Literature review 2.3. Haptic feedback in autonomous driving

(Source: A paper by John D Lee and Katrina A See [4])

Figure 2.5 The interplay between analytic, analogical, and affective processes

behind trust

2.3. Haptic feedback in autonomous driving

2.3.1 Introduction of multi-sensory model

Human physical interaction is naturally multi-sensory, using hearing, vision, smell,

touch, and taste [32]. With the development of recent technologies in mobile,

sensors, and wearable devices, there is a growing international interest in multi-

sensory experiences [33]. It could improve human situational awareness and en-

courage appropriate human trust towards new technologies such as automated

systems. The multi-sensory model provides opportunities for new forms of human-

computer interaction, and information other than visual and acoustic information

should be introduced in the process of human-computer interaction. In driving

scenarios where visual and auditory interactions are the main focus, haptic feed-

back has been introduced by some researchers to further improve human-vehicle

interaction and enhance human trust in the autonomous driving system.
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2.3.2 Displaying system situation awareness

System situation awareness is defined as system comprehension of traffic situation

[34]. In a highly autonomous driving scenario, presenting the driver with system

situation awareness can help the driver further understand the inner workings of

the system, which is in line with the principles of advancing system transparency

and improving the efficiency of information transfer mentioned above.

Kohei Sonoda and Takahiro Wada use a vibrotactile display with an autonomous

driving system to provide situational awareness, which allows the driver to predict

or perceive the system’s chosen action. The display contributes to driver trust by

providing spatial information related to traffic objects through tactile stimuli [35].

In previous studies, similar to presenting system situational awareness is en-

hancing driver situational awareness and providing system uncertainty informa-

tion [36] [37]. Both of these have a positive impact on encouraging appropriate

trust in the automated driving system [36] [38].

2.3.3 Vibrotactile feedback in autonomous driving

Vibrotactile feedback in the context of haptic feedback has been much studied

in autonomous driving situations. Vibrotactile feedback is often used to pro-

vide guidance, alerts, and other specific information, and furthermore can en-

hance driver situational awareness and driver trust in the automated system.

Researchers have provided vibration feedback through various vehicles such as

wearable devices, driver seats, and steering wheels [39] [40] [41]. Multiple vibra-

tion patterns have been designed and tested to respond to a variety of specific

messages [42] [43].

Based on the tactile illusion, Ma and Liu used six motors on the wristband to

design 11 vibration patterns according to the corresponding graphic markers in

relation to road conditions, as shown in Figure 2.6 [39]. And vibration feedback

was tested in a virtual self-driving simulator

Telpaz and Rhindress built a vibrotactile interface composed of 27 vibrating

motors to map the position of the approaching vehicle, as shown in Figure 2.7 [41].

16



2. Literature review 2.3. Haptic feedback in autonomous driving

(Source: A paper by Z Ma et. al. [39])

Figure 2.6 Vibration patterns on vibrotactile wristband for automated vehicles

(Source: A paper by Telpaz and Rhindress [41])

Figure 2.7 An illustrative example of spatial mapping of a single vehicle approach-

ing from behind
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2.3.4 Pattern design for thermal feedback

The thermal feedback introduced in this study has rarely been applied in au-

tonomous driving contexts before. To provide more complex information during

interactive tasks, corresponding tactile patterns could be created by controlling

a set of actuators. One of the typical examples is applying vibration patterns in

navigation [44] [45].

Since the left-right-top thermal elements on the headset can be controlled indi-

vidually, these elements can generate various thermal patterns related to different

environmental conditions. Chen designed four initial dynamic thermal patterns

for Peltier modules integrated on an HMD and evaluated the accuracy of recog-

nition of dynamic stimuli [46].

(Source: A paper by Chen Z et. al. [46])

Figure 2.8 Design of operation patterns of Peltier modules on HMD for simulating

movement in four basic directions (User View)

Ranashinghe used a wearable accessory for HMD, focusing on thermal actua-

tion on the neck, throat, and behind the ear to increase immersion simulating

wind and temperature [47]. It might be interesting to apply thermal or haptic

actuation on different parts of the human body in automated driving scenarios,

to increase human situational awareness or encourage appropriate trust towards

the autonomous driving system.
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2.4. Summary

From the literature review, it is clear that in order to improve user trust in au-

tonomous driving, transparency and effective information transfer from the system

should be achieved or some anthropomorphic features should be introduced. User

trust in the autonomous driving system can be measured using psychological ques-

tionnaires that have been proven to be reliable. Based on previous research in this

area of driver trust in autonomous driving, presenting system situation awareness

to the driver is an effective way to enhance human trust in the autonomous driving

system and improve the user experience. Presenting system situation awareness

to the driver can be done through various channels, such as visual, auditory, and

tactile. Among the various types of feedback, vibration feedback from haptic

feedback is often introduced into the human-vehicle interaction process since it

does not interfere with non-driving tasks in autonomous driving contexts. There

are very few applications about thermal feedback in autonomous driving contexts.

Therefore, in this study, thermal feedback with haptic feedback was introduced

during highly autonomous driving to investigate how presenting system situa-

tion awareness information through different types of thermal feedback affects the

driver’s trust in the autonomous driving system.
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Chapter 3

Concept

3.1. Presenting system situation awareness

From the literature review, it is clear that in order to improve user trust in au-

tonomous driving, system transparency and efficient information transfer should

be achieved. According to previous studies in this area of driver trust in au-

tonomous driving, presenting system situation awareness to the driver is an effec-

tive way to enhance human trust in the automated system and improve the user

experience. Therefore, this study hopes to improve trust in highly automated

driving systems by presenting system situation awareness.

In a driving context, system situation awareness is defined as system comprehen-

sion of traffic situation. It is clear that the system’s comprehension of the traffic

situation contains many kinds of information. To conduct a controlled variable

experiment, spatial information of the surrounding environment was selected for

this study.

3.2. Application of haptic feedback in level 4

In the Level 4 driving scenario, the driver does not need to keep his hands on the

wheel and can take his eyes off the road to perform some non-driving tasks, as

shown in Figure 3.1. This is because in most cases, the driver is out of the control

loop. While drivers can access information through multiple channels such as

visual, auditory, and tactile, haptic feedback can provide effective feedback that

captures the driver’s attention without interfering with non-driving tasks.

When discussing how to convey information in a highly autonomous vehicle,

visual or auditory representation is also considered as a potentially effective way
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Figure 3.1 The driver in a highly autonomous vehicle (Photo by Junior REIS )
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to display system situation awareness. However, in this study, it is expected

that haptic information is more appropriate considering the absence of careful

monitoring by the driver during level 4 autonomous driving. The purpose of

this study was to explore the possibility of a tactile display that presents system

situation awareness without interfering with the driver’s activity on non-driving

tasks.

3.3. Establishment of thermal feedback interface

Regarding the application of haptic feedback in driving situations, vibration feed-

back has been studied a lot in the context of autonomous driving, but little re-

search has been done to introduce thermal feedback in the context of autonomous

driving.

As a type of haptic feedback, thermal feedback has its own unique advantages.

First, the thermal feedback interface can use an invisible carrier such as airflow

rather than a solid wearable device as a carrier, which can reduce the limitations

of human activity in the vehicle. Second, as a daily high-frequency activity, tem-

perature exchange is very natural for people, which is beneficial for improving

user experience. Third, thermal stimulation can serve as an affective complement

to the analytic information, which contributes to the enhancement of trust in the

automatic system .

In order to establish a human-vehicle interaction system that can enhance user

experience in autonomous driving and convey the system situational awareness of

the autonomous driving system in specific scenarios, this study introduces thermal

feedback in haptic feedback during human-vehicle interaction and explores the

effect of thermal feedback on human trust in the autonomous driving system in

a virtual autonomous driving simulator. Since it was not possible to use a real

autonomous vehicle and set up a non-solid thermal interface in the vehicle. In this

study a virtual driving simulator was used, where thermal elements were attached

to a VR headset to simulate the thermal interface, providing participants with

thermal feedback in different pattern designs. The real-world application of the

thermal feedback interface is shown in Figure 3.2.

In the experiment, the virtual automated system showed users the system sit-
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Figure 3.2 Thermal feedback interface introduced in highly automated driving
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uation perception through hot thermal feedback and cold thermal feedback, re-

spectively, and the effect of different feedback on their trust in the automated

system can be compared by psychological measures. This study investigated how

hot thermal feedback and cold thermal feedback affect human trust in the au-

tonomous system by conducting the experiments.
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Chapter 4

Implementation

4.1. Feasibility experiment

4.1.1 Introduction

In order to introduce thermal feedback in the haptic feedback during human-

vehicle interaction and to explore the effect of thermal feedback on human trust

in the autonomous driving system in a virtual autonomous driving simulator, it

was first necessary to test the feasibility of the prototype used for the experiment.

In this study, a thermal feedback device is combined with a VR headset to provide

thermal feedback while presenting a virtual environment to participants, so it is

necessary to test the role of thermal feedback in the virtual environment and to

record the driver’s response and evaluation of thermal feedback.

This experiment tested the effect of the thermal feedback provided by the pro-

totype on the user’s VR experience through a questionnaire in simple virtual

environments, and explored the utility and effect of different kinds of thermal

feedback through interviews.

This experiment was done in collaboration with PhD student Kirill Ragozin,

and more details can be found in his PhD thesis.

4.1.2 Method

Software and hardware setup

Peltier elements were mounted into the removable foam face interface of the Ocu-

lus Quest HMD, as shown in Figure 4.1. A total of 6 elements is assembled,

each with a size of 15x15mm and rated at 2A 3.7V max. 6 elements are split

into 3 channels: front (2 on the forehead), left and right (1 on temple and 1 on
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4. Implementation 4.1. Feasibility experiment

cheek). Each of 3 groups is controlled with an Allegro A3909 H-bridge chip. Each

channel is powered through a PTC (Positive Temperature Coefficient) fuse for

safety reasons. The feedback module is controlled by an esp32 module, acting

as a Wi-fi Access Point (AP) with Oculus connecting to this AP directly and

communicating with the thermal device over Wi-Fi. The device is powered from

a 3.7v lithium-polymer battery with another PTC fuse on the power line. There

are no cooling mechanisms being used on the Peltier elements and constant power

supply to them must be avoided to prevent overheating. The thermal sensation

is supplied in repetitive pulses. Computer graphics in VR driving simulations are

generated using software (Unity 3D; Unity Technologies).

Figure 4.1 The prototype of mobile head-mounted display with thermal feedback
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Participants

The group of participants consisted of 6 men and 9 women, aged 21 to 30 years.

Before starting the experiment, they were informed about the procedure of the

experiment and signed the informed consent form and the data protection policy.

Experimental Design

The prototype used in the experiments consisted of two parts, a device capable

of providing thermal feedback in short repetitive pulses and a mobile VR headset

running a virtual environment. The experiment had three control conditions: no

thermal feedback, normal thermal feedback, reversed thermal feedback.

In the normal thermal feedback condition, participants feel thermal feedback

that corresponds to the temperature of the environment or object in the virtual

environment. Campfires and desert environments corresponded to high tempera-

tures, and waterfalls and winter environments corresponded to low temperatures.

In the reversed thermal feedback condition, participants feel the thermal feedback

opposite to the temperature of the environment or object in the virtual environ-

ment. The campfire and desert environment corresponded to low temperatures,

and the waterfall and winter environment corresponded to high temperatures. In

the no thermal feedback condition, there is no thermal feedback.

The virtual environment contains six scenes, two of which are neutral and have

no thermal feedback, two scenes contain objects that act as temperature sources

(waterfall and fireplace), and two scenes are temperature-themed (winter envi-

ronment and desert environment), as shown in Figure 4.2. Each scene lasts 30

seconds and the user’s avatar is transported to a new view location at the end

of each scene. When the virtual experience is performed under conditions with

thermal feedback, the thermal feedback is automatically activated when the scene

is switched. The user is equipped only with a VR headset and can interact with

the environment through rotation and small movements. No other interaction is

provided, and participants can only receive thermal sensations unilaterally.

A counterbalanced order was used for the trials between participants, To ac-

count for possible ordering effects, the Witmer and Singer Presence Questionnaire

(version 3.0) was used to obtain quantitative data on self-estimation in the virtual

environment, while qualitative feedback on the user experience was also collected.
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Hot

Hot

Cold

Cold

Figure 4.2 Normal thermal feedback in virtual environments
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The ambient room temperature was set at a constant level during the experiment.

Procedure

At the beginning of the experiment, participants were asked to indicate their

personal information (age and gender) on a digital spreadsheet.

After that, participants put on the virtual reality HMD, adjust the headset

settings, and start the virtual environment experience under the control conditions

that were set in advance. The user has plenty of time to get ready. Participants

experience a total of six scenes in the virtual environment, each lasting 30 seconds.

The participant in Figure 4.3 is experiencing the virtual environment.

Figure 4.3 The participant experiences the virtual environment

After experiencing six virtual scenarios, participants removed the headset and

filled out 32 questions from the Witmer and Singer Presence Questionnaire (ver-
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sion 3.0), scoring them on a Likert scale from 1 to 7. In addition, they were

provided with a secondary questionnaire that asked them to answer the following

questions.

What supported your feeling of immersion in the VR scene?

What reduced your feeling of immersion in the VR scene?

What did you like about the presented feedback?

What did you NOT like about the presented feedback?

Then the experiment was repeated for the remaining two conditions. The steps

of experiencing the virtual scenario and filling out the questionnaire were repeated.

For example, if the first trial was without any feedback, the consecutive trial would

contain normal thermal feedback and then reversed thermal feedback.

Upon completion of the three virtual experiences, participants were asked to

explain in detail their responses to the questions in the questionnaire and to share

their overall opinions and comments about the overall experience.

4.1.3 Results

A total of 15 participants (6 male, 9 female, age 21 to 30) have taken part in

the experiment. Initial analysis of the data conducted with a Friedman test had

shown that there was a statistically significant difference in the reported sense of

presence depending on the type of feedback presented to the users while in VR,

x2=19.600, p=0.000055.

Median presence evaluation levels for the no feedback, normal expected feedback

and reversed unexpected feedback were131 (104 to 174, std = 17.578), 149 (129

to 163, std = 18.019) and 119 (106 to 128, std = 20.786), respectively.

There were significant differences between three trial category pairs: non-feedback

and normal feedback trials(Z=-3.238, p=0.001204), non-feedback and reversed

feedback(Z=-2.473, p=0.013394), normal feedback and reversed feedback (Z=-

3.409, p=0.000652)
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Figure 4.4 Median presence scores with standard deviations for 3 experimental

conditions: A - non-feedback, B - normal feedback, C - reversed feedback.
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4.1.4 Discussion

Based on the results of the data analysis, the regular temperature feedback is

effective in increasing the sense of presence in the virtual environment, while the

reverse thermal feedback reduces that sense. This shows that regular thermal

feedback performs well in a virtual environment. Situational awareness or situa-

tion awareness (SA) is the perception of environmental elements and events with

respect to time or space, the comprehension of their meaning, and the projection

of their future status. Thermal feedback enhances the immersion of a person in a

virtual environment, so it’s obvious that it can enhance situation perception.

According to the interviews, the version of the experience with regular thermal

feedback was overwhelmingly described as ”the best,” with participants expressing

positive comments such as that the changes in sound and heat supported their

perceptions and that the thermal feedback was cool.

In the interviews, some participants indicated that when they felt the thermal

sensation, they would subconsciously start to look around and try to find the cause

of the temperature change. They would look for objects around them in the vir-

tual environment that corresponded to the thermal sensation, such as a campfire

corresponding to high temperature and water corresponding to low temperature.

Most participants were able to quickly understand the association between ther-

mal feedback and the surrounding environment. Some participants mentioned

that thermal feedback enhanced their awareness of the virtual environment when

the thermal sensation was consistent with the feeling given by the surrounding

environment, and they felt that consistency was important. Two participants

stated that there was a sense of inconsistency when perceiving ” strong” warm

feedback from a visually small object. It follows that they go to the strength of

the specific thermal feedback and compare it with the object property information

and determine whether these two remain consistent.

Also, some participants mentioned that they elevated their attention to find out

what was happening when receiving thermal feedback, especially reversed thermal

feedback. Some participants showed a high level of alertness and a desire to find

out what was wrong. One participant described the exact process, saying that

this feeling lasted for a few seconds before he realized that it was just an opposite

temperature setting and that there were no other changes in the environment. One
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participant mentioned that this feeling of thermal feedback being disconnected

from the virtual environment felt like a reminder that drove him to look around.

This suggests that it may be possible to use thermal feedback as a way of reminding

or alerting people to get their attention.

The participants’ feedback on this experiment provided a very valuable ref-

erence for the subsequent experiment . After confirming that the somatosensory

effect of thermal feedback is good, and that the thermal feedback is naturally inte-

grated with the virtual environment and plays a good role in enhancing awareness

and conveying information, it is feasible to use this prototype in subsequent ex-

periment to study the effect of thermal feedback on human trust in autonomous

driving systems in autonomous driving scenarios. Therefore, based on the feed-

back received in this experiment, the next step is to construct a more complex

virtual scene to simulate the autonomous driving experience and to design more

complex thermal patterns to convey information corresponding to the surrounding

environment.

4.2. Pre-test for autonomous driving scenes

The hypothesis is that presenting system situation awareness with thermal feed-

back can enhance user trust in automated driving system. Comments from 2

participants on the scene setting as well as on the thermal feedback were collected

in the pre-test.

4.2.1 Method

In VR driving simulator, the automated vehicle passed a rock when the other

vehicle was approaching from behind. The autonomous vehicle and the vehicle

approaching from behind are traveling in the same direction on a one-way moun-

tain road. The autonomous vehicle is traveling at 40km/h and the vehicle behind

is traveling at 50km/h, and the distance between the two vehicles keeps closing.

However, the vehicle behind does not overtake the autonomous vehicle until the

autonomous vehicle passes the rock. The automated vehicle had two methods of

passing the rock: straight and over,as shown in Figure 4.5.
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Scene A

Rock

The 
Autonomous 
Vehicle

The 
Approaching 
Vehicle

Scene B

Rock

The 
Autonomous 
Vehicle

The 
Approaching 
Vehicle

Figure 4.5 Two methods for autonomous vehicle to avoid rocks
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The straight method avoids the rock while running slightly over the left white

line when passing and then returned to the right lane. The over method avoids

fully crossing into the left lane of the two-lane road when the following vehicle

approached closely when returning to the right lane.

The participants could experience each scene (straight and over) three times

with non-thermal feedback, hot thermal feedback and cold thermal feedback.The

pattern of thermal feedback corresponds to different traffic condition information.

When other vehicles are close to the automated vehicle, the thermal element on

the left side will become hot or cold. The following car does not overtake the self-

driving car as it passes over the rocks. For example, in the cold thermal feedback

condition, when a vehicle is approaching from the left side of the autonomous

vehicle, thermal elements on the left would become cold.

4.2.2 Discussion

To conduct the pre-test, a virtual scene in Unity was run on a computer, using

Oculus as a real-time display via Air Link. TCP messages were sent manually

to the prototype, a brief test was done with two participants and their opinions

on the hot feedback and autonomous driving scenes were asked. The participants

found it confusing because the thermal feedback only indicated the position of

the approaching car, but not the position of the rock. Generally, only the left

and right thermal elements can be activated when the car is approaching from

behind, so it is not easy to realize what is happening in a short time. Therefore,

in later experiments, simpler driving scenarios were set up to provide more direct

information that participants could easily understand.

4.3. Experiment with autonomous driving

4.3.1 Introduction

According to the above, system situation awareness, or how the system senses

the surrounding traffic environment, is a key factor that is considered to affect

the driver’s trust in the autonomous system. In driving scenarios, an autonomous

driving system operates with a process that detects the traffic environment, makes
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Figure 4.6 The virtual autonomous driving that happens on the headset is shown

on the PC
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decisions, and executes actions, such as controlling the steering wheel, gas pedal,

or brake pedal at the appropriate time. Without a reminding system, it is not

easy for human drivers to know the next action of the autonomous driving system

before the system executes a specific action. Also, they have no way of knowing

the system’s real-time state of operation. They can only evaluate the autonomous

driving system after its performance. Sometimes drivers may need to observe how

the system is planning by watching the movement of the steering wheel or wheels,

and then compare the system’s performance with their own driving experience to

determine their trust level in the system. For the driver, the lack of information

about the planning process of the automated driving system makes it more difficult

for them to trust the automated system [4].

Information that shows the system’s comprehension of traffic conditions can

influence the user’s trust in the automated system. An interactive interface that

conveys information about the system’s situational awareness needs to be built.

In this study, a thermal tactile display was constructed to provide the user with

spatial information about close traffic objects through tactile stimuli, which is

equivalent to the situational awareness of the autonomous driving system. The

thermal display shows the driver the system’s perception of the surrounding traffic

environment. With the aid of the display, the driver can predict the decisions and

actions of the autonomous driving system. Effective communication and accurate

predictions may contribute to the user’s trust in the autonomous driving system.

This experiment was conducted to confirm whether presenting system condition

awareness with thermal feedback could improve user trust in the autonomous

driving system. A thermal tactile display providing system situation awareness

information were tested in VR driving simulation scenarios.

4.3.2 Method

Software and hardware setup

Peltier elements were mounted into the removable foam face interface of the Oculus

Quest HMD. A total of 6 elements is assembled, 15x15mm in size, rated at2A 3.7V

max. 6 elements are split into 3 channels: front (2 on the forehead), left and right

(1 on temple and 1 on cheek). Each of 3groups is controlled with an Allegro
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A3909 H-bridge chip. Each channel is powered through a PTC fuse for safety

reasons. The feedback module is controlled by an esp32 module, acting as a Wi-fi

Access Point (AP) with Oculus connecting to this AP directly and communicating

with the thermal device over Wi-Fi. The device is powered from a 3.7v lithium-

polymer battery with another PTC fuse on the power line. There are no cooling

mechanisms being used on the Peltier elements and constant power supply to

them must be avoided to avoid overheating.

Computer graphics in VR driving simulations are generated using software

(Unity 3D; Unity Technologies). The vehicle motion behavior is calculated us-

ing RCC (Realistic Car Controller).

Participants

The group of participants consisted of eight men versus eight women, aged 22 to 31

years. Fourteen of them had driving experience. Before starting the experiment,

they were informed about the procedure of the experiment and signed the informed

consent form and the data protection policy.

Driving Scenario

1) Virtual driving environment

In the experimental setup, driving scenarios in which an autonomous vehicle

passes over a mountain road with fallen rocks in the way were considered. The

driving automation level was defined as level 4. The driving route is a two-lane

mountain road with no signals or intersections, and each lane is 3.5 meters wide.

As shown in Figure 4.7, the driving route contains both curves and straights.

The vehicle type is BMW’s M3, with a height of 1.37 meters, a width of 1.78

meters and a length of 4.49 meters. The autonomous vehicle maintains a speed of

no more than 60 km/h in the right lane of the dual carriageway, and in the absence

of obstacles the autonomous vehicle tends to stay on the right side of the road. In

this scenario, in order to pass this section of road, the autonomous vehicle must

continuously make turns to dodge the rocks in front of it, and the driver may be

looking around at the surrounding traffic conditions even when being engaged in

non-driving tasks.
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Figure 4.7 Mountain road scene in virtual environment
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2) Two different autonomous driving systems

There are two main scenes set up in Unity. In scene A, the self-driving car is

controlled by system 1, and in scene B, the self-driving car is controlled by system

2. Therefore, the self-driving car has different decisions and performance in scene

A and scene B, as shown in Figure 4.8.

This setting was designed to allow participants to experience different auto-

mated systems. System 1 performed differently from system 2, so whether partic-

ipants could feel their difference and whether participants’ trust in the different

systems would be different. This allowed this study to explore in more depth the

effect of thermal feedback on people’s trust in the automated systems.

For example, when passing the first rock (Rock 1), system 1 and system 2 take

different performances, as shown in Figure 4.9. In scene A, the car avoids fully

crossing into the left lane, the car passes the rock at a great distance from it. In

scene B, the car which is controlled by system 2 avoids the stone while running

slightly over the left line. The car passes by the rock in close distance to it.

3) Specific settings for the three rocks

The simulated driving experience in the virtual environment, the autonomous

vehicle passes a total of three rocks (Rock 1, Rock 2, and Rock 3) that are in the

way of the driving route. In Scenario A, the vehicle is controlled by system 1.

When the vehicle passes Rock 1, it is at a minimum distance of 1.2 meters from

Rock 1; when it passes Rock 2, it is at a minimum distance of 0.6 meters from

Rock 2; when it passes Rock 3, the minimum distance between it and Rock 3 is

1 meter. In Scenario B, the vehicle is controlled by system 2. When the vehicle

passes Rock 1, it is at a minimum distance of 0.36 meters from Rock 1; when it

passes Rock 2, it is at a minimum distance of 0.24 meters from Rock 2; when it

passes Rock 3, the minimum distance between it and Rock 3 is 0.36 meter.

Rock 1, Rock 2 and Rock 3 vary in size and location, but they are all set up

in a way that they are not easily detected by the driver. This setting is designed

to enhance the effect of providing system situation awareness information to the

participants. Rock 1 is 1.8 meters high and its edge touches the center of the right-

hand lane. The portion of it that enters the lane is 3 meters long and 0.6 meters

wide. However, Rock 1 is blocked behind a small hill, so it does not appear in
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Scene A Scene B

Rock 1 Rock 1

Rock 2 Rock 2

Rock 3Rock 3

Figure 4.8 Schematic diagram of the driving route of the autonomous vehicle in

scene A and scene B
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Figure 4.9 Distance between the autonomous vehicle and the Rock 1 in the virtual

environment

the driver’s view when the autonomous car passes the first curve.The participant

view is shown in Figure 4.10.

The size of Rock 2 is the smallest, with a height of 1 meter. Rock 2 is located

in the middle of the left and right lanes, blocking the left side of the right lane,

which allows the autonomous car to dodge only to the right, with little space to

evade. The portion of Rock 2 entering the right lane is 1.5 meters long and 1

meter wide. Rock 2 is not blocked by other obstacles, but because of its small

size, low height and similar color to the lane, it is not easily detected by drivers.

The participant view is shown in Figure 4.11.

Rock 3 is large, it is 2 meters high, but its edges are not sharp. The portion of

Rock 3 entering the lane is 3 meters long, but only 0.6 meters wide. it only touches

the right-hand border of the right lane. Rock 3 is also blocked behind a small hill

like Rock 1, but the hill has a gentler slope. Rock 3 appears in the driver’s field

of view as the autonomous car passes the second curve.The participant view is

shown in Figure 4.12.
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Figure 4.10 Rock 1 in the participant ’s field of view
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Figure 4.11 Rock 2 in the participant ’s field of view
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Figure 4.12 Rock 3 in the participant ’s field of view
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Experimental Design

1) Autonomous driving experience under three different conditions

Each participant engaged in three identical 2 scenes, and each participant expe-

rienced a total of six virtual autonomous driving experiences, as shown in Table

4.1.

Table 4.1 Description of the events that occurred during each virtual autonomous

driving experience

Autonomous driving System (Scene) Performance of the Thermal feedback

experience autonomous vehicle

1 system1 (scene A) Large steering angle; Non-thermal

keep a long-distance feedback

when passing the rocks

2 system2 (scene B) Small steering angle; Non-thermal

keep close distance feedback

when passing the rocks

3 system1 (scene A) Large steering angle; Hot-thermal

keep a long-distance feedback

when passing the rocks

4 system2 (scene B) Small steering angle; Hot-thermal

keep close distance feedback

when passing the rocks

5 system1 (scene A) Large steering angle; Cold-thermal

keep a long-distance feedback

when passing the rocks

6 system2 (scene B) Small steering angle; Cold-thermal

keep close distance feedback

when passing the rocks

The participants experienced the two scenes a total of three times under three

different conditions. The three conditions are: no thermal feedback, with hot

thermal feedback, and with cold thermal feedback. The thermal feedbacks under

three conditions are shown in Figure 4.13.

The order of the conditions was randomized, and the scenes in each condi-
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Figure 4.13 The three conditions: no thermal feedback, hot thermal feedback,

and cold thermal feedback
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tion block were randomly ordered for each participant. At the beginning of each

session, participants were not informed whether the scenario involved thermal

feedback or not.

After each time the subjects experienced the scenario, they were asked to eval-

uate the system (a standard questionnaire could be used to measure their trust in

the automated system). So we can see how the thermal interaction affects their

evaluations.

2) Temperature setting for thermal feedback

The thermal interface is composed of 6 embedded Peltier elements. 6 elements

are split into 3 channels: front (2 on the forehead), left and right (1 on temple and

1 on cheek),as shown in Figure 4.14. Each of 3 groups is controlled individually

with an Allegro A3909 H-bridge chip, capable of providing both cold and hot

sensations on the same element. At a room temperature of 23.5 degrees Celsius,

the thermal element is usually 27 degrees Celsius, reaching a maximum of 28

degrees Celsius after heating and a minimum of 26.7 degrees Celsius after cooling.

Figure 4.14 6 Peltier elements are split into 3 channels

Based on the above hardware performance, under the hot thermal feedback con-

dition, in the case of the thermal element in contact with the human face, when

the thermal element is activated, the person can immediately feel the temperature
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rise, in the interval from 0 to 1 second, the temperature rise can be obviously felt,

after 1 second there is already a very strong feeling, after 2 seconds the tempera-

ture reaches the highest, in the interval from 2 to 3 seconds the temperature drop

is felt, after 3 seconds there is almost no longer obvious feeling, and the perceived

temperature returns to the initial state.

Under the hot thermal feedback condition, in the case of the thermal element

in contact with the human face, when the thermal element is activated, a person

can immediately feel the temperature drop, in the interval of 0 to 1 second, the

temperature drop can be clearly felt, after 1 second the temperature reaches the

minimum, after 2 seconds there is still a very obvious feeling of low temperature,

in the interval of 2 to 3 seconds, the temperature drop can be felt, after 3 seconds

it is almost impossible to feel the obvious low temperature, and the perceived

temperature returns to the initial value.

3) Pattern design for the specific scene

Based on the above conditions, the thermal tactile displays provide information

related to close traffic objects in three modes: non-thermal feedback, hot thermal

feedback, and cold thermal feedback. The information provided by the thermal

display is directed so that the position of the activated thermal elements corre-

sponds to the position of the traffic object relative to the autonomous vehicle as

the autonomous vehicle approaches the traffic object.

In the experiment setup, the thermal feedback directly indicates the location of

surrounding rocks. The position of the rock that the autonomous vehicle is about

to pass is directly mapped to the thermal interface related to the position of the

rock with respect to the driver.

In the hot thermal feedback condition, the thermal element is activated to start

heating when it is possible for the participant to notice the rock. If the rock is

on the left (right) side of the autonomous vehicle, the thermal elements on the

left (right) side of the prototype vehicle is activated. The hot thermal feedback

will last for three seconds and will disappear before the autonomous vehicle takes

avoidance action.The pattern design for the hot thermal feedback condition is

shown in Figure 4.15.

In the cold thermal feedback condition, the thermal element is activated to start

49



4. Implementation 4.3. Experiment with autonomous driving

Figure 4.15 The pattern design for the hot thermal feedback
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cooling when it is possible for the participant to notice the rock. If the rock is

on the left (right) side of the autonomous vehicle, the thermal elements on the

left (right) side of the prototype vehicle is activated. The cold thermal feedback

will last for three seconds and will disappear before the autonomous vehicle takes

avoidance action.The pattern design for the hot thermal feedback condition is

shown in Figure 4.16.

Figure 4.16 The pattern design for the cold thermal feedback

4) Timeline setting for the autonomous driving experience

The basic settings of the timeline in Scene A and Scene B are the same, as

shown in Figure 4.17.

At 0 seconds, the participant enters the virtual driving scenario and the vehicle

begins to go straight. From 0 to 12 seconds, the autonomous vehicle goes straight
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Hot thermal feedback

33

Time/s

Scene start Scene end

3126 2924.520 231913 170

Rock 1 can be noticed

Passing Rock 1

Take action

Rock 2 can be noticed

Passing Rock 2

Take action

Passing Rock 3

Rock 3 can be noticed

Take action

Cold thermal feedback

Figure 4.17 The timeline in virtual scenes

in the right lane. At 13 seconds, the autonomous vehicle slows down and enters

the right turn lane. At 13 seconds, the participant is able to detect Rock 1, at

which point thermal feedback is activated. From 13 to 16 seconds, the participant

can continuously feel the thermal feedback of heating or cooling on the right side

of the interface. At 16 seconds, the thermal feedback disappears. At 17 seconds,

the autonomous vehicle leaves the curve and returns to the straightaway. At 17

seconds, the vehicle begins to turn into the left lane to avoid Rock 1. At 19

seconds, the vehicle passes Rock 1 on its left side and begins to return to the

right.

At 20 to 23 seconds, the autonomous vehicle is moving forward on a straight

road. 20 seconds in, the participant can see Rock 2, at which point thermal

feedback is activated. 20 to 23 seconds, the participant can continuously feel the

thermal feedback of heating or cooling on the left side of the interface. At 23

seconds, the thermal feedback disappears. At 23 seconds, the vehicle turns to the

right to avoid Rock 2 on the left side. At 24.5 seconds, the vehicle passes right

over Rock 2 and begins to return to the left. At 26 seconds, the autonomous

vehicle returns to the original track straight ahead.

At 26 seconds, Rock 3 appears in the driver’s field of view and thermal feedback
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is activated. From 26 seconds to 29 seconds, the thermal feedback on the right

side of the interface is continuously hot or cold. From 27 seconds to 29 seconds,

the autonomous vehicle passes through the right turn curve. At 29 seconds, the

vehicle turns slightly to the left to avoid Rock 3 on the right. At 31 seconds, the

vehicle passes right over Rock 3 and returns to the right. 32 seconds to 33 seconds,

the vehicle drives in a straight line. At 33 seconds, the virtual scene ends.

The virtual environment used in the experiment is a section of mountain road,

which contains three straight sections as well as two curved sections. In addition,

the road on the mountain is not horizontal and has a slope all the time. Due

to the frequent steering and going up and down the hill during the driving pro-

cess, the speed of the autonomous vehicle varies from 46km/h to 60km/h, and

the maximum speed does not exceed 60km/h. The thermal feedback in the ex-

periment is a simple binary switch that exists only in two states, on and off. The

thermal feedback lasted for 3 seconds after being activated. Thermal feedback

was activated each time after the participant was able to detect the obstacle and

disappeared before the autonomous vehicle took steering action to present system

situation awareness to the participant.

Procedure

1) Informed Consent

Participants were welcomed to the study site and informed of the details of

experiment procedures. I then explained the consent form and data protection

policy and asked participants to read and sign it.

2) Personal Data Gathering and Pre-experimental

Participants are asked to fill in their basic information (age, gender, whether

they have driving experience) on a digital spreadsheet. Before conducting the

experiment, participants were informed that they would experience autonomous

driving, and that the car they were driving in the simulation was controlled by an

automated driving system. They were going to evaluate this system.

3) Experiencing Virtual Autonomous Driving

The virtual reality headset was handed to the participant.In Figure 4.18, the
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participant is putting on the VR headset.

Figure 4.18 The participant with the VR headset prototype

After the participant puts on the headset, the person conducting the experiment

selects a scene in random order and plays it, and the participant begins a simulated

autonomous driving experience. Each scene lasted 30 seconds. When participants

experience the virtual driving scenario under hot thermal feedback or cold thermal

feedback conditions, each time the self-driving car approaches a rock in the way,

the thermal elements at the corresponding location on the VR headset will be

passively activated and the participant’s face will feel the thermal stimulus. The

participant was equipped with only the VR headset and could interact with the

virtual environment through rotation and small movements while sitting in the

seat. No other means of interaction were provided.The participant in Figure 4.19

is experiencing virtual autonomous driving.
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Figure 4.19 The participant experience virtual autonomous driving
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4) Filling in the questionnaire

After experiencing a virtual scene, subjects completed the twelve-item question-

naire developed by Jian, Bizantz, and Drury to evaluate the automated system in

this scene on a Likert scale of 1 to 7 [15]. In addition, they were provided with a

secondary questionnaire that asked them to answer the following questions:

How easily did you perceive the rocks?

How large did you feel the avoidance of the rocks was?

How did you feel about the system situation awareness of the rocks?

What is the comfort level of the interaction?

The questionnaire used in the experiment is shown in Appendix A.

5) Experience the next scene

Participants were required to go through a total of six different virtual driving

experiences, repeating steps (3) and (4) for each scene under different conditions.

In Figure 4.20, the participant puts on the VR headset again after completing

the questionnaire.The order of conditions for each participant will be random to

reduce potential ordering effects. Each participant engaged in three identical 2

scenes, and each participant experienced a total of six virtual autonomous driving

experiences. The participants experienced the two scenes a total of three times

under three different conditions. The three conditions are: no thermal feedback,

with hot thermal feedback, and with cold thermal feedback. The order of the

conditions was randomized, and the scenes in each condition block were randomly

ordered for each participant. At the beginning of each session, participants were

not informed whether the scenario involved thermal feedback or not.

6) Post-experiment interview

After all six virtual autonomous driving experiences were completed, partic-

ipants were asked to share their overall opinions and comments on the entire

experience, including their comments on the performance of the autonomous car

in different scenes, the information they perceived through thermal feedback, as

well as their comments on the hot thermal feedback and the cold thermal feedback,

etc.
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Figure 4.20 The participant puts on the VR headset again
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4.3.3 Results

A total of 16 participants (8 male, 8 female, age 22 to 31) have taken part in the

experiment. Two of the questionnaires were invalid. Repeated measures factorial

analyses of variance (ANOVAs), with thermal feedback (non-thermal feedback,

hot thermal feedback and cold thermal feedback) and system type (system1 and

system2) as the independent variables were used to determine the statistical sig-

nificance of the independent variables on the dependent variable (participants’

trust in automated driving systems).

The effect of system type

As shown in Figure 4.21, the main effect of system on trust was not statistically

significant, F(1, 13) = 0.513, p = 0.486.

Figure 4.21 Tests of within-subjects effects
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As shown in Figure 4.22 below, the trust value of the study subjects in the inter-

vention trial was 1.071 (95% confidence interval: -2.159 -4.302) lower than that

of the control trial, and the difference was not statistically significant, p=0.486.

Figure 4.22 Pairwise Comparisons

The effect of thermal feedback

As seen in Figure 4.23, the effect of Thermal feedback on the trust value was

statistically significant, F(1.612, 20.953) =10.222, p=0.01.

As shown in Figure 4.24, The difference in trust under the influence of non-

thermal feedback(thermal1) and cold thermal feedback(thermal3) is statistically

significant (P=0.006) with a mean difference of 10.036 (95% confidence interval:

2.846 - 17.225), and the difference in trust under the influence of hot thermal

feedback(thermal2) and cold thermal feedback(thermal3) is statistically significant

(P = 0.033) with a mean difference of 4.857 (95% confidence interval: 0.346 -

9.368).

Under the influence of non-thermal feedback (thermal1) and cold thermal feed-

back (thermal3), the mean values of the participants’ trust in the autonomous

driving system are shown in Figure 4.25.

Comparison of trust values under the influence of independent variables

The comparison of participants’ trust values in the automated driving system un-

der the influence of different independent variables in the experimental conditions

is shown in Figure 4.26 and Figure 4.27.
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Figure 4.23 Tests of within-subjects effects 2

60



4. Implementation 4.3. Experiment with autonomous driving

Figure 4.24 Pairwise Comparisons 2

Figure 4.25 Estimates
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Figure 4.26 Descriptive Statistics

Figure 4.27 Estimated Marginal Means of MEASURE 1
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4.3.4 Discussion

Analysis of questionnaire results

From the analysis of the above data, it is clear that participants trust the au-

tonomous driving system with cold thermal feedback more than the autonomous

driving system without thermal feedback. It can be said that under the experimen-

tal conditions, cold thermal feedback did enhance people’s trust in the autonomous

driving system.

According to the results of the data analysis, participants had higher trust in the

autonomous driving system with cold thermal feedback than in the autonomous

driving system with hot thermal feedback. However, this is based on the results

of the current temperature setting under experimental conditions. Since there are

large individual differences in people’s perceptions of temperature, it is difficult

to say that there is a correspondence between the temperature of hot thermal

feedback and cold thermal feedback under the experimental conditions. In fact,

in the interviews, some participants indicated that the hot thermal feedback was

too hot. Thus the possibility exists that the hot thermal feedback temperature

was set too high and affected the results. In addition, although the temperature

of the thermal element on the thermal interface is constant when it is heated

or cooled, the temperature changes significantly when the thermal element is in

contact with the skin of the face. In addition, different people can feel the same

temperature differently.

In conclusion, the effect of thermal feedback on human trust in automated

driving systems needs to be further explored, especially the effect of hot thermal

feedback.

Analysis of interview results

1) Preference for cold thermal feedback

In the post-experiment interviews, 11 of the 14 participants mentioned their

preference for cold feedback. They said they prefer cold feedback, they like cold

feedback, they think cold feedback is better than hot feedback, or they feel more

comfortable with cold feedback. Interestingly, one participant mentioned in the

interview that he thought hot feedback was better, but the results of the ques-
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tionnaire analysis showed that he trusted the system with cold thermal feedback

more than the system with hot feedback.

Participants mentioned the following reasons for their preference for cold ther-

mal feedback in their interviews.

· In a driving environment where participants tend to feel anxious and also a

bit carsick, cold thermal feedback can calm them down.

· Cold thermal feedback makes participants feel more comfortable, and the

temperature is set appropriately.

· Participants feel they like cold thermal feedback. This is a subjective feeling

or personal preference that they have.

· Cold thermal feedback brings a sense of security.

· Cold thermal feedback makes participants feel more confident in the au-

tonomous system.

· The cool temperature gives a sense of the rock itself, and this temperature

feedback matches the impression people have of the object.

· The Cold thermal feedback can be distinguished from natural temperature

changes such as sunlight.

It is evident that participants prefer cold feedback for two main reasons. The

first reason is that the participants felt good about the stimulus of cold thermal

feedback applied directly to their skin surface. This is a direct response to cold

stimulus for them. They found this physiological perception from the colder tem-

perature to be comfortable and pleasant. The second reason is that cold thermal

feedback conveys just the right level of warning when delivering information. The

cold temperature stimuli fit the subject of the delivered message, making the par-

ticipants feel that the design is reasonable. This is the participants’ recognition of

the rationality of the methodological settings for conveying the system’s situation

awareness.

In addition, the experiment was conducted indoors with air conditioning, so

the ambient temperature should have little effect on the participants’ preference
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for cold feedback. However, the effect of seasonal temperature on participants’

subjective feelings and moods could not be completely excluded.

2) Negative effects of hot thermal feedback

From the results of the data analysis, it is clear that hot thermal feedback and

cold thermal feedback provide the same information but do not achieve the same

effect of enhancing trust. This is possibly due to the fact that while providing in-

formation, hot thermal stimuli also bring some negative effects. In the interviews,

the participants mostly recognized the warning effect of hot thermal feedback.

They mentioned that hot thermal feedback is not easy to ignore, that hot thermal

feedback does remind them, and that hot thermal feedback has a warning effect.

However, participants also mentioned various disadvantages of hot thermal feed-

back. The main reasons why they disliked hot feedback are the following.

· Hot thermal feedback is disturbing and annoying.

· Hot thermal feedback is too hot.

· Do not like the feeling of heat.

· Hot thermal feedback makes them feel dangerous, feel anxious and panic,

feel nervous.

· The participant does not know how far it will heat up before stopping,

worried about the hot thermal feedback is not safe.

Participants felt that the hot thermal feedback was too hot, and that the tem-

perature may have been set too high. The effect of gentler hot thermal feedback

on trust needs to be further explored. Participants frequently mentioned words

related to negative emotions such as danger and anxiety, suggesting that the hot

thermal stimulus brought them negative emotions, which apparently had a nega-

tive effect on their trust in the autonomous system.

3) User experience enhancement

All participants reported that the thermal feedback had a reminder effect and
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was effective in capturing their attention. Participants can understand the infor-

mation conveyed by the thermal feedback and the correspondence between the

thermal feedback pattern and the position of the rocks.

From the interviews, it is clear that the thermal feedback provided reminders to

the participants on two levels. The first level is to alert the participant that there

is a change around them, which is enhancing the driver’s situational awareness.

The second level is to remind the driver that the system perceives a change in the

surroundings, which is to help the participant understand the system’s situation

awareness.

Participants had the following suggestions for improving the conveying of system

situation awareness information through thermal feedback.

· Temperature Setting Three participants mentioned in the interviews that

they wanted the thermal feedback to slowly get colder or warmer as the

distance to the stone decreased. It was also mentioned that one prefers slow

warming over sudden warming of the thermal interface.

· Reminder timing settings There was a great deal of individual variation in

participants’ evaluations of the timing of the delivery of information. Some

people think the timing of the hot feedback prompt is too late and should

be earlier. Some people think the prompt is too early and want the thermal

interface to heat up as the car passes over the rock and disappear when

the car is completely over the rock. One would expect thermal feedback

to be activated just a little earlier than when the car passes the rock, not

much earlier. Some feel that the current time setting for the appearance of

thermal feedback is appropriate.

· Information content setting Two participants expressed a preference for the

system to indicate the car’s next direction of movement rather than the

location of the rocks.

4) Evaluation of two systems

Participants could all feel the difference between system 1 and system 2. Among

them, those who have a lot of driving experience will care a lot about the distance

between the car and the surrounding objects, and they can easily see how far the
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car is from the rocks. People without a driving license or those with a license but

little driving experience tend to observe the movement of the steering wheel, the

angle of the car’s steering, etc.

From the data, it is clear that in the absence of thermal feedback, participants

were able to distinguish between the different performances of the two systems,

and most of them had more trust in system 1. In the interviews they mentioned

that the cars controlled by system 1 were further away from the rocks, which made

them feel safe. With the addition of cold thermal feedback, 11 out of 14 people

maintained their judgment on both systems. Specifically, people who trust system

1 more than system 2 still trust system 1, which with cold thermal feedback, more

than system 2, which with cold thermal feedback. And in the presence of hot

thermal feedback, the participants’ ratings of the two systems in terms of trust

changed significantly when comparing the two systems. Hot thermal feedback

interfered to some extent with the participants’ evaluation of the system.
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Chapter 5

Conclusion

5.1. General discussion

This research focuses on solving the problem of lack of human trust in automated

driving systems during the transition period due to complex human-vehicle inter-

action processes, lack of understanding of automated systems, and complex traffic

environments.

The goal of this study is to increase user trust in highly automated driving

during the transition period and to provide an in-vehicle user interface that is

easy to accept, effective to use, and provides an enjoyable driving experience.

From the literature review, it is clear that in order to improve user trust in au-

tonomous driving, system transparency and efficient information transfer should

be achieved. According to previous studies in this area of driver trust in au-

tonomous driving, presenting system situation awareness to the driver is an ef-

fective way to enhance human trust in the automated system and improve the

user experience. Presenting system situation awareness to the driver can be done

through various channels such as visual, auditory, and haptic. In this study,

thermal feedback from haptic feedback is introduced during highly automated

driving to investigate how the presentation of system situation awareness infor-

mation through different types of thermal feedbacks affects the driver’s trust in

the automated driving system.

This study chose to provide participants with system situation perception in-

formation in a virtual autonomous driving simulator through wearable devices

that provide thermal feedback corresponding to specific driving scenarios, and to

measure participants’ trust in the autonomous driving system through a stan-

dard psychological questionnaire. First, feasibility experiments were conducted

using a prototype consisting of a VR headset with thermal elements. After that,
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this study experimentally investigates the effect of hot thermal feedback and cold

thermal feedback on human trust in highly automated driving systems. Accord-

ing to the experimental results, under experimental conditions, presenting system

situation awareness by cold thermal feedback can enhance human trust in highly

autonomous driving systems. In addition, under the experimental conditions,

people have higher trust in the autonomous driving system with cold thermal

feedback than in the autonomous driving system with hot thermal feedback.

Concept Display system situation awareness through an In-vehicle thermal display

Feasibility experiment 

Pre-test for Driving scenarios

Experiment

Problem

Conclusion

Provide thermal feedback in virtual environmentVR headseat+6 Peltier elements
+Allegro A3909 H-bridge chip 

Literature review

Purpose

Lack of trust in highly automated driving system 

Enhance trust in highly automated driving system 

Display system situation awareness to increase trust

Prototype

Test the prototypes in virtual autonomous driving scenarios with 2 participants 
to get feedback for scenario improvement

Investigate the impact of displaying system situation awareness via thermal 
feedbacks on trust in highly autonomous driving system with 14 participants 

Test the prototypes in simple virtual environments with 15 participants to
study the effect of thermal feedback

Figure 5.1 General Structure

5.2. Limitation

Limitations of thermal feedback

First, some participants responded that the thermal feedback hardware had

unstable performance during the experiment. In addition, the pulsating feedback

selected due to technical limitations is restricted, and further enhancement of
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the hardware settings to provide thermal feedback with smoother temperature

changes should be considered.

Since there are individual differences in human perception of temperature, even

if the temperature is set at the same level, each individual may feel differently.

In order to provide a better user experience, the temperature range should be

debugged in advance to find the right temperature range for each individual. The

temperature sensor should be considered to monitor the temperature change curve

in real time, but it must be noted that when the thermal element is in contact

with the skin of different people, the temperature of the contact surface will be

very different.

In this study, the thermal feedback device was combined with the VR headset,

which would result in the effect of thermal feedback in a real driving environment

being different from the experimental results. In addition, the effect of thermal

feedback when acting on other parts of human skin should also be further inves-

tigated.

Limitations of VR driving simulation

Obviously there will be differences between an autonomous driving simulation

in a virtual environment and a realistic autonomous driving.

The weight and tactility of the VR headset has an impact on the overall experi-

ence. There are limitations to studying human-machine interaction in autonomous

driving through VR. In addition, Oculus Quest supports limited image quality,

which also affects the realism of the autonomous driving experience.

Limitations of scene setting

The simulated driving scenarios set in this study are simple and the information

is direct, while the real driving environment and interaction process are more

complex. Therefore, the virtual driving experience process is not close enough

to the actual driving experience process, and there are non-negligible differences.

Next time, long driving routes and setting secondary tasks can be considered.

Limitations of the measurement method

Only subjective measures were used to measure human trust in automated driv-

ing systems in this study, and subjective data were collected without building a
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dynamic model based on real-time trust values. Advanced physiological measur-

ing techniques, such as the electrocardiogram (ECG) and electroencephalogram

(EEG) could be conducted to detect user trust dynamically during human-vehicle

interaction.

5.3. Future work

Further enhancement of pattern design

In future research, the possibility of providing thermal patterns correspond-

ing to more specific contexts can be explored. In driving scenarios, the thermal

patterns for guiding or warning drivers could be designed according to external

traffic conditions. Low temperature can be designed to guide the driver in nor-

mal driving scenarios, and high temperature can be designed to warn the driver

about the emergency situation in which the automated system tends to have bad

performances. The application of tactile patterns to automated driving can lead

to the enhancement of driver situational awareness during the take-over process.

Figure 5.2 A sketch of the application of thermal feedback in different driving

phases

For example, when it comes to driver take-over events, different types of ther-

mal feedback can provide different types of information during the corresponding

driving phase, as shown in Figure 5.2. When the driver is out of the control loop,
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the thermal interface can increase the driver’s trust in the automated driving sys-

tem by providing information about the system’s situational awareness. When

the system reaches its functional limit, the automated system sends a takeover

request and switches the control generator from the automation to the driver.

The thermal interface will become hotter to warn the driver and help prepare the

driver to take control effectively. It also needs to guide or warn the driver when

he enters the control loop.

In addition, the possibility of turning simple ”on” or ”off” feedback switches into

a reliable range like “nothing, a little bit cold, mildly cold, or very cold” to create

a much stronger sense of presence. Various temperature strengths corresponding

to different conditions can be applied in pattern design, such as temperature

becoming progressively stronger or weaker with distance, to convey more accurate

information.

Transformation of single-sensory interaction to multi-sensory interac-

tion

mainly work on technologies to create multiple sensory stimuli to the human

somatosensory subsystem (i.e., pressure, temperature, texture, pain, and body

position) to encode, model, and deliver information from automated systems in a

minimally obtrusive way.

Providing haptic and temperature feedback to enhance human trust in the auto-

mated driving system based on an understanding of human information processing

will be the main exploration. Users’ responses to each modality can be recorded

in experiments and the effect of different feedback on their trust can be compared

by psychophysiological measures. How cross-modal and multi-modal signals co-

operate to provide information to humans in an appropriate way and enhance

the interaction experience in autonomous driving scenarios can also be clarified

through experiments.

Establishment of human-vehicle interaction system based on haptic

feedback

In the future, further research can be conducted on how multi-sensory modal-

ities can be constructed and utilized in autonomous driving scenarios. Different
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ways of interaction will be explored through the process of designing, implement-

ing and evaluating multi-sensory prototypes in specific driving scenarios. A central

feature of the research will be haptic feedback such as thermal feedback and vibra-

tion feedback to avoid affecting non-driving tasks. Based on previous research on

thermal feedback, the plan is to build a multi-sensory display consisting of tem-

perature haptic, visual, and auditory elements, explore it in specific situations,

and then figure out the mechanisms by which it cooperates with other kinds of

feedback, such as pressure tactile feedback.
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Appendices

A. The ED questionnaire

The ED (Empirically Determined) questionnaire used in this study is a 7-point

Likert scale consisting of 12 items that can be used to measure human trust in

automation [15].
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Figure A.1 Part 1 of the questionnaire
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Figure A.2 Part 2 of the questionnaire
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Figure A.3 Part 3 of the questionnaire
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