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A Model for Identifying and Creating Appropriate Same

Language Subtitles for Japanese Language Learning

Category: Design

Summary

Media and information are widespread in today’s interconnected society. It is
easy to find media from sources outside one’s own country and native language.
This study investigated the feasibility of using these sources as a possible teaching
resource, as well as provide possible models to most effectively make use of these
resources as a second language learning tool. The model is tested across 14 dif-
ferent learners, and both quantitative and qualitative data were taken in order to
assess the feasibility of the model. The model supports a mathematical approach
to determine difficulty of subtitles and what to create as learning materials. Many
autonomy features such as adaptation to the user language level, the ability to
change focus on different aspects of language learning, and constant calibration

to the users true language levels are also included and discussed within the study.
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Chapter 1
Introduction

1.1. Background

In contemporary society, the number of second language learners are increasing.
While there are ongoing efforts to test the efficiency of using subtitles as a learn-
ing tool, research on a system or model that can use these subtitles effectively
have been minimal. Textbooks have been the staple resource for budding foreign
language learners, yet there exists an unlimited amount of untapped resources
that are available for language learners to make use of. This paper explores the
possibility of creating a subtitling model such that the process of using subtitles
for learning can be streamlined from the creation side in a way that users are able

to effectively use subtitles to learn foreign language.

1.2. Research Goals

e Create an environment where learners can focus more on learning when

compared to L2 subtitles

e Create an environment where learners can acquire second language knowl-

edge using their own preferred subjects

e (Create a model or models where suitable subtitles can be chosen to transfer

second language knowledge to learners

e Create an automated model through the use of computers or other tech-

niques to extract useful learning materials from different video media sources

e Create an automated model to adapt the material to the user level
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e Minimize the time required to create these materials

1.3. Overview

The paper is split into 6 chapters. The second chapter will go through the rele-
vant topics that have been studied up until now, as well as their merits and the
challenges that they face. The third chapter will talk about the methodology for
creating tools that will attempt to mitigate these challenges. The fourth chapter
will delve into the design of the trial experiment, the challenges from the trial
experiment, the lessons learned to create the final version of the experiment, and
a final small experiment on the feasibility of implementing cognitive measurement
for the model. The fifth chapter will discuss the results of the experiment. The
final chapter will be the conclusion of the paper, as well as the future implications

of the system.



Chapter 2

Literature Review

2.1. Current Caption Implementation

Captioning started with the purpose of providing a simultaneous and mostly ac-
curate transcript for viewers of television broadcasts in the 1970s (Allen 2015).
The purpose of its creation was to make television broadcasts more accessible to
those that are deaf or hard at hearing. Over time, more and more situations arise
where other user can also make use of these captions in order to improve their un-
derstanding of these multimedia works. Over time, its purpose also transformed
to include that of providing for those in a position where aural information may
not be sufficient for understanding the multimedia in question. Even in situations
such as busy environments that are not suitable for accurate hearing, subtitles
can provide visual aids in which viewers that are not able to receive the aural
information a way to perceive the information of the multimedia.

Viewers of foreign language multimedia that may not be fluent in the language
can be thought of in a similar manner as those who cannot perceive the aural
information of these multimedia clearly. Captions are able to fill in the gaps
for information that these viewers may not be able to understand clearly, while
providing confirmation for materials that the viewer understands. To this end,
subtitles can be prepared in the language that the viewer is most familiar with,
such as in the native language of the viewer. This helps with the understanding
of the foreign language material to the extend that even without voice dubbing,
which is the act of replacing original voices of the actors and actresses within the
show to ones in a different language, viewers are able to make use of the visual
information in order to understand the multimedia material, removing the need
of the words entirely.

It is important to clearly define the words associated with the two types of
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subtitles before continuing. The paper will use the following words precisely for

these types of subtitles:

Table 2.1 The different modes of subtitles available

Subtitle Mode Audio Language | Subtitle Language | Learning Mode
L1 subtitles L2 L1 Incidental
L2 subtitles, captions L2 L2 Intentional
Reverse subtitles L1 L2 Intentional
Translated L1 L1 Incidental

L1 represents the native language of the learner, while L2 represents the foreign
language that is being learned. The audio language of the TV program or com-
mercial multimedia can be originally L1 or L2. The audio language for reverse
subtitles can be replaced with an L1 language version.

Nowadays, these subtitles are widely available in many different multimedia,
such as television broadcasts, commercial entertainment products, and even social
multimedia content. Some places, such as in North America! and the UK, even
mandate television broadcasts (Myers 2017) or even internet streaming businesses
(Enamorado 2019) to include closed captioning by law. There is no shortage
of material with a wide variety of genres that can accommodate the learners’
preferences, although regional restrictions may mitigate some of their choices.

Closed captioning? is one of the most widespread use of captioning method for
television broadcasts. Viewers are able to choose whether to enable the captioning

text that plays alongside the multimedia in real time depending on their needs.

1 The US Law requires closed captions to be included in all multimedia in TV broadcasts.

2 Closed captioning (CC) and subtitling are both processes of displaying text on a television,
video screen, or other visual display to provide additional or interpretive information. Both
are typically used as a transcription of the audio portion of a program as it occurs (either
verbatim or in edited form), sometimes including descriptions of non-speech elements. Other
uses have been to provide a textual alternative language translation of a presentation’s
primary audio language that is usually burned-in (or "open”) to the video and cannot be
disabled.
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2.2. Related Works

Research as early as 1983 have shown that captioning have benefits for viewers
learning the language of the multimedia. The groundbreaking work on the re-
search of subtitles by Karen Price in 1983, which proved that captions provided
non-native speakers more accessibility to otherwise incomprehensible foreign lan-
guage multimedia or films (Price 1983), have paved the way for more insightful
research and understanding on the benefits of both subtitle and captions as a
language teaching medium.

In general, L1 subtitles, or subtitles in another language, facilitates incidental
learning, where viewers indirectly pick up words and phrases in the spoken lan-
guage without the script of the foreign language. L2 subtitles help with vocabulary

and listening comprehension in a more direct manner (Danan 2015).

2.2.1 Incidental Learning through L1 Subtitles

Watching L1 subtitles are also beneficial to learning, although not in a direct
manner. A study was conducted by Koolstra and Beentjes (Kuppens 2010) on
the degree of incidental learning for watching a foreign multimedia through L1
subtitles. The study was conducted on Dutch fourth graders and sixth graders to
test short-term acquisition of English language vocabulary. The group was split
into three and were asked to watch TV shows that differed from language and
subtitles. One group was asked to watch only Dutch TV programs, while the
other groups watch English programs. The group watching the English program
was further split into 2 to watch with and without subtitles. Results show that
the groups watching English programs reported a higher vocabulary and word
recognition scores. The students that watched with L1 subtitles (in this case, in
Dutch) reported an even higher statistically significant score on the tests, which
suggests the benefit of actual long-term foreign vocabulary acquisition.

A study conducted by Lommel, Laenen, and d* Ydewalle (Marza and Torralba
2015) confirms that the cause of improved incidental learning can be mainly at-
tributed to the L1 subtitles, as opposed to that of just watching the foreign mul-
timedia. In the study, both Dutch children and teenagers are shown a Esparanto

film with Dutch subtitles, and using different instruction rules, determine the
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effects of subtitles and language acquisition. While this type of presentation en-
hanced the performance of secondary school students more than primary school
students, no acquisition of language was found by only watching the movie by
itself.

These results corroborate with past studies that were conducted with adult
viewers (d’ Ydewalle and Pavakanun 1995), and results indicate there are also
mild improvements in grammar and writing skills in adults, in addition to short

term and long term grammar and vocabulary acquisition.

2.2.2 Improving Speech Segmentation through L2 Subtitles

For foreign language learners, a difficult process of learning through traditional
method is improving speech segmentation®. A study conducted by Goh (Goh
2000) found that second language learners are aware that they have difficulty in
recognizing words when they are spoken to, even if they already have knowledge
of the individual words. Further experiments by Charles and Trenkic (Charles
and Trenkic 2015) revealed that a sample of 10 international students accepted
in a UK university based on their IELTS score only managed to repeat 71% of
words correctly drawn from a pool of excerpts, compared to native L1 speakers
who managed 100%.

While written words have indicators to differentiate between boundaries, there
may only be subtle indicators for word segimentation during continuous speech.
Rather than physical boundaries, spoken word boundaries lie within language
specific lexical segmentation methods according to research by Culter and But-
terfield (Cutler and Butterfield 1992), such as that of stressed syllables in English.
Since speech segmentation strategies differ from language to language, foreign lan-
guage learners may find themselves applying strategies from their own language
to foreign languages, increasing the difficulty of speech segmentation.

As such, research on bi-modal input?, or same language subtitling, have in-

3 Speech segmentation is a term for a mental process used to describe identifying the bound-

aries between individual words, syllables or phonemes in a continuous stream of speech.

4 Bi-modal input is a term to describe the simultaneous presentation of matching aural and

orthographic simulation.
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creased our understanding of how to improve a foreign language learners’ speech
segmentation ability. Another experiment by Charles and Trenkic (Charles and
Trenkic 2015) tested the efficiency of language acquisition through different forms
of multimedia. Using a sample size of 12 same nationality students roughly simi-
lar in average IELTS score and time spent abroad in the UK studying, they were
shown videos with L2 subtitles and sound, L2 subtitles on without sound, and
sound with no subtitles. While initial scores were lower for the group with subti-
tles and sound pre-test, they scored consistently higher over the course of the four
week test where they were shown videos with the subtitles and sound. The test
seem to find better improvements in language acquisition with the use of watching

multimedia with same language subtitles.

2.2.3 Reverse Subtitles

The process of using reverse subtitling as a means of language education is to have
learners translate L1 materials into L2 subtitles. A study conducted by Paulina
Burcynska (Burczyriska 2015) found that there are many distinct advantages of
the reverse subtitling method compared to learning through watching regular L1
or L2 subtitled multimedia. The study was conducted in a classroom environment,
and its purpose was to see if the use of reverse subtitling would lead to a decrease
in grammatical and spelling mistakes, as well as the terminology that students
are able to acquire.

The pilot study involving people of ages ranging from 20 to 40 was split into
three groups. The participants were shown selected scenes of a Polish comedy
show and were tasked to create a group translation. Translations were then de-
bated between groups for the most accurate translation. The show contains many
cultural elements and specific terminology on different register levels, proverbs
and idioms to ensure discourse of the selected elements. Both qualitative and
quantitative tests were performed to evaluation the method. In order to test if
students improved more using reverse subtitling, participants were required to
submit a 200-word written assignment before and after the test for comparison.
The material is then evaluated based on the mistakes made and vocabulary used.

Before pilot test, the written assignments from the experimental group and the

control group were compared. The experimental reverse subtitles group made an
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Table 2.2 Evaluation of written production BEFORE study (Burczynska 2015)

Control Group | Experimental Group | Difference(%)
Grammar mistakes 45 42 %
Spelling mistakes 33 32 3%
Advanced vocabulary 25 27 8%

average of 7% and 3% less mistakes on grammar and spelling tests respectively.
Participants of the experimental group also scored 8% higher in tests involving
the use of advanced vocabulary® compared to the control group. Overall, the
difference is not significant and the results of the groups should be comparable to

each other for future comparisons after the test.

Table 2.3 Evaluation of written production AFTER study (Burczyiiska 2015)

Control Group | Experimental Group | Difference(%)
Grammar mistakes 38 28.5 25%
Spelling mistakes 28 25 10.5%
Advanced vocabulary 32 39 17.9%

After the pilot test, there is a significant increase of ability for the experimental
group using the reverse subtitles compared to the control groups in classes. The
difference of making less grammatical mistakes grew to 25%, while the difference
between spelling mistakes grew by 10.5%. The experimental group also shows a
stronger command over advanced vocabulary when compared to the control group.
Overall, it would seem that the results quantitatively supports the hypothesis
of reverse subtitling being a better learning method than traditional textbook
environments.

The questionnaires for the experiment show the attitude of the student towards
reverse subtitles. More students in the experimental group found reverse subti-
tling to be more interesting to learn through. The students also felt that reverse

subtitling helped them practice their writing more, and had more interesting and

5 Advanced vocabulary in the test is defined as various fixed expressions, idioms, synonyms,

to advanced verbs etc.
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new vocabulary to learn compared to traditional textbook methods. The abil-
ity to learn grammar, however, seem to be similar for both the control and the
experimental group.

Overall, students find subtitling to be more rewarding and enjoyable compared
to traditional methods, and believed that the use of subtitling helped in their
writing and translation skills. Since these aspects may affect the motivation of
the student. Since motivation may the efficiency of the learning, it may also be a
useful factor to consider measuring.

Since the exercise also requires learners to make up the subtitles using their own
knowledge, a complete translation of all the dialogue found within the multimedia
may be difficult or even impossible to those not possessing advanced knowledge
of the foreign language (Zanén 2006). However, as they have to come up with
their own translations, the interpretation and summary work of subtitling L1
multimedia using L2 subtitles can potentially increase the awareness of the user.
The target use of this user test is mainly advanced English students in university.
Similar confident results may not be achievable with all levels of learner using
reverse subtitles. In addition, the knowledge learned through the process may
derive from the group work discussion period, rather than the reverse subtitling
period. It is unclear how much of the knowledge learned directly comes from the

subtitling process.

2.3. Limitations of Current Methods

While there is an ever-growing library of captioned materials both online and
offline, accessibility of these captions are also an issue. Due to the fact that
original language subtitles are targeted for audiences that speak the language,
the availability of these original language subtitles is limited to foreign language
learners that may wish to make use of these materials. Since closed captions are
broadcasted within the country, learners that are not living in these countries are
often only offered subtitled version in their native language. The option for a lot
of multimedia simply does not exist across borders, with multimedia sold overseas
have captions removed and replaced with foreign subtitles due to licensing issues

and fees. As long as the idea of using captions as a learning tool in addition to a
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hearing aid are not within common knowledge of the people, L2 foreign subtitles
will have a difficult time to propagate (Vanderplank 2015).

A limitation of using the captioning technique for foreign language learning is
the additional work required in order to focus the learners’ attention (Vanderplank
2015). The purpose of learning using the caption is that the caption acts as an aid
to the overall dialogue that learners ~ have difficulty in understanding the aural
information. Therefore, it is key that learning be performed by reading the caption
without focus on dialogue from the multimedia (Lertola 2015). In order to focus
the attention of the viewer, one must prepare tasks beforehand for the viewer,
and without tutor guidance, preparation of tasks beforehand may be impossible
due to the different level of learning required for different individuals. Using
normal subtitles require additional self-discipline from the learner and effort from
teacher to prepare suitable tasks that must also refer from the video material itself.
Another challenge that learners might face when using captions is the difficulty of
breaking the habit of reading captions. Learners that read captions may become
used to reading captions that they instinctively read all lines of captions even if
the learner may already have the ability to understand without the use of such
caption (Lertola 2015), in some some cases may become a liability in learning the

foreign language.

10



Chapter 3
Methodology

3.1. Overview

This paper proposes a new set of rules for a captioning system specifically de-
signed for educational purposes. The method aims to provide both teachers and
learners improved efficiency over the use of commercial media and captions cur-
rently present in the market. The following sections will detail on the design of
the system, as well as the method to evaluate such method in order to find its

efficacy.

3.1.1 Design Goals

The new subtitles should provide more accurate transcription of subtitle scripts
for less confident viewers. Current captioning systems have been designed with
the expectation of the situation where the subtitles can only be viewed once,
such as during television programs or public viewing. As such, there may be
instances where caption accuracy may be sacrificed in favor of readability for
the viewer. For this reason, the subtitles may have conflicting words or sentence
structures when compared to the spoken script. While fluent viewers may find
such changes reasonable, less learned viewers may find the differences in the script
confusing, or may even misidentify the spoken script as the edited subtitle script.
With the implementation of the new subtitles, accuracy of transcription can be
made a priority to provide learners a more confident understanding and positive
reinforcement of the learning material.

The new subtitles can provide both the merits of L1 and L2 subtitling without
sacrificing the others. Current implementations and studies of captioning have

only considered allowing one of L1 or L2 captioning. However, since L.L1 and L2

11
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subtitles both have their own unique benefits to viewers, learners of a foreign
language may find use in each of the above captioning methods. Carefully con-
sideration and planning of the uses of L1 and L2 subtitling can provide different
learning opportunities for the viewer, and reap the benefits of both captioning
methods at once. Thus, the new experimental subtitles can potentially provide
for a more well-balanced curriculum for foreign language learner to be created.

The method should also be beneficial in that the learner would be put in a
learning environment without taking them out of the entertainment of a commer-
cial product. Although there exists commercial digital products, such as Rosetta
Stone, that can provide an environment with audio and visual aids, the program
is academic in nature and does not provide an entertainment experience. Indi-
viduals have many reasons to learn foreign language, and these products are only
gateways to access other foreign content such as TV shows or films. By using the
new subtitles, learners should be more motivated to learn the language while also
learning to consume the media in the process.

The subtitle script can be adapted for different level of users, such that certain
materials do not have to be limited to a certain level of learners. Since the difficulty
of words and phrases differ from show to show, it presents a challenges to some
learners that may lack the language ability required to watch the show. Even
with commercial L2 subtitles, learners may be discouraged to watch the media
that they wish to enjoy due to the fear or fatigue of not understanding. While
it is true that the materials in itself has a its own difficultly level depending on
the type of show, and the target audience, the materials can be adapted in which
the focus of the learning material can be changed to that appropriate for the
user. Media of difficult topics such as politics, documentary, comedy etc. which
by using traditional subtitle methods, may be out of reach for learners, can be
adapted such that even difficult figures of speech can have words and phrases that
can be of focus for the learner of the current level. By designing the the new
subtitles to be adaptable, difficulty of the material and level of the learner can
be decoupled, and learners can enjoy both learning and entertainment without

sacrificing the other.

12
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3.1.2 Challenges

The factor of an additional available track of information on top of conventional
subtitles on display would mean that while there are more possibilities of creating
a subtitle track for the purpose of educating the viewers, there are also pitfalls to
the system.

If both the subtitles and the media source are not well-optimized by hand,
the learner may be overwhelmed by the overload of information present within
the two subtitle tracks and the visual-audio information from the medium itself.
According to a study by Romero-Fresco, the usual televised speech rate does not
match the usual reading rate of an average person (Romero-Fresco 2009). This is
especially true for learners of the foreign language, as they may not have ability
to read as quick as the average native speaker of the that language.

The manual labor involved in the creation of these subtitles will also be increased
compared to traditional captioning methods. While the creation of the L1 and
L2 subtitles will most likely only take a similar amount of time compared to
conventional subtitles, transforming these subtitles into the appropriate form may
require more time. A key element of designing the subtitles is to mitigate the

additional time spent creating the materials using the new method.

3.2. Captioning Strategy

3.2.1 Objectives

In order to reach the design goals and reduce the negative impact brought by the
above challenges, we can begin by defining a set of rules to follow such that the

process can be streamlined and make use of different strategies to fulfill the goals.

3.2.2 Transcription

The transcription process is straightforward. First, the whole source material
will be transcribed from the original language into L2 subtitles. Long sentences
should be broken into phrases by their connectives if necessary. While there is no

strict guideline on when a sentence should be broken up, a sentence should not
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3. Methodology 3.2. Captioning Strategy

take more than two lines of subtitles, as a overly long sentence may confuse the
learner.

Each of these lines that appear will be classified as units of speech. Each unit
will then be assessed based on its difficulty, as well as the foreign language ability
of the user, in order to determine the best possible way to use these captions to
maximize the learning potential and efficiency of the user while simultaneously

minimizing confusion.

3.2.3 Translation Strategy

The translation of the materials into L1 subtitles can be approached from two

different ways.

Direction translations Direct translations are how commercial L1 subtitles are
created. Since the goal of L1 translations is to portray the speech in a native
manner that is most comparable to the foreign language, LL1 translation may
not use the same sentence structure or even the same words as the speech.
In the context of the this study, a direction translation is to translate a
unit of speech completely without considering the matching of L1 and L2
word order. A direct translation may be favourable in situations where
whole expressions or phrases are difficult to break apart, but should be used
sparingly and only at critical moments as it may potentially double the

amount of characters on screen.

%@jﬁ?{lﬂfl?-‘)ﬂ‘/, LHYESDGEEZ D
A0
B2 ysal—vaynU—AsmELiz,

Figure 3.1 Example of full translations on screen from test trail.
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Partial translations For the case of normal Japanese sentences to English trans-
lation, a less direct approach may be favored since the sentence structure
is different for each language. The constitution of a complete Japanese
sentence is different compared to English, and a less grammatically correct
English translation, or even a broken up translation, may actually be a more
effective way of making learners read and understand the text quickly, and
pair up with audio information in real time'. In addition, since there may
be increased amount of characters on screen at a time for the learner to
read, a partial translation technique may be more favourable to reduce the
amount of characters on screen to facilitate easier reading and better focus

of critical words.

Figure 3.2 Example of partial translations on screen from test trail.

A peculiarity of the Japanese language must also be considered for learners.
The Japanese language makes frequent use of overloaded adaptations of the Chi-
nese logographic script? in its writing called the kanji. In contemporary written
Japanese, kanji is almost entirely orthograhic, in which words represent meaning.

A Japanese word or morpheme® may be represented in writing by a Chinese lo-

1 The Japanese language uses a sentence structure of SOV: subject-object-verb, while the

English language uses a sentence structure of SVO: subject-verb-object.

2 Logographic script represents written characters, or logograms, that itself carry meaning of
words and phrases. Japanese Kanji, Chinese characters, Egyption hieroglyphs are examples

of logographic writing systems.

3 A morpheme is a unit of meaning which cannot be divided further.
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3. Methodology 3.2. Captioning Strategy

gographic character, with no regard to the original sound value of the Chinese
character itself (Frellesvig 2010).

This adds another challenge to learners, and gives an advantage to those who
are already familiar with the Chinese logographic script. An implication of this is
that learners’ level in the Japanese vocabulary may not entirely be representative
of their reading ability. Since kanji represents invidual words, the system can
adapt to the kanji knowledge of the learner in order to output appropriate either
the phonographic script of its kanji equivalent. While learning kanji is not the
focus of the experiment, furigana will be used to accomodate to people that are

not well versed in using kanji.

WS

SO Bn, e
— B3 (BN T L7 LE#zIcanZE L,

Figure 3.3 Furigana implementation for the experiment.

There are exceptions to the above translation strategy. Often, wordings of
idioms and common expressions are not completely shared amongst languages, or
may even be exclusive to the foreign language from the users’ native language.

In such cases, a direct translation may fail to confer the meaning of the id-
iom accurately, creating additional confusion for the understanding and learning
process of the viewer. Therefore, idioms should be considered a special item of
its own, and clearly shown to the viewer that the phrase in question is a foreign
language idiom or expression. Extra care should be taken by the tutor in order to
accurately explain the purpose of said idiom or expression, and the context that

it is used in*®.

4  Similar example: H % 8]1Z$T77-415, the nail that sticks out gets hammered down.
5 Dissimilar example: JHE% 5t E 415, to be read like an open book
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3.2.4 Materials Used

Since the scope of the paper resides mostly on the performance of the proposed
subtitling technique on beginner to intermediate learners, materials that will pro-
vide more learning opportunities for these users are preferred. In order to discern
whether the materials are useful for the experiment, a rough estimate can be given
by the choice of the type of the video. Intuitively, materials that are aimed for
younger people of the native speakers should indicate a tendency for suitability

for earlier learners of the foreign language.

Table 3.1 Vocabulary distribution for a children’s cartoon show
JLPT Level Count Common Common %

1 4 4 100.00%

2 11 11 100.00%

3 18 18 100.00%

4 27 27 100.00%

5} 60 60 100.00%
Unclassified 53 35 66.04%
Total 173 138 79.77%

The main element for consideration of the materials are the distribution of N5-
N1 vocabulary of the material. Since the vocabulary’s distribution of difficult
directly determines the amount of the material that will be of use to the learner,
the material should not be biased against the learner’s level. In the case of the ex-
periment, since the participants will mostly be at a beginner to intermediate level,
the material used should have the majority of vocabulary difficulty distribution
towards N5 to N3.

However, not all words are classified into the N5 to N1 system. In order to
determine the usefulness for unit of speeches that contain unclassified words, the
factor of commonality can be considered. Words that are considered common are
more useful to the learner in real world applications, and can be therefore seen as

more valuable for the learner to learn. To determine if a word is common or not,
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3. Methodology 3.2. Captioning Strategy

the experiment will use the EDRDG’s® Japanese dictionary project JMDict” in
order to determine the commonality of the project. Word entries in the JMDict
dictionary project are considered common if they are within the top 20% of the
search results within the dictionary. Further information regarding the method

for classification of words to JLPT levels can be found within Chapter 4.

3.2.5 Playback

While there is no standardized reading rate for creating subtitles, many stud-
ies have been done regarding how many characters a person can read at a given
time. The reading rates of adults and children are different, since adults have
less difficulty correlating the audio information with the orthographic informa-
tion of the media. For viewers reading L1 subtitles, studies by scholars such as
Karamitroglou (Karamitroglou 1997) indicate that the average reading speed of
adults are at 150-180 words per minute, while children could only read slower
at 90-120 words per minute. When reading subtitles and correlating information
with the media, the ability of learners that are less familiar with the language
are similar to that of young children. Additional time is required to take in and
decode the information of the orthographic text. As their ability improve, so does
that of their speed of reading (Minucci and Carnio 2010).

The 6 second rule seems to be the number most scholars agree upon as a target
to be set for standard subtitles aimed at adults (Karamitroglou 1997). The 6
second rule establishes that a subtitle of two lines long should allow for no shorter
than 6 seconds of reading time. Foreign language learners, however, are similar
to children in that they are still developing their reading skill, and will require
longer reading times. However, unlike the adult 6 second rule, no general rules for
children have been well established and agreed upon. A guide by Lorenzo indicates

a modified 8 second rule, while programs such as Screen Subtitling Systems Ltd.

6 The Electronic Dictionary Research and Development Group was established in 2000 within
the Faculty of Information Technology, Monash University.

7 The JMdict (Japanese-Multilingual Dictionary) project has at its aim the compilation of a
multilingual lexical database with Japanese as the pivot language. The project began in
1999 as an offshoot of the EDICT Japanese-English Electronic Dictionary project.
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or WIN2020 recommends 9 characters per second, a 50% reduction compared to
adults. By matching the subtitle rates, which are measured in characters per
second, to the reading rate of the learner, we can gauge the most suitable rate of
playback required for efficient learning. The study is mainly conducted with early
beginner to intermediate users, thus a slower playback rate is required to make
sure users are comfortable with reading the subtitles while also being to take in

visual feedback from the media.

3.3. Assessment

As individuals have their own learning modes and speeds, it is difficult to com-
pare the results of two separate groups of learners taking the control and the
experimental test separately. Thus, the approach of the paper is to determine
the effectiveness of the method by testing participants in different orders. Both

qualitative and quantitative approaches will be used.

Table 3.2 Method to test effectiveness
Batch 1 | Batch 2

First Half | Control Test
Second Half Test Control
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Chapter 4
Prototype

4.1. Trial Implementation

A trial test was performed including the elements that were included within the
last section in order to assess the real life efficiency of the combination of different
methods.

4.1.1 Video

Two shows in two different topics will be produced. The learner can then choose
between the topic that they are more interested in. The shows will be captioned
according to the principles as outlined in the previous chapter, and the transcript
of the subtitles will also be produced for analysis.

The length of the short videos will be aimed at two to four minutes, and there
will be minimal scripts and cues for the actors involved, with just enough to
facilitate discussion. The video will then be recorded and subtitled, and chosen
randomly as to create both the control and experimental videos.

As the objective of the research is to prove that commercial programs with the
proposed academic subtitles create a better learning environment, it is crucial
that the video emulates an authentic television show with no pretense of use in
education as much as possible.

The actors recruited should either be a native speaker in Japanese, or deemed
fluent and have the qualification to teach Japanese to ensure that if used as educa-
tion material, the aural information quality, such as the pronunciation, grammar,
and intonation are correct. The actors were told that the production of the video
is strictly for entertainment for learners of Japanese. The actors were requested to

speak in a clear manner for the show, and to avoid over-use of colloquial language.
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4. Prototype 4.1. Trial Implementation

although the use is not forbidden, nor encouraged to be ignored completely.

Colloquial language represents the way casual conversation occurs, and may
sometimes not follow standard language conventions. Although differing from
formal speech and writing, it may be just as valuable, if not more depending on
the medium, for the learner to understand the differences and nuances between
colloquial and written language.

The difficulty of the conversation is also an important factor to control. If the
topic of the speech is not controlled well, the topics may veer the conversation to
that of a complex one, which may be difficult for the audience of the scope of the
paper to understand. To avoid this situation, easier to understand themes and

topics are chosen for the video.

4.1.2 Pre-Test

A test is first prepared for candidate selection. The questions in the test will be
categorized from N5H-N1, based on the difficulty level of the grammatical item on
the JLPT test. Although the JLPT does not provide an explicit list of which
grammatical items belong to which level, there are many resources both online
and offline that can provide a good estimation for each item. The questionnaire is
created based on the free online resource grammar!provided by Jonathan Waller
and other offline textbook guides as reference resources in order to provide the
most accurate sampling of candidates. Since the research concerns only beginner
to intermediate level learners, only questions from N5-N3 are sampled and used
for creating the questionnaire.

The answers from the candidates are collected, and the answers are sorted by
level. N5 questions are evaluated first, then N4, and finally N3 to estimate the level
of the learner. The criteria for passing a level is the number of grammatical items
that the candidate is familiar with compared to all questions. If the candidate
is confident in more than 75% of the questions for that level, the candidate is
deemed to have passed the N5 level, and the next level N4 is evaluated. Should
the candidate fail to score a passing grade, the learner will then be allocated to
the level that the candidate failed to pass. Adaptations to the subtitle will be

1 http://www.tanos.co.uk/jlpt/skills/grammar/
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based on this level.

4.1.3 Type Categorization

Once the materials have been transcribed, we can then move onto creating the
trial experiment subtitles. To start, we can first look at the units of speech of the
subtitle script from the perspective of a learner in order to gain insight of how to
effectively design a system for learning. From the perspective of the learner, the

different units of the subtitle script can be separated into three distinct categories.

Table 4.1 Rules for categorization
Scenario Purpose
Type A: Units that are BELOW the
learners’ level
Type B: Units that are SIMILAR

to learners’ level

Reinforcement of learned knowledge.

Acquisition of new knowledge.

Provision of context for entire mate-

Type C': Units that are ABOVE the

rials. No knowledge acquisition re-
learners’ level

quired.

All units of speech, no matter its difficulty, should fall into either one of these
categories. Of course, the learner cannot be expected to create and categorize
their own subtitles. Therefore, there must be a set of created rules in order to
interpret all the units of phrases into the above created categories.

At its simplest form, a sentence is formed by individual vocabulary items given
context by the grammar. Therefore, we can crosscheck the sentence elements
with reputable sources in order to determine the difficulty of each element within
the unit of speeches, and can therefore determine which category the unit of
speech falls under. The method used in the paper measures difficulty through
The Japanese Language Proficiency Test?.

2 The Japanese Language Proficiency Test is a test offered by Japan Foundation and Japan
Educational Exchanges and Services, and is the largest-scale Japanese-language test in the
world. The test is divided into five levels, with N5 being the lowest, while N1 being the

highest one can achieve in the test.
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4. Prototype 4.1. Trial Implementation

Since the Japanese Language Proficiency Test is divided into N5 beginner to
N1 mastery of the Japanese language, the system can therefore be sub-divided
into five different levels for adapting to the progress of individual learners. By
crosschecking the vocabulary items with the Japanese Language Proficiency Test
vocabulary level and the grammatical items used with the Japanese Language
Proficiency Test level, we can roughly understand how to categorize each of these
unit phrases into the above mentioned categories. To clearly understand the

process of categorization, figure 4.1 is an excerpt of a transcription of a Japanese

cartoon.
N5 N4
Z Ol SEN.. T DEEEREN ..
Po LY BHER oY) BER
sl | 1o 07 L BT R TR AT
oI TS0 EFLTINTSADRAN BoFNFTOIEBLTINTEADRA~
BEPREHIPPAoTWER o Thha | BENEIMR-TVES FEhEoThha
S WMAIEE B AEE
EZITCDY EZfTdDT?
B2 5 5 BAEI 7255
& o~ Lo~ BH~ f
Ced JTTHLIN L+ HTTHhEDD
FYIEENTEEVINIT A PRIEENRTEBLVENIITC

e AT A7) LR ATTE IR B AT

S | & o ST O T R ARBECRATIEEL Y

Figure 4.1 The adaptability of the system for two different level of learners

The three different color highlights indicate the different categories of the unit
of speeches. Green denotes Type A, yellow denotes Type B orange denotes the
relevant vocabulary for the level of the learner, and red denotes Type C. The

strategies used for each of the three types of units can thus be discussed.

Table 4.2 Summary for strategy for captions
Purpose ‘ Strategy

Type A (Reinforcement) | L2 subtitles only
Type B (Acquisition) | L1 and L2 subtitles
Type C (Context) L1 subtitles only

2
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4. Prototype 4.1. Trial Implementation

Type A2 The purpose of Type A subtitles are to reinforce likely learned knowl-
edge from the learner. In order to achieve this, L1 subtitles that the learner
is well familiar with should be minimized or removed altogether. This will
encourage learners to try to make out speech using mostly aural information.
Leaving the L2 subtitles will provide necessary fallback as well as positive
reinforcement for the learner in order to increase their confidence in their

ability to process foreign aural speech patterns.

BEOLENE R T

Figure 4.2 Example of a way to display Type A2 units of speech

Type A1l Alternatively, the L1 and L2 subtitles can be removed altogether in
order to create an environment where the learner must rely solely on aural
and visual information in order to interpret the scene without the aid of
textual information. The purpose of such strategy is to remove the reliance
of subtitles without requiring extra aids such as encouragement from the
users. This strategy may be more useful compared to the above if the
knowledge of the learner is stages above the unit of speech in question. In
addition, the subtitles can be designed to hinder or obscure the textual
information without outright removal of the subtitles. This should provide
the learner opportunities to try to understand the script without removing
the option to fallback should the learner fail to grasp the aural information

of the media.

Type B Type B is the category that should challenge the user and build up the
users’ knowledge on vocabulary. Since the focus of learning is within Type

B unit of speeches, tasks at the end of the experiment should be designed
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4. Prototype 4.1. Trial Implementation

with the majority of the questions challenging the new knowledge learned
in this area. A method to challenge the aural perception ability of the
foreign language for the learner is to blank out the relevant vocabulary. A
translation aid can displayed alongside the blanked out word to encourage

learners to listen and identify the correct aural information.

Figure 4.3 Example of a way to display Type B units of speech

Type C Type C deals with units of speech with difficulty levels above what the
learner is required to learn at the current state, or requires other previous
knowledge in order for the learner to comprehend. As such, the function of
the units of speech of this level is mainly to act as a transition and bridge
other units of speech together in a manner which the learner is able to
understand the whole dialogue, or provide context for future conversations.
A direct translation is favored for Type C style unit of speeches in order to
relay the necessary information for the learner to continue with consumption

of media.

The tool used to add subtitles to the video is the free and open software Aegisubs®.
The experimental subtitles are made according to the above principles. The tran-
script of the video is used to create the experimental subtitle test materials. The
whole transcript is split into units of speech. All the vocabulary within these
units are analyzed and given a JLPT rating. The rating will then be used to rate
the units of speech on the JLPT N5 to N1 scale. (UnitofSpeechDif ficulty =

3 http://www.aegisub.org/
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Figure 4.4 Same dialogue as above, but in Type C format

f(MaxVocabDif f, CommonWord)) The rating is then compared to the level of
the material, which in the case of the experiment is N5 and N4, and categorized
according to the above listed types. From table 4.5, we can see that different
JLPT levels will have different tasks for most of the unit of speeches, and will

have different styles of subtitles displayed.

Text JLPT Level ns n4
(3 5 a2 al
AEITE 5 a2 al
AR, THMICEBNEIBSTIDE 4 b a2
EANEL R E TN 3c c
BlakIAfZE POV hED 5b a2
7N, T 5 a2 al
EEEA 4c b
BRE. P SENES 3c c
I3 5 a2 al
Tofcls®BUE I 5b a?
fsTdn | 5 a2 al
T 5 a2 al
A, BA . HHASIT TOEERO ETST 4c b
@~k agalal il 5 a2 al
B 3c b

Figure 4.5 Excerpt of rated subtitles for video A

4.1.4 Preparation Summary

Table 4.3 and 4.4 shows the amount of time each task takes to create the above
two videos

Another flaw with this method is the experimental subtitle creation process.
With two different difficulty levels in mind, the time that it takes to create the

appropriate subtitles increases linearly. With only 2 sets of experimental subtitles,
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Table 4.3 Time taken for each task for video A

Video A (150s)

‘ Time Taken

Scripting 0.5

Video Recording 0.5
Captioning 1

Analysis  Type Cat. 1.5
Furigana 0.5

Edit Subtitle N5 1.5
Subtitle N4 1.5

Table 4.4 Time taken for each task for video B

Video B (240s) Time Taken
Scripting 0.5
Video Recording 0.5
Captioning 2
Analysis  Type Cat. 3
Furigana 1
Edit Subtitle N5 2
Subtitle N4 2
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the time that is taken to prepare for the experiment when compared to just
captioning and creating the video is an approximate 250% and 233% difference
for Video A and Video B respectively. Should the whole range of N5 to N1 subtitles
be created, it would take an even higher amount of time to create, reducing the

efficiency of creating the subtitles massively.

4.1.5 Trial Experiment

The playback device chosen for the test is the free and open-source software, VLC
media player*. The media player supports functions such as media playback speed
modifier, subtitle tracks, and plug-in support that would aid in the playback of
the video the participants.

Since the tool allows for a variable rate of playback, such function can be used to
allow for more adaptability to the needs of the individual. Beginner learners who
have trouble with the rate of speech for a certain program may choose to reduce
the speed of playback for separate videos or even difficult sections if it is necessary.
While such function is also available to use for normal commercial captioned me-
dia, it alleviates much more pressure for the increased amount of information that
the academic subtitles this paper proposes provide to the learners. In addition,
the participant can also stop at anytime, and stop points should be created within
the video in order to allow for replaying scenes should the participant require it.

The materials will be divided into two parts of equal length, with one part being
subtitled in the conventional manner, and the other with the method described
in this chapter. The participants are first requested to finish a test to assess their
JLPT level. Since the trial focuses on beginner to intermediate level learners,
should the participants exceed JLPT level 4, the test will terminate. For the
other participants, they will then be divided into two groups. For the first group,
the participants will first be shown the control video. Afterwards, they will be
shown the video with the trial experimental subtitles. The other group will also
perform the same tasks, but in reverse order. For both videos, the participants
will be asked to learn vocabulary through the video as much as possible. The

participant can ask the instructor any questions they have about the language

4 https://www.videolan.org/vlc/index.html
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problems regarding the video dialogue. After each video, they will be asked to
complete a questionnaire to assess the experiment. The videos will be initially set
to 80% playback speed, and the user can freely change the speed of playback to
their liking.

Table 4.5 Trial experiment process for the two batch of participants
Batch 1 Batch 2

Experimental Video Control Video

Questionnaire

Control Video Experimental Video

Questionnaire

4.1.6 Trial Results

Participants often showed vocabulary knowledge that is different from their gram-
matical knowledge. Since the pre-test assessment using tests the participants’
grammatical knowledge, and then assumes their vocabulary knowledge to be on
a similar level, it is not uncommon for participants to find the subtitle content
and the way it is presented to be either too easy or too hard. The method used
in the trial experiment to assess the vocabulary ability of the participant may be
too random and inaccurate.

Since the subtitles are constantly cycling through different types, participants
also noted that this constant change of subtitle display method creates confusion
on what they were supposed to do. Rather than improve focus on learning, the
participants easily lost focus and interest on learning through the subtitles, and
spent more energy on deciding what the subtitles were supposed to mean.

Overall, the trial results were disappointing. Participants did not show signs of
learning more than the control test in the experiment. Questionnaires completed
by the participants also show that participants did not seem too interested in
learning using the trial experiment subtitles over conventional subtitles.

With the lessons learned from the trial in mind, the next section describes a
more streamlined design for the subtitles can be created from the feedback and

the results of the trial experiment.
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4.2. Prototype

The idea of the new model is to use more mathematical models in order to increase
the automation of the process of determining the difficulty and reduce the amount
of guesswork required from instructors. In addition, explicit tasks are created
using the data from the model in order to better focus the student and improve
upon the use of the subtitles as a learning tool.

In this new model, the focus will be to create a new difficulty system decoupled
from the JLPT test scores. Each individual is given a score level, and depending
on if the user is able to complete tasks that are similar to his own level, the score
changes to better reflect their ability. The score is ever changing as the individual
completes more tasks. Thus, the most important factor is to create a specific
model that assesses the difficulty of each unit of speech used in subtitled videos.

The ability of the learner to understand the dialogue spoken in the video can

be classified into two categories: Listening, and vocabulary knowledge.
UnitofSpeechDif ficulty = f(Listening, V ocabulary)

We can then design the system around calculating the values necessary for these
two factors in order to create a system to find the difficulty value of each unit of
speech. The difficulty value can then be used to create environments that will aid

in improving the language skill of the learner.

4.2.1 Listening

For listening, the difficulty of processing aural and subtitle information mainly
comes from the speed of the unit as well as its length. These factors can be
measured in terms of characters per second ®, as well as the unit of speech length

respectively.

ListeningDif ficulty = f(CPSS, CharT)

5 Refer to Chapter 2 for more information on research for characters per second
6 Characters per second

7 Character length of unit of speech
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Character length is simply the number of characters displayed onscreen for each
unit of speech. C'PS can be found by dividing the character length of the subtitle
by the time that the subtitle is displayed.

Character Length
SubtitleTime(s)

Using this method, each unit of speech will have their own C'PS and Char

CPS =

variables, which can be later used to determine the difficulty of the listening

portion for each unit of speech.

Time Start(s) Time End(s) [EESIISIEEE+  Lines

24.71 26.50 334 600 10 HaSEERT

28.03 3113 387 12.00 12 IEWICHREBRICEVEL.

33 34.95 497 19.00 13 110RFOFEL EIFECRLTED.

48.58 53.24 429 2000 18  FHEQBICHREOHNICEATELRDTT

53.24 57.64 500 2200 19  #EFNichy T AR TE RN AR

5764 62.50 41 2000 20 FEALPFEETICERTHEISETT.

63.31 66.55 555 18.00 21  PC T TUJ-2&hicAiEl

66.55 72.74 436 27.00 22  BARERSEEHELLIOF IO PEHI o LOREREEL
72.74 77.55 479 2300 23 —EFEINITEIL 2T LS CVELT.

Figure 4.6 Excerpt of unit of speeches and its C'P.S and C'har variables

4.2.2 Vocabulary

A unit of speech may consist of many vocabulary items. To understand the
difficulty of the whole unit of speech, we can first break down the unit of speech
into individual vocabulary. Then, for each vocabulary, the difficulty rating for can
be calculated by Dif ficulty = 6 — JLPT Level. (The difficulty rating will range
from 1-5, with 5 being the hardest.)

B RELWEETSAELI.

vocab JLPT Level Difficulty Rating (6 - JLPT Rating) Occurance Final Rating
rERR 5 1 1 5
i 1 5 Max Rating

52% 3 3 5

Figure 4.7 Hardest vocabulary class determines the difficulty rating

Once we have a list of vocabulary for each unit of speech, we can then choose

the most difficult vocabulary as the most significant component that will affect
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the difficulty of the unit of speech. The difficulty rating can then be determined
by:

MaxRating = Max(Dif ficultyRating)

In addition, the difficulty level should also be influenced by the number of most
difficult vocabulary, such that units of speech that contain more difficult words
will be rated higher than those with less.

12 FERICHHICE D £ L.

vocab JLPT Level Difficulty Rating (6 - JLPT Rating) Occurance Final Rating
FER 3 3 2 3.1
Fis a a Max Rating

52 4 2 3

Figure 4.8 Two occurrences of the highest rated vocabulary in a unit of speech

With two occurrences of the highest rated vocabulary, the difficulty of the unit
of phrases should increase. For this experiment, a linear scaling function is used.

The final rating for vocabulary for each unit of speech is determined by:
VocabularyRating = MaxRating + (Occurence — 1) - Min(OccW, OccW M ax)

Where OccWW represents the weight of the occurence. For the experiment and the
above example, the weight is set to 0.1, with a OccW Max maximum weight of
0.9. The final vocabulary rating is used to compare to other phrases in order to

determine how difficult a unit of speech is.

Time Start(s)  Time End(s) Vocab # Lines

18.72 21.90 38 AEGEEESR L L
21.90 2471 39 F=LDPOEOFIDETD
2471 26.50 10 ELDPFERIT

26.50 28.03 " F—=—TEMEIC

28.03 3113 3112 ERICIEHICREYE L,

Figure 4.9 Excerpt of unit of speeches and its Vocab variables

4.2.3 Final Difficulty

Although we have a method to derive C'PS, Char and Vocab from unit of

speeches, more work is required in order to transform these variables such that
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they are comparable to each other in order to create further optimization and
some degree of adaptability to the needs and ability of individuals.

The method used in the experiment is to first normalize the above variables,
since they are measuring different types of units. The variables C'PS, Char and
Vocab of each unit of speeches are first subtracted by the minimum of a sample of
unit of speeches. The values are not used with a minimum of 0 as subtitles must
contain at least some characters and thus must have some minimum value CPS
abd C'har above 0. In the case of the experiment, the video used in the experiment
is used as the sample. With the updated variables, they are then normalized by
linearly scaling the resulting values to a range of 0 to 1, with 0 being the lowest
difficulty and 1 being the highest. The resulting variables CPSD, CharD and

VocabD represents the normalized values for the above difficulty variables.

Vocab Vocab-\ VocabD

3 2 05| 534 377060 17.00 1100 028
3 05 300 143/023 600 000
| 075 330 173028 1000 400 010
3 05 429 272044 2000 1400 036
3 05 343 055 2200 1600 041

254 041 2000 14.00 0.36
3.98 0.64 18.00 12.00 0.3
279045 27000 21.00 0.54
3.22 0.52 23.00 17.00 0.44
5.98 39.00

3.60 0.58 26.00 0.6V
476|076 26.000 20.00 0.51
343 055 2500 19.00 0.49

LTS I S o ot S SR o B A R - R L R L

Figure 4.10 Normalized variables CPSD, CharD and VocabD.

We can then use the above normalized parameters to then find the final difficulty
level of the units of speech within the video. A simple method to determine the

difficulty level is through finding the average of the three variables.

CPSD + CharD + VocabD
3
A linear scaling method can then be used to calculate the final difficulty level.

FinalDif ficultyUnoptimized =
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Table 4.6 Variance-covariance matrix of the three variables
p Vocab CPS  Char

Vocab 1
CPS -0.0758 1
Char 0.2027 0.7689 1

However, if we check the correlation between C'PS and Char, in which the
variables CPSD and CharD are derived from, it can be seen that these two
factors are highly dependant. Although there may be a combination of reasons,
such as the combination of longer phrases are often spoken faster, and consistent
pause time between phrases, using an average of the three variables would mean
that difficulty level will be biased towards the listening difficulty of the units of
speech. As such, additional weights C PSW, CharW and VocabWW can be added
in order to control and optimize the difficulty level. The coefficients from the

weights are calculated through the below formula:

VariableW eight
CPSW + CharW + VocabWW
Such that the sum of the coefficients will be equal to 1, such that the final
difficulty rating will be in the range of [0,1]

Coef =

CPSCoef 4+ CharCoef + VocabCoef =1

Thus, we can finally derive the final difficulty for every units of speech by scaling

each factor by its corresponding coefficients.

FinalDif ficulty =
CPSD -CPSWCoef + CharD - CharW Coef + VocabD - VocabWW Coe f

4.2.4 Tasks

The use of the resulting difficulty levels can be used to prepare appropriate tasks
for learners to used. Since difficulty level for a unit of speech have the range of

[0,1], the level of difficulty can be split into equal parts to provide the learner more
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Table 4.7 Coefficients used in this experiment
Coefficient

VocabW Coe f 0.4118
CPSWCoef 0.4118
CharW Coef 0.1765

-# Lines

0.30 16 FAED EHAN

044 17  EIFREDRZLAFHIC

045 18  FROHICHEDMNITHEATHERDTT

050 19 FEENID T FaE CERITEN BERN T

064 20 FARFEITICERTLEIGETT.

0.52 21 PC T2 ) =2 SN TR

069 22  EARERGEHELLIO+ IO TFEHT &b LOIS5ER 4L

050 23  —BRI3&EIINICAL T 27 LRSI S E L s

098 24 TOEIAAT g EAY ST SOEE 2l — W) —2EN T L.

Figure 4.11 Excerpt of lines 16 - 24 and their final difficulty levels

optimized exercises. For the experiment, three different tasks have been designed

to make use of the aural and orthographic simulation of captioned videos.

Fill-in-the-blank Exercise The exercise requires students to listen to missing
vocabulary that is removed from the subtitles. They are to fill in the subti-

tles, and once corrected, try to speak the words correctly three times.

Example:

fEXhsEFco___ o

Complete the sentence

Repeat the missing vocabulary three times.

Transcription Exercise A more difficult version of the above exercise. The
student is required to fill in the entire unit of speech, or units of speech.

They are also required to correctly translate the sentence afterwards.

Transcribe the sentence.
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Speaking Exercise The exercise focuses on the speaking aspect of the sentence.
The sentence is written on the paper, and the student is required to speak
aloud the sentence correctly. Special emphasis is placed on the intonation

of the learner’s speech.

Example:
FTNETHERIL -
Translate the sentence.

Repeat the above sentence three times.

The questions will be embedded within the video through the use of the subti-
tling software. Questions will be colored in red, and instructions will be written
on the task sheet that is given to the learner. The level of the task sheet and the
questions will change depending on the difficulty level chosen. Once the learner
notices the red subtitles on the screen, they can be made aware that there they

must finish a task before continuing.

Figure 4.12 Example of red text indicating a task to complete

4.2.5 Preparation Summary

Table 4.8 summarizes the process of preparing for the method in general, as well
as the amount of time used to create the subtitles used for the test. The video for
the test is 2 minutes and 30 seconds long. The video creation process is shared
amongst both the experimental and control set-up, while the analysis and caption

editing portion is exclusive to the experimental method. Overall, the method
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requires an approximately 66.7% extra time taken over traditional same language
subtitles.

Table 4.8 Time taken for each task

Time Taken(s)

Scripting 1.5

Video Recording 0.5
Captioning 1
CPSD 0
Analysis ~ VocabD 1
CharsD 0

Caption  Furigana 0.5

edit Tasks 0.5

For the experiment, the vocabulary difficulty rating process requires each indi-
vidual vocabulary from each unit of speech to be checked manually by hand. A
process can be introduced such that vocabulary items can be processed through
computers in order to automatically find the parameters required to find the diffi-
culty level. The large number of homonyms, conjugations and no clear delimiters
may cause the identification for each individual vocabulary for the Japanese lan-

guage to be difficult and prone to error.

4.2.6 Experiment

For the experiment, the difficulty is split into 10 levels. Then, two levels of
exercises, level 4 and level 7, have been chosen. As such, the targets for the units
of speech will be around those level®.

In a similar manner to the first experiment, participants will be split into two
groups without their knowledge. The first group will perform the control test first,
then the experimental test second. The second will have this procedure switched.
The control video will be videos reused from the first experiment.

The participant will be given the instructions before the video begins. During

8 See Appendix for more information on the actual exercise used
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Final #
0.47890 3
0.37832 &
0.52893 10
0.50472 15
0.30006. 16
0.34603 35
0.45816 39
0.35499 41

Final #

0.67088 1

0.71072 1
0.59070 12
0.74199 14
0.69106 22
0.76703 25
0.72971 28

Lines
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Figure 4.13 Level 4 units of speech chosen for tasks
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Figure 4.14 Level 7 units of speech chosen for tasks
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the video, the participant may pause the video at any time, rewind the video, and
ask any questions that they might have regarding any language knowledge within
the subtitles text. For the control test, the student is asked to learn from their
video in their own way as much as possible, as if they are watching a commercial
video with subtitles. For the experimental set-up, the student is ask to answer all
the questions that was prepared using the materials as illustrated in either figures
4.13 or 4.14. They are allowed to choose the level of the test at the beginning,
and are given the appropriate task sheet?. The participants are allowed once to
restart the test if they feel the questions are too overwhelming for their current
ability.

At the end of each video, they are asked five questions based on the content
of the video, testing their newly acquired vocabulary knowledge. They will also
be asked on what they thought about the learning method through a small series
of questions. For the experimental set-up, both questions focused on vocabulary
from the task and outside the task was asked, and the correctness of their answer
was recorded. During the whole process, the participant and the control of the

playback device are video recorded to allow for further observation and analysis.

Table 4.9 Test process for the two batch of participants
Batch 1 Batch 2

Control Video Experimental Video

Vocab Test and Questionnaire

Experimental Video Control Video

Vocab Test and Questionnaire

4.3. Cognitive Load Analysis

While the above mentioned parameters Char, CPS, and Vocab are useful in
determining the difficulty of the each units of speech, it is only a part of the

equation for the system created. On the side of the user, it is important to

9 Refer to the appendices section for the contents of both level 4 and level 7 task sheets.
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find ways to adapt the difficulty setting to the individual such that the most
appropriate units of speech can be used alongside the method as explained in
the above experiment. One possibility to determine the appropriateness of the
current set difficulty level, and thus the units of speech used for the exercises, is
to investigate the effects of the cognitive load of the user for different levels of

difficulty as mentioned in the above section.

4.3.1 Objective

The cognitive load of a user watching subtitles can be shown by their eye move-
ments on the displayed subtitles. Intuitively, an overly difficult subtitle for the
user will results in a cognitive load that may cause a loss in focus of the reading of
the subtitle in question. On the other hand, easy subtitles may not provide a high
enough cognitive load for the user to provide an engaging learning experience. As
such, cognitive load may be a useful indicator in determining if the appropriate
subtitles are being used as tasks, and if such is not the case, the appropriate ac-
tions can be taken to change the behaviour of the model in order to attain more

accurate results.

4.3.2 Experiment Format

An experiment was designed in order to investigate if the difficulty levels of the
units of speech determined by the system have a correlation between the cognitive
load of the user. An entirely new batch of participants will be requested to watch
the videos that were used in the experiment section.

The participants will first be asked to watch the L2 subtitled video, while hold-
ing a pen to point at where their eye movement are during the whole process. The
participants will be graded according to their ability to follow the subtitles accu-
rately throughout the test. The participants are not told the true purpose of the
task, and are asked to answer simple questions pertaining to the video after they
finished watching. Unlike the above experiment, the user will not be allowed to
replay previously watched sections, and are only able to pause the video between
each subtitle. During the entire process, including the pointing movement of the

participant, will be recorded for analyzed for the results of the experiment.
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For analysis, the units of speech used in the above section will be split into 3
categories: Fasy, normal and hard. The categories will be filled until the number
of lines are equal for each category. Starting from the easiest, lines that have the
lowest FinalDif ficulty rating will be included in the easy category. Similarly,
starting from the lines that were not included in the easy difficulty category, the
next easiest lines are grouped into the normal category, and then finally for the
hard category.

Each time a participant incorrectly follows a displayed subtitle, that subtitle
will be determined incorrect, and thus indicates an overly high cognitive load for
the participants. The ratio of incorrect answers to total number of lines indicate

that the difficulty setting may be ill-suited for the participants.

4.3.3 Results

A total of 13 people participated in the experiment. The percentage of incorrect
answers for each category for each person was averaged out and the following was

the result of the experiment.

Table 4.10 Ratio of incorrect readings over three categories
Difficulty Incorrect Ratio

Easy 33.8
Normal 46.3
Hard 70.6

Overall, there seems to be a trend that indicates are user’s level of understanding
may be correlated to the difficulty of the subtitle that the individual perceives.
However, using eye-tracking may not be a comprehensive enough test to determine
a person’s cognitively load during the test. As the format is in a video, it is
different from purely read materials in which the participants may have different
approaches to absorbing the visual information from the subtitles. A user does
not need to read the text information according to the exact moment of the audio
information, and there is no evidence to suggest that doing so would have any
benefit over methods that do not do so. Users may not focus on the subtitles if

they are confident in understanding the material, or users may quickly skim over
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the text information before using their ears to absorb the aural information. It is
difficult to guarantee that eye movement away from the subtitles are an absolute
sign of cognitive load.

Nevertheless, since there is still a trend, rather than using the above information
as a direct determinant for adapting the user level, it can be used as a sign to
further pursue the question from the user if they have difficulty with the subtitles,
and if so, the appropriate changes can be made to the system. The possible

changes are to be further discussed in the discussion section of Chapter 5.
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Chapter 5
Results and Discussion

5.1. Results

A total of 14 tests were conducted. The 14 participants were groups into 2 batches.
The group that was shown the control experiment video first will be referred to as
Batch A, while the other group that was shown the experimental video first will
be referred to as Batch B. For the qualitative tests, questions were asked based on
what the subjective opinions on the tests. In total, 6 questions were asked during
the entire test, with Batch A participants and Batch B participants being handed

different set of questions due to a different process.

5.1.1 Questionnaire Part 1

For the first part of the questionnaire, 3 questions were asked based on: How
much they enjoyed using the method to learn, how easy it was to learn, and how
much they thought they had learned using the subtitles.

The below charts illustrate the results. The questions in the chart were modified
such that it will be easier for the reader to understand the chart. Whether the
subtitles belonged to either control and experimental set-up were not disclosed to
the participants during the test process.

Figure 5.1 shows the result when participants were asked about how they
thought about learning though subtitles. The general sentiment of using sub-
titles as a learning tool is positive. Over 75% of the participants thought that
the subtitles were at least a good alternative as a teaching method compared to
traditional textbook methods.

The ease of use data from participants were also asked, and the results are

displayed on figure 5.2. In general, the response for the ease of use for subtitles
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Batch A: Was learning through these tasks(control) enjoyable? Batch B: Was learning through these tasks(experimental)
enjoyable?

Most enjoyable

14.3%

Most enjoyable Ineffective

Ineffective

Good alternative

Good alternative

Figure 5.1 Enjoyment of participants for using subtitles

Batch A: Was learning through these tasks(control) easy Batch B: Was learning through these tasks(experimental) easy

Disappointing

Easy and natural
Frustrating

Disappointing

simple
16.7%

Easy and natural Simple
33 3% 28.6%

Figure 5.2 Ease of use of subtitles for learning purpose

for learning was neutral. With only a little over 50% of the people having positive
feelings about the use of ease of use of subtitles, it seems the effort for learning

across both subtitles and traditional teaching methods are similar.

5.1.2 Questionnaire Part 2

The next section of the questionnaire was asked when the participants had finished
the second video. This part of the questionnaire also had 3 questions, with 2
focusing on what they felt about the second video relative to the first one. The
comparison data is useful in confirming whether the new experimental set-up is
successful in the eyes of the participants.

Batch A learners switching from the control video to the experimental video
responded positively across the board. With no negative feeling towards the

new method, it would seem that the experimental set-up has a positive effect on
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Batch A: After control subtitles, how did you feel about
experimental subtitles

Mo difference

16.7%

More enjoyable
83.3%

Figure 5.3 Batch A learners on the feeling of switching to experimental setup

encouraging and motivating people to learn on this platform.
Again, the questions have been modified in the paper in order to allow for the

ease of understanding.

Batch B: After experimental subtitles, how did you feel about
control subtitles

Much more annoying
14.3%

More enjoyable
28.6%

Mo difference

More annoying

Figure 5.4 Batch B learners on the feeling of switching to control setup

Batch B learners switching from the experimental video to control video gener-
ally have negative experiences. Only a little over 25% of the participants agreed
that they find the control subtitles more enjoyable, and that over 50% over the

people agree they would prefer the experimental setup over the conventional sub-
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titles.
Batch A: After control subtitles, how much easier do you think Batch B: After experimental subtitles, how much easier do you
the experimental subtitles are think the control subtitles are

Disappointing

Easy and natural
Frustrating 28.6%

Disappointing

simple

Easy and natural Simple
33.3% 28.6%

Figure 5.5 Fase of use comparison for the second set-up for both batches

To reinforce the sentiment mentioned in figure 5.2, the data in figure 5.5 shows
that for the second video, there is no consensus on whether the control subtitles
or the experimental subtitles were easier to use. Opinions on the ease of use of
the two different subtitles are split among users.

The amount that the student felt that they had learned were also recorded
through the question of "How much did you think you learned through these
subtitles?”, with an answer range between 0 to 8. Both batches were asked this
question twice, once after each test. The follow data is the result of the combina-
tion of the following procedure: For batch A, the first score is subtracted by the
second score. For batch B, the second score is subtract by the first score. The
distribution of figure 5.6 shows the sentiment of using the experimental subtitles
over conventional L2 subtitles, with a positive score meaning that the participant
thought that experimental subtitles are relatively more useful for learning new

vocabulary, and a negative score being the opposite.

Table 5.1 Additional data on the subjective learning score distribution
Mean ;o St.Dev. oy

0.928571  0.828742

According to the the distribution and the derive data on table 5.1, and assum-

ing normal distribution of scores, a random person would have 86.87% chance!

0-0.928571 __ —1.12046

1 z-score at sentiment = 0 is 0825743
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Sentiment for the experimental subtitles

Frequency

o = M W oo

Score

Figure 5.6 Distribution of the difference between learning

of considering the experimental subtitles to be more useful in learning when com-
pared to conventional L2 subtitle models.

5.1.3 Test Scores

After each test, the participants were quizzed on the knowledge that was presented
to them through the videos. Table 5.7 shows the distribution of the scores after
the experimental test compared to the control test. A higher score means a better

performance from the experimental test.

Scoring difference betweeen control and experimental
(experimental - control)

4

Figure 5.7 Distribution of the difference between scores for experimental and

control
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Assuming the distribution to be normally distributed, a random student taking
the experimental subtitles will have a 82.86% chance? of scoring higher compared

to the normal test.

Table 5.2 Additional data on the test score distribution
Mean i St.Dev. oy

1.461538  1.540658

5.1.4 Conclusion

Generally, the experimental subtitles were well received compared to the conven-
tional L2 subtitles, and there were notable improvements of the performance of
the subtitles from the participants. The improvements were not at the cost of
ease of use, compared to the trial experiment. Overall, many aspects, including
autonomy, were build upon and improved from the trial experiment. The follow
section will continue to showcase the flexibility of the model beyond what the

learner can see.

5.2. Discussion

5.2.1 Sample Accuracy

With the experiment, the sample size in determining the difficult is 44 lines. Since
the final difficulty level® are relative to combination the components of the system
CPSD, CharsD, and VocabD, a larger sample size will allow the system to
become more accurate. If multiple videos and their subtitles use the system, the
difficulty level across the units of speech within these videos will be graded more
consistently for the model. For the users, it would not be necessary to calculate

their own language rating again, allowing more accurate results across videos.

e 0-1.461538
2 z-score at score = 0 is “T 5222 = 0.948645

3 Refer to Chapter 4 for more information for the formulas for calculating the final difficulty

level.
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5.2.2 Self-Correcting User Rating

While the experiments conducted currently only provides two level, Level 4 and
Level 7, to participants, each individual can be given their own score through the
model. An initial input of the score can be based on their JLPT level, but the a
model can be designed such that system can automatically tune the individual’s
score towards the true user score relatively to the system.

A user that is rated and consistently doing well for all the tasks can have their
rating increased until they are at a level that the tasks become appropriate for
the user. The model can change the individual rating based on the accuracy
of your answer. If a learner successfully completes tasks that are higher rated
than users, they are then promoted to a higher ranking, and the system assigns
harder tasks for the user. Should a learner fail tasks that are rated lower than
their individual rating, their rating can then be tuned back down to provide tasks
involving simpler units of speech.

A simple model to change to difficulty would be to find the sum of the user
rating and the difficulty rating of the unit of speech, and divide by two to get
the new score. If the user rating is lower than the unit of speech, and the user
answers correctly, their score gets increased. If the user rating is higher than that

of the unit of speech, but the user answers incorrectly, their score gets reduced.
UserRatingNew = U, User RatingCurrent = Uy, UnitofSpeechDif ficulty = D

U=%L [, > D UserCorrect =0

AveragedScore
U=Y%L 1, < D UserCorrect =1

However, since the rating system cannot be 100% accurate. A large increase
or decrease due to an inaccurate result may cause the system to fluctuate such
that the rated user score will become further away from the true user score. To
mitigate large increases, we can apply the follow systems to the equation such

that dramatic changes in numbers can be reduced.

ArbitraryWeight = all, 00)
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U=2«htl 7~ D UserCorrect =0

LinearScaling at1
a-Up+D
U=+ Uy < D,UserCorrect =1
Or
(U:W Uy>D,Uy— D < 1,UserCorrect =0
) U=Uy—\VUy—D Uy>D,Uy—D > 1,UserCorrect =0
LogScaling

U:% Uy < D,D—Uy<1,UserCorrect =1
U=Us+vd—Uy Uy<D,D—Uy>1,UserCorrect =1

5.2.3 Adaptability

One phenomenon observed during the test was that students already possessing
abundant knowledge of kanji characters did very well during tasks involving read-
ing the subtitles, but had trouble with the listening tasks. These types of learners
are able to handle sections where aural and orthographic information were pre-
sented to them together (such as that of L2 subtitles). But when presented with
tasks that challenged their aural reception, these learners spent more time on
figuring out vocabulary and phrases that were not present in the subtitles, and
often could not correctly complete the tasks. For these students, the system can
be adapted such that there is more focus on listening tasks.

For tasks, priority could be given to create exercises that challenges the users lis-
tening ability. Once the system initially picks the appropriate difficulty subtitles,
another pass could be done to specifically filter in subtitles with a higher C'PS
and Char, while eliminating those units of speech with difficulty rating highly
influenced by Vocab*. For the choice of unit of speech, in addition to the condi-
tion that Individual Level4+a > Unitof SpeechDif ficulty > Individual Level —a
(where a is the range of acceptable units from the individual level) for a unit of

speech to be chosen, we can also add the following condition:

CPS -CPSCoef + Chars - CharsCoef — Vocab - VocabCoef > b[—1, 1]

4 ListeningDif ficulty = f(CPS, Char).RefertoChapterd formorein formation.
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Where the variable b is the discrepancy of the level of listening and vocabulary
skills. The larger the variable b is, the harder the listening tasks will be chosen. A
negative number would mean that units with tougher vocabulary will be chosen
instead.

Another approach is to modify the weights directly, thus affecting the whole
difficulty of scoring system. By increasing the weights of CPSW and CharsW,
the whole difficulty choice will be become biased towards selecting tasks with
higher CPS and Chars. However, since the individual’s level remains constant,
by using this method, an individual’s level may be changed relative to the system,
and may need be re-calibrated again through usage of the system in order to
acquire the true score for the individual. An extreme change in the weight may
initially provide tasks that are unsuitable for the user.

Since manual changes involve the decision making of the user or a supervisor,
which may be biased or contain error, a self-correcting model can also be imple-
mented for the weights. Similar to the above self-correcting system for the user
level, a model can be implemented such that small changes can be applied to the
weights in order to change the behaviour of the selection of units of speech as
exercises such that the user score can remain relevant while slowing correcting
the behaviour of the selection process to the most appropriate level. Overall, the
steps to implementing such model would be to first have a method to identify if
the user has failed either listening or vocabulary tasks, then have a method to
adjust the weights, and repeat the process until a balance of difficult listening and
vocabulary tasks to the user can be chosen by the system.

For the identification process, every time a student fails an exercise, the dif-
ficulty composition of the unit of speech can be compared in order to find the
difficulty of the unit of speech. Similar to the above equation, the difference be-
tween the derived difficulty levels of C'PS + Char and Vocab can then be used to
adjust the weights.

ListeningBias = CPS - CPSCoef + Chars - CharsCoef — Vocab - VocabCoe f

A positive value for ListeningBias indicates that the task the student incor-
rectly answered have a high difficulty towards listening elements. A slight ad-

justment to the weights can then be performed in other to increase the difficulty
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number generated by the C'PS and Char values of a unit of speech such that
the system will perceive listening elements as more difficult for the user, and thus
choose easier listening tasks for the user to complete. A small increment to the
weights CPSCoef and CharCoef and decrement to the weight VocabCoef can
be done to achieve such the above effect. The opposite is be true if the value for
ListeningBias is negative. We can also make use of the value of ListeningBias

and an arbitrary weight b in order to adjust the weights in small values.

ArbitraryWeight = b

(

CPSCoef =CPSCoefy+b- ListeningBias
ListeningBias > 0 § CharCoef = CharCoefy + b ListeningBias
\VocabC’oef = CPSCoefy—b- ListeningBias

CPSCoef =CPSCoefy—b- ListeningBias
ListeningBias < 0§ CharCoef = CharCoefy — b - ListeningBias
VocabCoef = CPSCoefy+ b - ListeningBias
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Chapter 6

Conclusion

6.1. Summary

Learning through subtitles can be improved from conventional methods. Through
thorough investigation and analysis of conventional subtitling techniques, and
innovating with newer perspectives and implementation of new techniques, the
model created in the paper provides an alternative to both conventional learning
methods as well as L2 subtitles teaching methods that implements the research
objectives as stated within the introduction chapter.

When correctly implemented and used, the model described within the paper
allows for useful and appropriate learning material to be extracted within any
type of media, and can be adapted and changed according to the needs of the
individuals. Learners no longer need to worry about using appropriate material,
and can instead focus on the learning through the material itself. Educators also
do not need to worry about taking too much time to create materials from the
video source, as the model allows for automatic identification of which materi-
als can be used for good educational effect. From both perspectives, the model
described within this paper creates a good alternative with many benefits at a
relatively low cost in time and effort.

The method also seems to leave a similar impression for people that have tested
both conventional subtitling techniques and the method described within this
paper. For learners that prefer a more dynamic environment, the method may
pique the interests of these learners without some of the downsides of conventional
L2 subtitling methods, with the possibility of also improving learning efficiency

over conventional methods if used correctly.

93



6. Conclusion 6.2. Future Works

6.2. Future Works

Since learning language is a complex matter involving many different factors, the
scope of the paper is only limited and focused on building a model for automation
and adaptiveness to individuals. For the Japanese specific traits, factors such as
kanji characters and grammar can also be considered to create a more accurate
rating system. For all languages, the feasibility of implementing a similar system
can also be considered, in addition to all the other traits of languages.

For adapting to the individual needs, the system could be tested long term on
different individuals as a qualitative test in order to work out the most appro-
priate method of changing the different factors that rate the system, as well as
implementing a global and shared database of different words in order to rank
vocabulary levels that are specific to the system, rather than being dependent on
human rating through JLPT materials and references as detailed by the method in
the this paper. Creating a global database of different lines for different videos can
help with accurate pinpoint the real difficulty of different units of speech through

using the collective data to adjust individual subtitles.
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Appendices

A. Transcripts for the Videos Used in the Exper-

iments

START  END TEXT
11.83 15.12 ZAIZHIE, AL WWET
15.12 18.54 ZAIZHIX, BE& VWWET
19.12  21.83 A XA, RIFIXGFETIN?
21.83 23.77 [ATIXFETT &

23.77 26.09 ECAREIZAIZITPNETH?
26.34 28.43 Fukld kBT o 72

28.10 29.56 JbiEE?

28.82 30.21 W frE¥FEL

30.21  31.23 WWTIHh

31.23 32.25 \WWT3d4h

32.25 33.45 JR\WKHHIZ

33.45 34.51 JR\VKHE

34.58 35.65 \WWT3h

35.65 39.33 WL MBVWEIALM\NS>THETITN?
39.03 40.76 (HMEIZIFETT A

40.76 40.83 ARYZTI

40.83  44.24 D hAeoo BAMD

44 .24 46.94 EolFWULU»BRWTIH» LT,
46.94 49.14 BHAZTOLHARDEUDL 7R
49.14 49.88 H~HEMIT

49.88 53.59 AL S, WAl
53.59 55.95 Y —H¥—rh

55.95 57.20 Y —H—>thia

57.20 57.92 lFW
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A. Transcripts for the Videos Used in the Experiments
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A. Transcripts for the Videos Used in the Experiments
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167.00 161.48 T YXILJI NLDESBEADL DAL L
161.48 165.30 ZHH T,

Table A.1 Subtitles Statistics
Time VocabLevel CPS CharacterTotal

Mean  2.96 1.96 3.42 11.25
StDev  0.45 0.45 1.98 6.47
Var 0.21 0.21 3.94 41.89

B. Task Sheet Example

Name:

Level 4 Task Sheet

Read the instructions carefully before watching the video. A video of 3 minute length w

Q1. Fill in the blanks.
EiEnhsEco_______ B ___

Complete the sentence

Repeat the missing vocabulary three times.

Q2. Speaking Practice
REREEZG5ZF L7,
Translate the sentence.

Repeat the above sentence three times.

Q3. Transcription Practice

Transcribe the sentence.

Q4.Fill in the blanks.

Complete the sentence

Repeat the missing vocabulary three times.
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B. Task Sheet Example

Q5.Transcription Practice

Transcribe the sentence.

Q6.Speaking Practice
ZTNETHEIRIZ-7-
Translate the sentence.

Repeat the above sentence three times.

Q7.Fill in the blanks.
(T QP Y HPTES LN D

Complete the sentence

Repeat the missing vocabulary three times.

Q8.Speaking Practice
RAERAEYIalL—Yavid
Translate the sentence.

Repeat the above sentence three times.

Name:

Level 7 Task Sheet

Read the instructions carefully before watching the video.

Q1. Transcription Practice

Transcribe the sentence.

Q2. Transcription Practice

Transcribe the sentence.

Q3. Transcription Practice

Transcribe the sentence.

64

A video of 3 minute length w



Appendices B. Task Sheet Example

Q4. Transcription Practice

Transcribe the sentence.

Q5. Fill in the blanks.
To Heart)@fﬁﬁgx I\—U—% ________________ 73§ ________ ooo

Complete the sentence

Repeat the missing vocabulary three times.

Q6. Fill in the blanks.
BEVIaVv—Ya i, o __ 1z

Complete the sentence

Repeat the missing vocabulary three times.
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