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Time Transient Interests’ Model

A Model Indicating Person’s Individual Interest Real

Time within the City∗

Chihiro Sato

Abstract

In the recent years, countless numbers of services use sensors in mobile phones for

recognizing current activities and location of where-you-are at the moment. There also

have been sensors installed in urban environments to gather and make the people’s

sensed data collaborative. However, most of these do not attract people living in a

daily routine. They cannot understand what exactly the people expect or need in real

life.

This paper introduces TTI Model, a model that can understand people’s individual

real time interest and what is going on right now in the city. It aims to encourage

people living in daily routines to explore the city by providing customized information

using unintentional activities. This model considers everyday-activity in the city such

as wandering around, shopping, or taking a walk, by inputting users’ data using sensors.

TTI Model, based on Bayesian Networks, uses inputs connected with the real world

and calculates the real time interest probability of a person.
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1.

Introduction

1.1. Introduction

This paper introduces Time Transient Interests’ (TTI) Model, a model that can

understand people’s individual real time interest and what is going on right now in the

city. TTI considers people living in the urban area’s everyday-activity in the city such

as wandering around, shopping, or taking a walk; targeting locations mostly within

the Yamanote-line, in Tokyo, Japan. This happens by inputting users’ real time 3D

accelerometer and GPS sensor data to the TTI Model based on Bayesian Networks

that works on Netica using java. This research aims to encourage people living in

the urban area to explore the town by providing customized information using the

everyday-activities.

In the recent years, the internet has supported many services such as internet shop-

ping, search engines, and navigation systems to customize for each and every person.

Amazon.com’s website consists of recommends on items that “other people like you

have taken a look or bought”, as well as Google’s search engine is customized for each

and every user.[1, 2] These services are being used by not only on desktop computers

but on mobile phones as well. This can happen because people-centric sensing has

become very mobile. Sensors in recent mobile phones can be used for recognizing cur-

rent activities and location of where-you-are at the moment, and can be used for the

countless amounts of new sensor based applications.

At the same time, there have been sensors installed in urban environments, to gather

and make the people’s sensed data collaborative.[3] Traditionally, finding out what

is going on in cities have been supported by city guide magazines or television pro-

grams, but these are being displaced due to the internet. Recently, there have been
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many location-based services that allows user to search for any restaurants or stores by

entering a set of queries.[4]

However in the real world, people in Tokyo are living in a daily routine. People such

as businessmen or students are living their everyday lives repeatedly and do not have

enough time or energy to do nothing so special. They ride commuting trains to go

to work or school early in the morning, execute whatever tasks they have, and ride

the crowded train to go home whenever they finish. This is basically repeated from

Monday to Friday. People spend quite a long time in commuting trains every day, but

most of the people have never gone off the line.

This research aims to encourage people living in daily routines to ride off trains and

explore the town by providing customized information using unintentional activities. In

order for this to happen, there is a need to analyze people’s lives through ethnographic

research, and understand what the people really have interest in.

TTI Model, based on the Bayesian Networks, understands the transition of people’s

interests as a probability and give a guide of the city to “places you may like” by

defining and giving relationships to the interests that people have. It helps to give

people the new understanding of the city when just walking around and keeping track

of your real time data. This experience can happen by collecting people’s real time

data using 3D accelerometer and GPS sensors, sending information through internet

to the server that has this Bayesian Networks model inside and giving the guide. TTI

is an model that enables life of people in the city happier, exciting, and makes people

want to explore and consider more when going out to the city.

TTI is a java based model that generates personal predicative preferences calculating

the probability of time transient interests. This is based on a Bayesian Networks math-

ematical model suggested by Pearl in the late 1980s. Probabilistic graphical model

generates Bayesian Networks that possesses an ability to describe dynamics and un-

certainty, and also to connect and calculate incompatible types of variables together

as one model.[5] Bayesian Networks working within TTI aggregates people’s change of

interest according to time and provides a meaningful guideline for the people in the

city.

This paper validates TTI model, working within Sentio service produced by the Ekirei
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project, by a prototype produced to define the Interest of people in the city and put

the real time data.

1.2. Sentio

Sentio is a project that aims people to have new urban experience, obtaining “serendip-

ity” within everyday life. It targets people living in the urban area and not tourists,

especially university students within age 20 and 30 that live around Tokyo area, for

they are interested in all sorts of leisure activities. Sentio supports people’s daily lives

by understanding what the person likes and connecting with others that have the same

types of favorites. It consists of an application, a corsage-like device, a watch-like

device, and an engine that connects all.

Application
Corsage-Device Watch-Device

Pitch, StrideStation Values

twitter or blogs

Action Pattern

Real time Interest

Keywords

Clusters of People

Map of Predicted Interests 

TTI Model

SVBN
(Station Value 

Bayesian Networks)

GIP Model

GPS Sensor

3D Accelerometer

Digital Compass

Figure 1.1. Sentio Service System

The Sentio application shows what is going on at all 29 Yamanote stations. When

riding the Yamanote line and taking a look outside the window, a person can also take

a look at the application that shows comments taken from the internet such as blogs
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or twitter, and capture the station’s image of the town while riding the train. It also

shows what station is most likely for you to get off and have a quest. This application

aims people have itchy feet and get outside to walk around and explore the city the

person normally passes by.

Figure 1.2. Sentio Application Viewer

A corsage-like device to be worn on the user’s waist on a person’s waist collects the

person’s unintentional data by a 3D accelerometer and GPS sensors included inside.

Figure 1.3. Corsage-Device

These sensors understand whether the user is walking fast or slow or standing still.

By inputting these data into an model that can calculate the person’s curiosity level at
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the moment, this device tags the value of the interest probability with the data of the

GPS sensor, and forms an “Interest Map” of each and every user. This map is used to

cluster users like with each other, and forms an interest prediction model of the people

who have some interests in common within a server.

The corsage-like device also collects the pitch and stride of a person that is used

to calculate which of the 29 Yamanote-line stations best suits you. This is used to

recommend the suitable station the user shall get off and take a walk and explore, to

be displayed in the application.

The GPS data of a high interest probability predicted from the prediction model will

be sent to a watch-like device the user wears. This device consists of 9 full colored

LEDs, placed as if a compass, and a digital compass inside. The device recommends

by pointing which way may suit the user, and lead the user to the place.

Figure 1.4. Sentio Watch Device

This project is based on the essence found from a fieldwork; featuring on a person’s

movements to find out a person’s interest within the city. A person gradually loses

speed when walking and finding something that interests him/her. Walking slowly at a

constant speed is also an aspect when interested in something. When actually stopping

after a gradual decrease of speed, a person is very curious at the time. It should be

able to abstract a person’s real time interest within the city by collecting person’s

unintentional movements when wandering around.

This paper will describe the model which calculates the person’s real time interest

level, the TTI model, working within the device and the engine. TTI model will

5



be validated by a prototype produced to define the Interest of people in the city by

inputting real time data.

1.3. Structure of this paper

This paper is structured as follows. Section 2 reviews how the “City” has been ana-

lyzed historically, the limitations and advantages found in other service applications of

expanding city experience, and also found in other modeling tools. Section 3 introduces

the background of the TTI model, along with a brief explanation of Bayesian Networks

in use for events under uncertainty, and presents the TTI model mathematically in

detail. Section 4 presents the results of the model in data in several field tests. Section

5 provides conclusions and directions for future works.
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2.

Related Works

2.1. City Theory

K. Lynch has done a set of studies in the cities of the United States, Los Angeles,

Boston, and Jersey City, to define what makes what the city’s form actually means to

the people who live there by describing mental maps obtained from residents in cities.[6]

These mental maps form the image of the city. He has shown potential value as a guide

for the building and rebuilding of cities, and that the urban setting is composed of 5

elements; nodes, landmarks, paths, edges and districts.

M. McCullough offers an account of the intersections of architecture and interac-

tion design, arguing that the ubiquitous technology does not obviate the human need

for place.[7] As digital technology is becoming invisibly embedded in everyday things,

everyday activities become mediated and networks extend rather than replace archi-

tecture. He expresses an alternative to anytime-anyplace sameness in computing, and

shows that context not only shapes usability but ideally becomes the subject matter of

interaction design.

The world has become flat, as T. Friedman says, by the globalization and network

evolution. Where ever a person lives, it does not matter for a global commission.[8]

On the other hand, R. Florida mentions the influences of a person’s choice of living

for there are many different types of cities.[9] There are cities that attract only certain

types of people, such as artists, economists, or superstars. Every city has their own

personalities, attracting many different types of people.

There somehow should be a way of connecting the globalization due to the network

evolution and the personality of such places. In order for this to happen, there is a

need to understand the personalities of places, and also connect with the people that

7



actually live and breathe in the place.

2.2. City Applications

2.2.1 CitySense

There is a service that uses Bayesian Networks as a system model called CitySense,

provided by Sense Networks, Inc.[10] It is a service that analyzes and sorts user’s real

time data using GPS sensors within a portable phone. It can understand user’s activity

patterns and tell users where the other people who act similar to you that exists at the

moment. The CitySense system uses Minimum Volume Embedding Algorithm which

is “a state-of-the-art method for summarizing large, high-dimensional data compactly”

that basically has five main steps.[11, 12] It calculates the raw similarity between the

pair of objects, finds the most important pairs of objects that show an unusual high

level of similarity and connect each other. It recovers a low-dimensional version of

the original objects remaining the relationships that were deemed important; the low-

dimensional representation of the data is recovered by a single value. Their clustering

system is based on the formula below.

LR(S) =
Pr[Data|Ha(S)]

Pr[Data|H0]

Compared to this, TTI model can deal the data without combining the variables all

together. Dealing the variables by dynamic Bayesian networks can calculate the leave

the raw data. Not only GPS information can carry out people’s real time activities, for

us can obtain data from 3D accelerometer and other variables as well.

2.2.2 Magitti

Magitti is an activity-centered mobile leisure-time guide that aims to pursue urban

activities by giving recommendations about nearby venues timely and personally rele-

vant, executed by Bellotti in Palo Alto Research Center. [13] It targets young urbanites,

especially 19-25 year olds who go out and are interested in all kinds of activities, in

Japanese cities. It automatically generates recommendations for the user’s content

8



matching without having to issue and query infers user activity from context and pat-

terns of user behavior, by predicting the user’s ongoing and future activities and uses

models of the user’s preferences.

Magitti predicts ongoing and future activity and what information will be most useful

within the predicted activity based on user preferences, by using machine learning

techniques to make a chain of predictions. It uses context filtering to narrow down the

overloading offerings to dense urban areas, without the user having to explicitly define

their profile or preferences. The system infers interests and activities from models that

are learned over time implicitly, based on individual and aggregate user behavior.

The modeling is only based on time and location, for their aim is to enable mobile

context and activity inference with no special infrastructure or hardware. The research

Liao et al. [14] has done uses Relational Markov Networks and other techniques for

location-based sensing. It infers certain activities such as “Shopping”, “DiningOut”,

“Visiting”, “AtHome”, “AtWork”.

2.2.3 CenceMe

CenceMe is an iphone application that shares inference of the presence of individual

information sensed from the mobile phones through social networking applications such

as Facebook or Myspace. [15, 16] It is a personal sensing system that enables mem-

bers of social networks to share their presence with their buddies in social networking

applications in a secure manner. The presence of the user’s is captured as a status in

terms of the activity, disposition, habits, and surroundings. It is an application that

combines the inference of the presence of individuals using off-the-shelf, sensor-enabled

mobile phones.

This works on a system called AnonySense. [17, 18]. AnonySense is architecture for

applications based on collaborative, opportunistic sensing with privacy by using per-

sonal mobile devices. AnonySense allows applications to submit sensing tasks that will

be distributed across anonymous participating mobile devices. This receives the verified

sensor data reported back from the field, and provides the first secure implementation

of an participatory sensing model. There is an underlying threat model and trust model

of AnonySense, and the location-blurring feature provides statistical k-anonymity.

9



2.3. Modeling

2.3.1 Context Awareness Modeling

Context Awareness, the ability of capturing and processing contexts, has developed

generalized concepts for approaching the development of context aware systems. For

this to happen, it needs context modeling, the process of abstracting and representing

contextual information for further processing. Context is a set of the associated actions

and any situation to characterize situation of a place, person, or object. [19]

Many researches are executed of context-awareness [20, 21, 22], and there are many

techniques to model the context. Mark-up scheme models, which consist of hierarchi-

cal data structures based on markup tags such as attributes and comments. Graphical

models, a quite intuitive approach to model context, are to represent contextual enti-

ties and their relationships graphically. Object-oriented models consist of encapsulating

contextual information into objects, which emphasizes re-usability and controlled ac-

cess to contextual information. Logic-based models are based on logic, which define

conditions on which concluding expressions or facts may be derived from sets of other

expressions or facts. [23]

There is a context aware system that employs a context model, which represent sets

of actions by means of generalization and specialization.[24] To enrich the context with

the probability of those action to be taken, the activities in the hierarchy are represented

by Bayesian Networks.[25]

2.3.2 Bayesian Networks as a Modeling tool

Bayesian Networks has been presented by Pearl in 1988,[5] and has been used to model

events under uncertainty. Many researches has undergone about Bayesian networks,

such as Russell and Jensen, which consists of a graphical structure and a probabilistic

description of the relationships among the variables in a system. [25, 26] It has become

a popular artificial intelligence representation for reasoning under uncertainty for its

effectiveness in describing dynamics, and has been used for object-oriented way of

modeling as well. [27]
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Bayesian Network approach is used to conduct decision analysis of nutrient abatement

measures in Morsa catchment, Norway. [28] It uses Bayesian Networks as a meta-

modeling tool in integrated river basin management. It combines information available

only probabilistically in existing cost-effectiveness studies, the eutrophication models,

non-market valuation studies, and expert opinions.

Bayesian networks are used to integrate a combination of process-based models and

expert opinions to predict probability distributions. [29] It describes relationships as

one-way causal structure influences at a particular time or fixed eventual state condi-

tions. It is also used for watershed management decisions by a model to phosphorus

management in a small catchment in Utah [30]. The Bayesian Networks integrated vari-

ables with decision making cost. It mentions the need to validate completed Bayesian

Networks using independent information, but it is quite difficult when the probability

distributions of the networks come from sources other than data observed or when there

is no data. The cases point out that there is a limitation of the causal structure within

Bayesian networks and the sensitivity problem of a discrete probability distribution.

Modeling by using a belief network engineering process based on the spiral system

lifecycle model has been researched. [31]

2.4. Positioning of this Research

This paper will evaluate Time Transient Interests’(TTI) Model, an Bayesian Net-

works based model that calculate people’s individual real time interest by inputting

personal activities based on context-aware modeling. The most important character-

istic of the model is the fact that the input of the model is connected with the real

world.
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3.

Concept Support

3.1. Fieldwork of a person’s walk (Kagurazaka)

We had a female university student take a random walk on July 9th, 2009 in Kagu-

razaka, a town in Shinjuku that consists of many aspects of the past. Kagurazaka

consists of many narrow roads that can easily lead to places that cannot be seen from

the main broad road. It was this student’s first time coming to Kagurazaka, so she had

hardly any information about the town, though she has always had some interest. This

student seldom takes a walk around without any certain plans, and wanders within

cities she is not so familiar with. We thought she was a good model of walking due to

having walking as one of her hobbies. She also likes to take a look at things from the

past and likes cities such as Kyoto, a well known Japanese ancient capital. She knew

that Kagurazaka has aspects of the past by obtaining information from the TV or the

internet.

Figure 3.1. Kagurazaka, a town consisting aspects of the past
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We had her walk around the town with a 3D accelerometer and a GPS sensor taped

on her arm, and kept track of the whole walk by taking pictures and recording with a

video camera. The sensors were used to understand what kind of movements she takes

when walking around the town, and tag the movements with a GPS value to keep track

of where she walked. The sensors were connected to a laptop, which another person

held and walked around together with.

Figure 3.2. Student with the sensor walking around Kagurazaka

She walked around the town for about an hour. She found many things that interested

her for example, a temple, an old general store, a bookstore, a small park, and a store

that sells a snack “Peko-chan dumpling”. She especially was curious at stairs at the

end of a narrow road. This road suited her image of Kagurazaka, a nostalgic town.

By mapping the GPS data she walked on a map we found out that the GPS data was

dense at places where she was curious. This means she literally spent time at places

that captured her heart. By analyzing the video recording her activities within the

walk, we found out she gradually lost speed when coming across an old general store

and a bookstore, which she actually was curious about. When walking the narrow road

that captured her heart the most, her walking speed was very slow. She seemed to

repeat the action of stopping her feet for a second but start walking again very slowly.

On the other hand, after an hour of random walk, she received a telephone call from

one of her friends. She realized that she had been walking for over an hour already and

felt that it was time for her to go back to the station. She turned around and started
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Figure 3.3. Places she felt interest in

Figure 3.4. Places she felt interest in
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Figure 3.5. Places she felt interest in

Figure 3.6. Places she felt interest in
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heading toward the station, where she started her walk, and walked the broad street

that she has already walked earlier. The speed of walking was faster compared to the

previous time she was looking around and seemed to be curious. She seldom stopped

suddenly at a red light, but after the signal changed green, her tempo of walking was

constantly fast. Below is a map analyzed by mapping the track of the person’s walk,

brighter dots representing faster walk and darker dots representing slower walk.

Figure 3.7. Kagurazaka analyzed map

From her movements, we found out that a person gradually loses speed when walking

and finding something that interests him/her. Walking slowly at a constant speed is

also an aspect when interested in something. When actually stopping after a gradual

decrease of speed, a person is very curious at the time.

However, when walking at a rather fast tempo constantly, a person does not have

such interest at the moment. Such fast speed of a person means persuading the goal,
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such as “going back to the station” at the moment. Her overall curiosity level is quite

low when walking at a constant fast speed. Also, a sudden stop without any gradual

decrease would also mean less curiosity level. Stopping at lights does not mean high

curiosity.

From this fieldwork, we figured it may be possible to extract a person’s real time

interest by considering the speed of a person walking and the speed change. We figured

it would be possible if using sensors to capture the actions of the person. Below is a

formula of capturing the interest of a person at a certain time t.

Interestt = St(Sensor,Action)

[Formula: Interest Meta-Model]

By inputting the action captured from the sensor to a model S at a certain time

t, the interest of the certain time t can be calculated. The model S will be the TTI

model, to be expressed later on in the paper. It considers the speed of a person walking

and especially focuses in on the speed change. It transfers these data in to the current

curiosity level of the person’s walk, real time, and calculates the real time curiosity

level by using the person’s movements at the moment, the walking speed.

3.2. Capturing a person’s walking (Device)

3.2.1 Sensing data

We decided to use a corsage-like device consisting 3D accelerometer and GPS sensors

to capture the speed change of a person. This device prototype is to be attached to

the waist of a person as if it were a corsage, acquiring the x, y, z axis data. It is

connected with a laptop computer by USB, to collect raw data from sensors inside.

The 3D accelerometer obtains data of the x, y, z axis with java synthesized Arduino

nano at a sampling rate of 50Hz. The synthesized data will be converted by FFT at a

speed of 64 set of data per second to derive the power spectrum of accelerometer like

other researches execute.[32, 33]
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Figure 3.8. Corsage Device and laptop

The derived value of power spectrum will be categorized every second by SVM al-

gorithm into four groups; stand still, walking slowly, normal speed, and walking fast.

The output of the SVM is values 1.0, 2.0, 3.0, and 4.0, each corresponding with the

four states mentioned above. This will be used at the input of the TTI model.

Corsage-Device GPS Sensor

3D Accelerometer

Action PatternsFFT, SVM

Stand Still Walk Slowly

Walk Normal Walk Fast

1.0 2.0

3.0 4.0

Figure 3.9. How the Action Patterns are divided

By using this device including sensors, it would be possible to calculate the person’s

real time interest probability at a certain time t. Considering all the sensor data from

the past collected from the device, the probability of the person’s interest at the time

right now will be able to be calculated. This could be written as Interestt, which comes

from the Interest Meta-Model written as a probability, written below. The probability

of interest at the moment comes from all the collected sensor data.
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P (Interestt|Sensor1:t)

[Formula: Probability of Interest]

3.2.2 Supervised Learning

Since every person’s average walking speed differs, there is a need to collect data for

supervised learning. We have done a test to record the walking speed of 10 university

students, asking to put a 3D accelerometer by their waist. This test was executed to

collect the 4 states of walking as mentioned above; standing still, walking slowly, normal

speed, and walking fast. We asked the students to have 3 sets of walks of the school

hallway for 10 meters, asking them to assume “the walk when finding something that

interest you”, “the normal walk of when not thinking about anything in particular”,

“the fast walk when trying to cross the yellow light”. We considered these 3 types of

walks as “walking slowly”, “normal speed”, and “walking fast”.

We have used the sensor module “KXM52-1050” as our 3D accelerometer attached

to Arduino Pro mini, which is connected to a laptop via USB. The data collected 64

times per second is recorded, and to be learned as the supervisor of the SVM.

Figure 3.10. How to collect the person’s walks
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3.3. Bayesian Networks

3.3.1 Events under Uncertainty

There are many events in real life that are uncertain. Rational decisions of what

to carry out depends on the possibility of many goals to be fulfilled and the relative

importance of the goals.[26] The decision making for any diagnosis in any domains are

under uncertainty, unless the diagnosis itself is always true or false. Unfortunately,

most of the events happening in real life do not happen always. There can hardly be

a hypothesis that is 100% sure when actually living in the real world. It is hard to

determine these events with just 0 or 1, which most of the people do unfortunately in

the real world, just the fact of whether the event occurs or not.

Referring to Russell’s Artificial Intelligence: A Modern Approach, diagnosis such as

“All patients that have toothache have a cavity” can be hardly inducted. Perhaps the

cause of the toothache is from a gum disease or an abscess or whatever disease there

can be that cause toothache. This diagnosis cannot be expressed as a propositional

logical formula, for it is uncertain.

Countermeasures for this uncertainty problem are to have many preferences within

the outcomes. Probability theory can be used to by understanding the degree of belief

within the diagnosis. Utility theory is known for deducting and expressing preferences.

Decision theory is known for combining the two theories together, as the maximum

expected utility of all possible diagnosis are obtained.

TTI uses the decision theory to identify the uncertain aspect of “a person’s real time

interest”, especially using the probability values that range from 0 to 1, called Bayesian

Networks.

3.3.2 Bayesian Networks

We figured Bayesian Networks will be suitable for calculating the real time curiosity.

Bayesian Network consists of a graphical structure and a probabilistic description of the

relationships among the variables in a system. The probabilistic network are graphical

models of causal interactions among a set of variables, which are represented as nodes

of the graph, the interactions and relationship represented as directed links between the
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nodes, probability tables, and a class of graphs known as directed acyclic graphs also

known as DAGs. The variables are represented as nodes in Bayesian Networks, and

the links of the network represent the properties of conditional on the configuration of

its conditioning parent variables.[34] The conditional probabilities are used to precisely

model the relationship of the variables. The nodes and links of a Bayesian Networks

form a directed acyclic graph, which property is required to carry out the probability

calculus.

The basic Bayes’ rule formula calculates probability under a certain conditions. It

has become a popular artificial intelligence representation for reasoning under uncer-

tainty for its effectiveness in describing dynamics.[27] This is the foundation of all the

probability theories the Artificial intelligence systems currently use. This also can be

expressed as a cause and effect of any event.

P (a|b) =
P (a ∧ b)

P (b)
=

P (b|a)P (a)
P (b)

[Formula: Bayes’ Rule]

Expressing the above formula as a graphical model, it can be seen as the below.

The probability P (a|b) is the posterior probability of the probability P (a), the prior

probability, when an event b occurs under a certain probability, also written as P (b).

Figure 3.11. Graphical Model of Simple Bayesian Networks

The Bayes’ rule is of advantage in question-answering that use evidence that only

come out under certain conditions. This can be infrequently applicable as P (effect|cause)for

describing. When more than one effect of a cause is to be expressed, it can be calculated
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cause

……effect2 effect3effect1 effectn

Figure 3.12. Graphical Model of Näıve Bayes

for a conditional independence to occur. This is known as näıve Bayes, or Bayesian

classifier. Figure 3.12 is the graphical model of näıve Bayes.

The below formula is expressing the above graphical model as a mathematical model.

P (Cause, Effect1, Effect2, ..., Effectn) = P (Cause)
∏

i

P (Effecti|Cause)

[Formula: Näıve Bayes]

Bayesian networks represent factorizations of probability distributions over limited

sets of discrete random variables. For any graphical model, the below formula can

be used to calculate the probability on the configuration of its conditioning parent

variables.

P (x1, ..., xn) =
n∏

i=1

P (xi|parents(Xi))

[Formula: Bayesian Networks]

3.3.3 Dynamic Bayesian Networks

To describe the time transition of anything, dynamic Bayesian Networks is adequate.

Dynamic Bayesian Networks is constructed of a sensor model, transition model, and

a prior probability. [26] Sensor model expresses the probability of a certain time slice

and the cause probability when an effect occurs, shown as P (Et|Xt). Transition model

expresses the change of the cause probability due to the time as it changes from time
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xt+3
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Figure 3.13. Dynamic Bayesian Networks

t to time t+1. The prior probability of the cause itself is needed for probability of the

event itself to not carryout to zero.

This is basically a stack up of simple Bayesian graphs, which probability table does

not change for its repetition. It can be described as the formula below.

P (x0, x1, ..., xt, e0, e1, ..., et) = P (x0)
t∏

i=1

P (xi|xi−1)P (ei|xi)

[Formula: Dynamic Bayesian Networks]

Russell suggests filtering, based on sensor model and transition model, and also

Markov process. [35]

P (Xt+1|e1:t+1) = αP (et+1|Xt+1)
∑
Xt

P (Xt+1|Xt)P (xt|e1:t)

[Formula: Filtering Model]

TTI model is based on filtering; evidence of the model is set to the values the SVM

algorithm divides; variables range from 1.0 to 4.0. The cause of this model, connected

together by the sensor model and transition model, are “the state of movement”; vari-

ables are set to “stand still”, “walk slow”, “walk normal” and “walk fast”. Considering

the fact that all sensors include noise, the values and the movement states are connected

by normal distribution. The movement states excluding the prior probability are con-

nected with the Interest nodes, as a näıve Bayes. Every second the sensor outputs the

value undergone through the SVM, the Interest node is updated.
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3.4. Concept (TTI Model)

Using the Bayesian networks listed above, I suggest the TTI Model to calculate the

interest probability of a person using the collected real time data to put into the Interest

meta-model.

Actiont Actiont+1

Sensort+1

Actiont+2

Sensort+2

Actiont+3

Sensort+3

Actiont+4

Sensort+4

Actiont+5

Sensort+5

Interest

Figure 3.14. Graphical Model of TTI Model

By using the essence abstracted from the fieldwork, data collected from the sensor

device, and Bayesian Networks, the present interest level can be calculated by the

formula below.

P (Interestt|Sensor) =

αP (Interest)P (Sensort|Actiont)
∑

actiont

P (Actiont|actiont−1)P (actiont−1|Sensor1:t−1)

[Formula: TTI Mathematical Model]

This can be put into the S model of the formula of the Interest meta-model expressed

before, also written below.

Interestt = St(Sensor,Action)

[Formula: Interest Meta-Model]

which means the Interest at time t can be described as this mathematical model.
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Interestt = P (Interestt|Sensor) =

αP (Interest)P (Sensort|Actiont)
∑

actiont

P (Actiont|actiont−1)P (actiont−1|Sensor1:t−1)

[Formula: TTI Meta-Model]

To calculate the real time interest, just obtain the probability of the Interest node.

The inputs of the model will come from the output of the sensor device, values of which

undergone the SVM algorithm. These inputs will come into the Sensor nodes, every

second the value comes out, which are 1.0, 2.0, 3.0, and 4.0.

Each Sensor node corresponds with the action node as a parent node. The Action

node consists of four states as mentioned before, “stand still”, “walk slow”, “walk

normal”, and “walk fast”. The values and the movement states are connected by

normal distribution, considering the fact that all sensors include noise.

The most important characteristic of the model is the fact that the input of the

model is connected with the real world.
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3.5. TTI Mathematical Model

To implement out the TTI Model, I have used Netica, a commercially available java

based modeling software, using diagrams to evaluate the expected value of functions.

In this software, the nodes are shown as rectangles, each of the names on the top of the

square. The states are shown below the name, having the unconditional probability

distributions besides them, as well as variables described by joint probability distribu-

tions conditional on the states of one or more parent nodes. The links are shown as

arrows, drawn from the parent to the child.

This is the graphical model of TTI.

Figure 3.15. Graphical model of TTI Model

Based on the graphical model, obtain the Interest node every time a new value is

inputted. For every time t, the probability of Interest node is updated. To obtain the

present Interest at time t, consider the Interest before the time, specifically, from time

1 to t-1.

Below will be the mathematical model of the TTI model.

P (Interestt|Sensor) =

αP (Interest)P (Sensort|Actiont)
∑

actiont

P (Actiont|actiont−1)P (actiont−1|Sensor1:t−1)

[Formula: TTI Mathematical Model]
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3.6. Description of TTI

3.6.1 Dynamic Bayesian Networks Model

Figure 3.16. Graphical Model of Dynamic Bayesian Networks

3.6.2 Prior Probability

The prior probability of the state of movement, also known as the state of movement

at time 1, is set to a binominal distribution, for all probabilities are to be equally

probable. This means all four states; “stand still”, “walk slow”, “walk normal”, and

“walk fast” are set to a probability of 0.25.

Figure 3.17. Graphical Model of Action Node Prior Probability

This prior probability is very important for the dynamic Bayesian Networks. Due to

this prior probability, the probability of anything does not go down to 0 percent. If a

probability is 0 percent, there is no chance of revival.
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3.6.3 Sensor Model

Sensor Model is a model which each Sensor node corresponds with the action node

as a parent node. The Action node consists of four states as mentioned before, “stand

still”, “walk slow”, “walk normal”, and “walk fast”. The values and the movement

states are connected by normal distribution, considering the fact that all sensors include

noise.

Figure 3.18. Graphical Model of Sensor Model

This is the probability table to disclude the sensor’s noise.

Figure 3.19. Probability Table of Sensor Model
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3.6.4 Transition Model

This is the graphical model of the transition model of people’s actions.

Figure 3.20. Graphical Model of Transition Model

The probability table comes from the fieldwork essence. Little change of this value

causes quite a different probability.

Figure 3.21. Probability Table of Transition Model
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3.6.5 Näıve Bayes Model

Figure 3.22. Graphical Model of Näıve Bayes structure of Interest Node

Figure 3.23. Probability Table of the Näıve Bayes Model
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4.

Proof of Concept

4.1. Field test of a person’s walk (Jiyugaoka)

4.1.1 Observation

We executed a field test of this model in Jiyugaoka, on October 1st, 2009. We had

a female university student walk without and constraints for an hour in Jiyugaoka.

It was her first visit in Jiyugaoka, for anything that caught her sight impressed her.

Jiyugaoka is a town in Tokyo which many people feel has a Parisian essence. There

are many vintage shops and general stores which many girls feel attracted to, and have

many open cafes and restaurants.

Figure 4.1. Jiyugaoka, a town with a Parisian essence

The female wore the corsage-like device on her waist, and was attached to a laptop

computer via USB while the test was executed. In order to process the data in real

time, we had a person with laptop in hand following the subject. After the experiment,

we showed the subject the whole video during the walking and asked her to evaluate
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the places which she actually felt interested with value between 0 and 1. In this way,

we confirmed the places of interest to the subject. This female is a foreign student, and

has only lived in Japan for just over a year. She has always wanted to go out and find

out how amazing Tokyo is, but she has never had the chance. She was just the right

person to have as our first prototype user.

First she decided to go to Marie Claire Avenue, a shopping avenue just near the

station of Jiyugaoka. This avenue has many cafes and general stores, and a row of

benches in the middle of the road. There were many mothers with their babies hanging

around and having lunch with their lunch-boxes. It was her first time seeing any

promenade that have a row of benches in the middle of the road. She seemed to smile

when taking a look at the families that were having a break by the benches, and even

sat down at a bench to take a look at the children. She took a look at the open cafes

that have a terrace seat, show cases of stores, and a narrow array that seemed to go

somewhere else besides Marie Claire Avenue.

Figure 4.2. Field test at Jiyugaoka

After spending 10 minutes at Marie Claire Avenue, she stepped into a narrow array

that leads to the shopping street in front of the Jiyugaoka station. She was walking

faster than the time she was at Marie Claire Avenue, but took a brief look at a old book

store. She walked quite fast when passing by the station, towards a railway crossing

to go to the other side of the station. She once crossed the railway, but came back

immediately. She seemed to be taking a look at what was there on the the other side

of the station, but perhaps did not interest her so much. When passing by under the
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railway crossing, she met a dog with the same clothes as the master. She stopped her

feet to take a look at the dog closely.

Figure 4.3. Field test at Jiyugaoka

After 20 minutes have passed from the beginning of the test, she decided to go to a

small shopping mall. There was a interior shop, which she actually took some items to

her hands, but did not buy. She stopped by a couple of other shops, but did not buy

anything. Her walking speed was constantly slow and stopped every once in a while.

She also paid attention to a store that had a big angel in front, which was a fortune

telling store.

Figure 4.4. Field test at Jiyugaoka

After about 30 minutes have passed, she stepped inside the camera store to take a

look at the photos and camera inside which she spent about 5 minutes browsing. She
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also went took a brief look at a general store.

Figure 4.5. Field test at Jiyugaoka

From observation of her movements during the field test, I assumed that she felt

interest in the following aspects. Marie Claire Avenue, families and children, railroad

crossing, shopping mall, dog that she met under the railway crossing, a fortune telling

shop with an angel in front of the store, camera shop, a general store, and the Jiyugaoka

department store.

She especially was curious in the Marie Claire Avenue and the camera shop, for she

spent quite a long time checking them out neatly. She also had fun just walking in

Jiyugaoka, just looking around the area and nothing so much in particular. Objects

that interest her at Marie Claire Avenue were not shops, what caught her eye the most

were the mom-and-child taking a walk and resting at benches. She had fun taking a

look at the people in Jiyugaoka, observing what kind of families or friends or couples

come for what kind of reason. Whenever anything caught her eye, she followed the

object with her eye, and also decreasing the speed she walks. After slowing down a

little, she did not actually stop, but took a brief look around the area. She had a walk

around a couple of times at a street which she was curious in, for example, Marie Claire

Avenue, under the railway, and the crossover of the railway.
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4.1.2 Prediction of TTI

The following is the interest probability of the field test predicted from the model,

having the x axis as 1/64 second and the y axis as the probability ranging from 0 to 1.
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Figure 4.6. Graph predicted by TTI model of the field test

According to the time, the probability of interest changes rapidly. The probability

ranges from almost nearly 0 percent to nearly 99 percent. It captures the real time

interest in a small range of time. The following is the map with the interest probability

mapped.
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Figure 4.7. Map of Jiyugaoka

4.1.3 Verifying TTI

Below is the analysis of the model’s prediction. We corresponded with the movie

time range with the places she went to.

From this, it is quite easy to find out that the places she felt interest from the

observation are shown as high probabilities of interest.
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Figure 4.8. Analysis of the Prediction of TTI model
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4.1.4 Comparing TTI with the interest

According to a survey attached at the appendix of this paper, the following is what

she had interest in.

Marie Claire Avenue, bench, family, child, handmade lunchbox of young women,

railroad crossing, shopping mall, dog that she met under the railway crossing, a fortune

telling shop with an angel in front of the store, camera shop, store selling garden goods,

toy store, vending machine selling garbage bags, Jiyugaoka department store.
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Figure 4.9. Answer and Model

From the graph, the transition of probability of interest calculated from the model

and the actual interest is almost equally likely. The values the model calculated out is

relatively high, because this was the first time for the subject to visit Jiyugaoka. The

subject was thoroughly interested in the city of Jiyugaoka as a whole. The subject

gradually slowed down when coming across something that interests her, such as a

fortune-telling store, or cute children walking around. The probability of interest the

model calculated is quite high because of this.
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4.2. Field test of a person’s walk (Hiyoshi)

We executed another field test of this model in Hiyoshi, on October 9th, 2009. We

had the same female university student walk for 20 minutes in Hiyoshi.

To prove the difference between first-visit-site like Jiyugaoka and daily area, we also

implemented a field test in area which the subject has familiarity, Hiyoshi in Yokohama

of Kanagawa Prefecture, where the subject’s university is located. We had her equipped

with the device when going out of school for lunch. The test lasted for about 20 minutes,

including the time for round trip between school and the restaurant.

We started the field test from our school, where she met her friend and had a short

conversation. There is a signal in front of the school, which she was caught and stopped

for about a minute. Then she started walking straight towards the restaurant that she

wanted to go to, which took a couple of minutes. She looked around the restaurant, but

decided to go by. When going past the restaurant, she stopped by a florist shop, which

she had never found before, but somehow came upon her eyes. She stopped inside and

looked at the flowers carefully, and finally decided to buy a bunch of flowers.

Figure 4.10is the graph predicted by the TTI model.
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39



The model predicts relatively low probabilities of the Hiyoshi’s interest, as is a city

of her daily use, but still shows some places with relatively high probabilities. She did

have some interest although considering the fact that Hiyoshi is her daily use, such as

the florist shop and when she met up with her friend.

Figure 4.11 is the map of Hiyoshi expressing the actual path of her walk and the

model’s interest prediction mapped.

Figure 4.11. Map of Hiyoshi

In this field test, the values of the interest probability are thoroughly low due to the

fact that the subject frequently has lunch at Hiyoshi and understands the area quite

well, not so many new things interest her. Although this experiment was conducted

within the subject’s daily life, she serendipitously came across a florist shop, which she

decided to drop in. This is expressed as the last mount in the graph. The second mount
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unfortunately is when the subject stopped at the traffic light.

The subject gradually lost speed when taking a look at the red light ahead, which

made the model calculate the probability must be quite high. The probability of interest

in a city which a person uses on a daily basis is thoroughly low, although some spots

show comparatively high probabilities. Figure 4.12 is the analysis of the prediction of

TTI model of this test.
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4.3. Summary of the Field tests

From the two field tests, it can be seen that it is possible to understand the person’s

real time interests within the city by just using the data collected from the sensor

focusing on the speed of the walk. This can be said whether the person has never

visited the place or the person goes to the place due to a daily use.

Of course there can be many improvements such as the fact that this model considers

unfortunate stops too much so the probability at red lights are relatively too high. This

could be fixed according to the fact that changing the links of the nodes of the model,

or changing the inputs of the model itself. But the main aspect of this model will not

change, which is the characteristic of the model’s input is connected to the real world,

no matter using what kind of sensors.
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5.

Future Works

5.1. Conclusion

In this paper, I have described Time Transient Interests’ Model, a model understand-

ing people’s individual real time interest and what is going on right now in the city.

Its aim is to encourage people living in daily routines to explore the city by provid-

ing customized information using everyday-activities in the city. TTI Model, based on

Bayesian Networks, uses inputs connected with the real world and calculates the real

time interest probability of a person.

Unfortunately, the model cannot eliminate the person’s stop at red signals, or other

unfortunate stops within the city. For the model’s refinement, I would like to eliminate

aspects of the stop of lights. I would also like to add aspects of the experience of a

person towards to city as well by using decision networks and Bayesian networks for

the next step.

5.2. Field test of many people’s walk (Ebisu)

We have executed a test of the Sentio service with 20 university students in Ebisu,

Tokyo. The following is the result of the interest probability tagged to the map of

Ebisu, the Interest Predicted Map of Ebisu. The places that have a high tower is an

area that people felt interest in, according to the TTI Model.

In the Sentio service, this data can be used to give to the GIP Model, a model

predicting a person’s place of interest by attaining daily activities within the city. GIP

Model develops an interest map by using the probability calculated from TTI, and also

clusters by using keywords of interest. It is possible to predict a place suited for the
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Figure 5.1. Ebisu Interest Map

user in the city. This can be used for understanding what place in the city people feel

interested in, and to suggest what place the user should go to.

5.3. Future Works to model City

This model can be used for understanding what place in the city people feel inter-

ested in. If understanding what people’s real interest, people can receive feedbacks

about what they really like and want. People are moving individually within the city

having their own feelings, interests, and purposes but current marketing theory only

divides people into groups such as male/female or the age, which cannot afford people

what they really want. People want something else besides marketing. When under-

standing a person, it would be possible to offer something more than regular marketing

to understand a person to understand the city.

We plan to use this personal model to create a more public model which would enable

the users of the time to categorize by not the static marketing data, but by using the

real live data based on the real time activity. If the mathematical model of a crowd of

any category can be made, we will be able to find out a trend or a style of the time
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very easily. The probability of place can be understood from TTI model gives you a

new understanding of the city when just spending your daily life and keeping track of

your real time data.

By modeling the relationship of people’s interests and defining the factors, we can

handle the time transition of people’s interest. Eventually, I aim to model the feelings,

lifestyle, personality, and what categories the user has interest in to model the city.

This Interest node is updated as time goes by, when the Interest node reaches a certain

point, the possibility of the place will be recommended to the user. The user can have

a new point of view of the city by going to the place where this model recommends, for

which this recommendation is based on the evidence of the user’s daily activity. The

experience of finding out your new favorite place which you would have never gone to

without this can happen by collecting people’s real time data of their interest using

this model.

I believe the personal model and the city models can be used in the future for match-

ing the right music to the right place, which I personally feel there is a need to change

for the fact that the world now does not let that happen. As a pianist, I feel this model

would be able to change the world of music in the recent years.
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