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Prototypical Contrastive Transfer Learning
for Multimodal Language Understanding

Seitaro Otsuki1

1Department of Information and Computer Science, Keio University

Abstract: We focus on the task of identifying target objects in domestic environments according to free-form natural lan-

guage instructions. In this work, we propose a novel transfer learning approach for multimodal language understanding,

Prototypical Contrastive Transfer Learning (PCTL) which uses a new contrastive loss, Dual ProtoNCE. We introduce

PCTL to the target task. To validate PCTL, we built new real-world and simulation datasets. Our experiment demon-

strated that PCTL outperformed existing methods. Specifically, PCTL achieved an accuracy of 78.1%, while simple

fine-tuning achieved an accuracy of 73.4%.
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Fig. 1 A summary of our method, PCTL.

1. Introduction

Domestic Service Robots (DSRs) are gaining popular-

ity as a solution for increasing demand for daily care and

support, due to their ability to physically assist individ-

uals. However, the DSRs currently lack the capability

for smooth interaction with people through natural lan-

guage. For training their language comprehension mod-

els, it is desirable to use data collected in real-world envi-

ronments. However, collecting and annotating such real-

world data can be labor-intensive. In contrast, collecting

training data with a simulator is much more cost-effective

than collecting data in real-world environments. Hence,

it is advantageous to leverage simulation data through a

transfer learning framework.

2. Proposed Method

In this paper, we propose Prototypical Contrastive

Transfer Learning (PCTL) - a novel transfer learning ap-

proach for the multimodal language understanding task.

PCTL performs contrastive learning between the source

and target domain data using our new contrastive loss,

Dual ProtoNCE. PCTL is expected to alleviate the influ-

ence of the gap between the two domains by minimizing

Dual ProtoNCE. A summary of our method is depicted

in Fig. 1.

Our key contributions are as follows:

• We introduce transfer learning to the task of iden-

tifying target objects in domestic environments ac-

cording to free-form natural language instructions.

• We propose PCTL, which is a novel transfer learning

approach for the multimodal language understand-

ing task.

• Within PCTL, we develop Dual ProtoNCE - a novel

contrastive loss generalized for transfer learning.

3. Experiments

We conducted comparison experiments to compare the

proposed and baseline methods. Table 1 shows the accu-

racy on the REVERIE-fetch dataset. The right column

shows the means and standard deviations over five trials.

4. Conclusions

In this study, we proposed PCTL, which is a novel

transfer learning approach for the multimodal language

understanding task. Specifically, we developed Dual Pro-

toNCE - a new contrastive loss generalized for transfer

learning.
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Table 1

Quantitative results on the REVERIE-fetch dataset.

Method Accuracy [%]

Target domain only 73.0± 1.87

Fine-tuning 73.4± 11.8

MCDDA+ [1] 74.9± 3.94

Ours 78.1± 2.49
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