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This dissertation presents empirical results for financial systems using a new method

originally developed in the author’s own paper, Ito (2007). The method employed in this

dissertation, an extended one from the paper’s, sheds new light on estimation of a state

space model. In the context of econometrics, one can regard the model as a linear regression

model with time-varying parameters. A state space model has been conventionally esti-

mated by the Kalman filtering and smoothing; it can be done by his new method, based

on an ordinary linear regression, a non-Bayesian time-varying regression. The extended

method not only guarantees robust estimation of the regression but also allows ones to

conduct statistical inferences based on a sequence of critical values of state variables of the

state space model. It enables this dissertation to attain fruitful results when examined is

structure of financial markets such as stock markets or commodity futures markets.

The first chapter provides an overview of background of this dissertation. In particular,

it contains a survey of literature on market efficiency of financial markets, which is a long

history of debate. The chapter elucidates the reason why the debate has lasted for goods,

discussing the analytical tools employed by the literature. It also shows a new approach of

research paying attention to unceasing structural changes in financial markets such as stock

markets, commodity futures markets, etc. Accordingly, required is such a new approach

that allows us to deal with the markets under unceasing structural changes. The first



chapter asserts that his non-Bayesian time-varying regression provides a powerful tool to

analyze the financial markets.

In the second chapter, a non-Bayesian time-varying model is developed by introducing

the concept of the degree of market efficiency that varies over time. With new methodolo-

gies and a new measure of the degree of market efficiency, the author examines whether

the U.S. stock market evolves over time. In particular, a time-varying autoregressive (AR)

model is employed. His main findings are: (i) the U.S. stock market has evolved over

time and the degree of market efficiency has cyclical fluctuations with a considerably long

periodicity, from 30 to 40 years; and (ii) the U.S. stock market has been efficient with the

exception of four times in his sample period: during the long-recession of 1873-1879; the

recession of 1902-1904; the New Deal era; and the recession of 1957-1958 and soon after it.

The third chapter develops a non-Bayesian methodology to analyze the time-varying

structure of international linkages and market efficiency in G7 countries. The author con-

siders a non-Bayesian time-varying vector autoregressive (TV-VAR) model, and apply it

to estimate the joint degree of market efficiency in the sense of Fama (1970, 1991). His

empirical results provide a new perspective that the international linkages and market ef-

ficiency change over time and that their behaviors correspond well to historical events of

the international financial system.

The fourth chapter examines how the Tokyo and Osaka rice futures markets in prewar

Japan were evolving in view of market efficiency. Applying a non-Bayesian time-varying

model approach to analyze the famous equation for the futures premium, the author finds

that the market efficiency of the two major rice futures markets varied with time. Such

time-varying structure of the rice futures markets in prewar Japan corresponds well to

historical changes in the Japanese colonial policy and domestic development of railroad

system and port facilities.
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The last chapter summarizes the empirical results of this dissertation and concludes.

First, it asserts the significance of paying attention to unceasing structural changes in

real financial markets. In other words, a test of parameter constancy is inevitable and a

model with time-varying parameters is preferable when a parametric model is employed

to analyze financial markets, say, stock markets or commodity futures markets. Second,

market efficiency of such financial markets varies over time with high probability. The

findings not only correspond well to historical events in the financial markets but also

reconciles the never-ending debates over market efficiency of financial systems.
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Abstract

Chapter 1. The first chapter provides an overview of background of this dissertation.

In particular, it contains a survey of literature on market efficiency of financial markets,

which is a long history of debate. The chapter elucidates the reason why the debate has

lasted for goods, discussing the analytical tools employed by the literature. It also shows

a new approach of research paying attention to unceasing structural changes in financial

markets such as stock markets, commodity futures markets, etc. Accordingly, required is

such a new approach that allows us to deal with the markets under unceasing structural

changes. The first chapter asserts that his non-Bayesian time-varying regression provides

a powerful tool to analyze the financial markets.

Chapter 2. A Non-Bayesian time-varying model is developed by introducing the concept

of the degree of market efficiency that varies over time. With new methodologies and a

new measure of the degree of market efficiency, we examine whether the U.S. stock market

evolves over time. In particular, a time-varying autoregressive (AR) model is employed.

Using a simulation based technique, we obtain a sequence of critical values of the time

varying coefficients under the efficient market hypothesis. Then we detect the period in

which the hypothesis does not hold by comparing the estimated coefficient and the critical

value for each period. Our main findings are: (i) the U.S. stock market has evolved over
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time and the degree of market efficiency has cyclical fluctuations with a considerably long

periodicity, from 30 to 40 years; and (ii) the U.S. stock market has been efficient with the

exception of four times in our sample period: during the long-recession of 1873-1879; the

recession of 1902-1904; the New Deal era; and the recession of 1957-1958 and soon after it.

Chapter 3. This chapter develops a non-Bayesian methodology to analyze the time-

varying structure of international linkages and market efficiency in G7 countries. We con-

sider a non-Bayesian time-varying vector autoregressive (TV-VAR) model, and apply it

to estimate the joint degree of market efficiency in the sense of Fama (1970, 1991). Our

empirical results provide a new perspective that the international linkages and market ef-

ficiency change over time and that their behaviors correspond well to historical events of

the international financial system.

Chapter 4. This chapter examines how the Tokyo and Osaka rice futures markets in

prewar Japan were evolving in view of market efficiency. Applying a non-Bayesian time-

varying model approach to analyze the famous equation for the futures premium, we find

that the market efficiency of the two major rice futures markets varied with time. Such

time-varying structure of the rice futures markets in prewar Japan corresponds well to

historical changes in the Japanese colonial policy and domestic development of railroad

system and port facilities.

Chapter 5. The last chapter summarizes the empirical results of this dissertation and

concludes. First, it asserts the significance of paying attention to unceasing structural

changes in real financial markets. In other words, a test of parameter constancy is in-

evitable and a model with time-varying parameters is preferable when a parametric model

is employed to analyze financial markets, say, stock markets or commodity futures markets.
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Second, market efficiency of such financial markets varies over time with high probability.

The findings not only correspond well to historical events in the financial markets but also

reconciles the never-ending debates over market efficiency of financial systems.
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Chapter 1

The Efficient Market Hypothesis and

Non-Bayesian Time-Varying

Parameter Models

1.1 Introduction1

This chapter has two purposes: literature review about market efficiency in financial sys-

tems, which this dissertation addresses, and a suggestion for a new approach of study of

market efficiency, which it adopts. Although the Efficient Market Hypothesis (EMH) has

been a source of a number of papers since Samuelson (1965) introduced the concept of fair

game to financial economics, the EMH is still in controversy. The EMH concerns return

predictability from past price changes; it mathematically says that the log price of a fi-

nancial commodity is a martingale if its market is efficient. Since the so-called random

walk hypothesis of price of a financial commodity is its sufficient condition, the literature

1This chapter is based on Ito (2007) and Ito and Sugiyama (2009).
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contains a tremendous number of papers that study and test the latter hypothesis statisti-

cally. However many papers have studied and tested the hypothesis, researchers’ views on

the EMH have changed during the past 50 years. Fama (1970) summarized that, in early

researches, many papers supported the EMH; Fama (1991) himself slightly modified his

view because of a lot of anomalies reported after Fama (1970). Even in more recent years,

Malkiel (2004, ch.11) sticks to his stance that the EMH is almost true; Shiller (2005, ch.10)

is skeptical of the hypothesis. The two Nobel Prize winners take opposite stances! This

fact represents the current researches sinking into a morass. Today nobody can summarize

the debate over the EMH in a couple of lines. The battle between proponents of the EMH

and advocates of behavioral finance is still ongoing and, the author believes, will never end.

The author asserts that any effort to verify the EMH by the classical hypothesis testing

is in vain and that it is productive to establish a measure of relative market inefficiency

as Campbell, Lo, and Mackinlay (1997, ch.1.5.2) point out. One can find recent literature

which compares relative performance of market efficiency while there has been little litera-

ture that studies the relative market efficiency through time based on time series data. The

possibility of time-varying market efficiency has attracted attention recently. Among such

studies, there is one that concerns empirical evidences of evolving stock return predictabil-

ity can be rationalized within a framework called Lo’s (2004) adaptive markets hypothesis.

This dissertation addresses the similar approach; the author realizes an empirical study

measuring a gradually time-varying structure of market inefficiency of a single or multiple

financial commodities, such as stock or commodity futures.

This dissertation deals with the EMH in the weak sense of Fama (1970); it implies one

can never predict returns of an asset by analyzing past price history. Inefficiency can be

interpreted as implying existence of exploitable opportunities. While some degree of serial

correlation implies the predictability, it may not imply inefficiency if the predictability is
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insufficient to overcome transaction costs. The author also notes that delayed trading of

some stocks after a shock may impart specious autocorrelation to an index. He considers

some derivative of an autocorrelation of stock returns as a good proxy of market inefficiency

when one deals with the EMH in the weak sense Fama (1970).

The author’s task is to measure the degree of market efficiency derived from the MA

or VMA process that represents returns of a financial commodities, supposed to be time-

varying. The author adopts a time-varying AR or VAR model, in which the AR or VAR

coefficients can vary over time. Applying a state space model, he obtains the estimate the

time-varying AR or VAR coefficients by some regression techniques. Then he derives the

degrees. It is a new approach that the author presents in this dissertation.

This chapter is organized as follows. Section 1.2 presents a standard definition of the

EMH and its significance. Section 1.3 reviews the standard literature on the EMH. It also

discusses a limit of studies in the literature and asserts needs of a new approach. Then

Section 1.4 suggests a new approach by time-varying parameter models and the advantages

of the approach. At the same time, it shows a way to detect in what periods financial

markets are efficient in the weak form. Finally, the Section 1.5 is allocated for conclusion.

1.2 The Efficient Market Hypothesis

This chapter briefly presents the theoretical framework of the efficient market hypothesis

that is founded by Fama (1970). He focuses his attention on stochastic properties of

financial commodities when he deals with efficiency of financial markets. Fama considers

that it is significant to regard such uncertainty in financial systems that no arbitrage could

exist if the market is efficient. In other words, nobody can predict future price in such a way

that he gains profit without risks. From the view point of information, the market efficiency
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of a financial market says that new information is so quickly and correctly reflected in its

current security price that nobody can enjoy arbitrage. In what follows, the author shows

this famous idea formally to provide some convenience when he presents his own idea about

the degree of market efficiency.

Let rt denote the return of a financial commodity. That is, it is a log difference lnPt −

lnPt−1 of the price Pt.
2 What to focus on this chapter is reduced to the condition

E [rt | It−1] = 0 (1.1)

where It−1 is an information set available at t − 1. In other words, the time-t expected

capital gain given the information set It−1 is zero. This condition is equivalent to the

following familiar form:

lnPt−1 = E [lnPt | It−1] (1.2)

on condition that the information set It−1 contains the past price Pt−1, which is quite

natural. As for this form, mathematically the log of the price is a martingale. Economically,

both the two conditions assert that there exists no arbitrage, which can be regarded as

positive capital gain with certainty. Equations (1.1) and/or (1.2) is called the efficient

market hypothesis. This dissertation focuses on the case when the available information

set contains the past price history – the weak form of the EMH. 3

2The expression lnPt − lnPt−1 is a convenient alternative for the discrete form of the security return

Pt − Pt−1

Pt−1
.

3Fama (1970) classifies his market efficiency into three categories considering the available information
set: (i) weak form, (ii) semi-strong form and (iii) strong form. The last two forms concern cases when
their underlying information sets contain not only the past price history of the market but also information
about the so-called fundamentals of the economy.
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1.3 Review of Standard Literature on the EMH

There is much literaturxe about the EMH since Fama (1970) published his famous paper

(see Andreou, Pittis, and Spanos (2001), Park and Irwin (2007), Yen and Lee (2008) and

Lim and Brooks (2011) for recent survey papers on the EMH). Its amount remains huge

even if its subject is restricted to the weak-form category. While it could be broken down the

literature into some sub-categories, the author provides a brief literature review paying his

attention to statistical tools employed to investigate market efficiency empirically. The tools

are categorized into some groups: (i) estimating serial correlations, (ii) testing variance

ratios (VR) (iii) testing unit roots, (iv) investigating non-linear dependence such as chaos

and (v) estimating long memory using an autoregressive fractionally integrated moving

average (ARFIMA) model. Considering sizes of literature for each tools, the author reviews

(i) through (iii) with concentration. In fact, the literature underlying the tools of (iv) and

(v) is much smaller than (i) through (iii).

As for the existence of correlations of security returns, one can recently find less studies

employing conventional autocorrelation tests than before. However, the VR test by Lo and

MacKinlay (1988) has been accepted as a major tool to detect serial correlation of financial

time series because of its easy calculation. The VR test statistic is basically designed to

be unity under the null hypothesis of a random walk while many students have improved

it theoretically (see Wright (2000) for example). The extensive survey paper by Charles

and Darné (2009) provides a review on the many studies relying on this test. While the

efficiency of developed markets has attracted less attention than before, found are more

works on markets in developing countries and areas such as China and the Middle East

(see Kim and Shamsuddin (2008) for instance). Such works provide mixed findings on

market efficiency; some are favorable and others are negative. This suggests that simple
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tests again serial correlation or random walk have a limit in detecting whether a financial

market is efficient or not.

The unit root test, say, the augmented Dickey-Fuller (ADF) test, is another primary

tools for researchers to examine the weak-form EMH. Employing this test in the earlier

literature, most of them have concluded that the log-levels of stock prices are non-stationary

and that most financial markets are relatively efficient. Considering the low power of

the ADF test and the presence of structural breaks in most financial time series, several

researchers investigate efficiency of stock markets. For example, Lean and Smyth (2007)

show some random walk evidences using the Lagrange multiplier (LM) unit root tests

with one and two structural breaks. A nice literature review by Narayan and Smyth

(2007) examines the price indices for stock markets in G7 countries containing a unit root

accounting for the structural breaks. However, as Rahman and Saadi (2008) stressed, an

existence of a unit root is a necessary condition for the random walk hypothesis but not a

sufficient condition. That is, the presence of a unit root in financial time series does not

always provide useful information when the market efficiency is concerned.

There is more literature about the EMH focussing another points: nonlinear serial

dependence in time series, long memory and chaos etc. For a limited survey for studies

about the nonlinear serial dependence using a non-linear model, say, smooth transition

autoregressive (STAR) models, see Tsay (2010). One can find a good review on studies

on long memory using ARFIMA models in Baillie (1996), which does not always concern

the EMH. For tests of nonlinear serial dependence, Hommes and Wagener (2009) provide

reviews from the view point of behavioral finance. The author dare say that the studies

in these lines contribute little to the research on the EMH; the empirical results vary too

much over times, countries and securities etc.

Summing up, the vast literature employing the approaches reviewed above has not let
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us attain some consensus on the debate over whether financial markets hold the EMH or

not. Even Fama’s own confidence in the EMH seemed to surge in 1990. In fact, Fama

(1970) concludes that stock markets are efficient in the weak form as far as considering the

studies before 1970; Fama (1991) keeps his stance while he cannot ignore many anoma-

lies suggesting deviation from the EMH, which are observed in 1990s. In the following

subsections, the author shows the way to reconcile such tangled situation

1.4 New Approach to the EMH

What we learn from the vast literature about the EMH is summarized as follows: (i)

conventional statistical approaches, parametric or non-parametric, have been unable to

detect whether a financial market is efficient or not, (ii) to what extent efficient is a financial

market depends on times, countries and financial commodities etc. and (iii) new approaches

such as Lo (2004) are emerging recently.

This dissertation seeks a new approach to the EMH considering the above three points.

Since Equation (1.2) is a necessary condition for the random walk hypothesis, there is vast

literature conducting tests of the hypothesis as already pointed out. However, as will be

discussed in detail in Chapter 2, any test regarding Equation (1.2) –including unit-root

tests of the stock price– is essentially a test of a joint null hypothesis of market efficiency

and the model of the market equilibrium (See Fama (1970, p.386)). Thus, when Equation

(1.2) or (1.1) does not hold, there are some possibilities: (i) risk averters dominate the

underlying market and risk premium always exits; (ii) the market is not efficient (not in

equilibrium); (iii) exogenous positive dividend exists.

The author intends to investigate whether Equation (1.1) or (1.2) holds, he focuses

his attention on the time periods for which the efficient market hypothesis is true, rather
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than estimating auotcorrelation or testing a unit root in lnPt for the entire sample fixed.

He allows the log price lnPt to follow a very flexible process (namely, the time-varying

autoregressive process) that permits the　 autoregressive coefficients to change from time

to time, whatever univariate or multivariate series. The reason why the author chooses

this approach is that he is more interested in the time-varying nature of the market, or the

evolution of the market, which possibly comes from shifts or fluctuations in the parameters

or variables that pertain to Equation (1.1) or (1.2). He embarked on investigating time-

varying nature of the U.S. stock market by simply estimating time-varying AR coefficients

of its returns (See Ito and Sugiyama (2009)).4

The idea of this dissertation consists of three parts: (i) any financial time series supposed

non-stationary is approximated by a state space model, (ii) the state space model can be

estimated by a non-Bayesian econometric method rather than the conventional Kalman

filtering method and (iii) the estimates of time-varying parameters suggest in what periods

a market is efficient. As will be formally discussed in the technical appendix of Chapter 2,

the method of this method has several advantages. First, the time-varying estimates can

be regarded as the ones obtained by the rolling window method with the optimal window

widths5for period by period. Second, thanks to an integrated notation, it avoids such

numerical iterative method as the Kalman filter by employing several modern numerical

methods using large sparse matrix techniques. Third, the method of this dissertation allows

easy calculation of Monte Carlo and bootstrap statistics for time-varying estimates as will

be presented in the following Chapters. Fourth, this dissertation proposes a novel degree of

4Some researcher have the same interest as the author has (see Kim, Shamsuddin, and Lim (2011)
and Lim, Luo, and Kim (2013)). They practically take a rolling method, which shifts a fixed subsample
(window width) of data, while the method of this dissertation take a random parameter model, which
allows flexible window width.

5The word “optimal” reflects the fact that the window widths for each periods are determined through
minimizing the sum of squared residuals
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market efficiency based on impulse responses. Combining the degree with the non-Bayesian

parameter models allows us to show the time-varying nature of efficiency of a market.

1.5 Concluding Remarks

This chapter discusses the limit of preceding works on the EMH by reviewing standard

literature on the subject and shows a new approach by using a non-Bayesian time-varying

models and a newly proposed degree of market efficiency. Whatever conventional economet-

ric techniques are employed, say, autocorrelation analyses, unit root tests and non-linearity

tests etc., most statistical inferences based on a fixed sample fail to investigate whether

a financial market is efficient or not. In fact, as the brief literature review here showed,

there has never been any consensus on the EMH; one study concludes the efficiency of a

market and another study denies it with other sample periods. Such situations would be

more tangled by variation of markets and countries etc.

Thus, a new approach is needed to investigate the EMH under the tangled situation.

The author proposes a new approach: (i) estimating a non-Bayesian time-varying pa-

rameter model, (ii) calculating a time-varying degree of market efficiency based on the

time-varying estimates and (iii) conducting statistical inference on the time-varying de-

gree. The method provides in what periods a market to be investigated is efficient in

the weak form. Furthermore, the method has several advantages in comparing with the

conventional Kalman filtering method or rolling window method.
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Chapter 2

The Evolution of Stock Market

Efficiency in the U.S.:

A Non-Bayesian Time-Varying Model

Approach

2.1 Introduction1

Over the past forty years, research on the efficient market hypothesis (EMH) has been

advanced by a large number of researchers. Utilizing autocorrelation tests and reviewing

the preceding studies, Fama’s (1970) seminal paper concludes that stock markets are almost

always efficient.2 Two decades later, Fama (1991) addresses the same issue shedding lights

on slightly different aspects such as anomalies arising from return seasonality (Ariel (1987,

1This chapter is based on Ito, Noda, and Wada (2012).
2His survey includes Fama (1965), Fama and Blume (1966), Fama, Fisher, Jensen, and Roll (1969),

Jensen (1968), and Blume (1970) among as others.
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1990), Harris (1986), and Keim (1983, 1989)) and the firm size effect (Banz (1981), Conrad

and Kaul (1988), Chan and Chen (1991), and Fama and French (1992)). After evaluating

the vast literature concerning market efficiency, Fama (1991) presents mounting evidence

for the predictability of stock returns, indicating that markets are inefficient. Further,

Fama (1998) again reviews the empirical work on event studies concerning several long-

term return anomalies.

With rigorous statistics, Malkiel (2003) and Schwert (2003) critically examine the va-

lidity of the predictability reported in stock returns. While the former generally agrees

with Fama’s (1970) conclusion, the latter reports a number of anomalies, concurring with

Fama’s (1991) conclusion. More recently, Yen and Lee (2008) suggest that whether or not

the EMH is supported depends upon sample periods: 1960s data are generally affirmative.

Yet in the 1990s, this idea receives attacks from the school of behavioral finance.

As Malkiel, Mullainathan, and Stangle (2005) clearly point out, the controversy over the

EMH between proponents of the EMH and advocates of behavioral finance is ongoing. The

lack of consensus on the EMH is partly attributable to the following: Previous studies have

primarily focused on whether the returns of stock follow a random walk process. While the

random walk returns support the EMH, returns following a non-random walk process do

not necessarily rule out the EMH. In fact, as Nyblom (1989) shows, a process with a single

break point can also be a martingale process. Therefore, a rejection of the random walk

hypothesis as null may give little information about the efficiency of the stock market.

However, there is an attempt to reconcile the opposing sides. Considering an evolution-

ary alternative to market efficiency, Lo (2004, 2005) proposes an hypothesis, which he calls

the adaptive market hypothesis (AMH). In this new hypothesis, reconciliation is reached in

a consistent manner between the proponents of the EMH and behavioral finance: market

efficiency is not an object that is statistically tested, but a framework from which most
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researchers can discuss various perspectives. This framework allows us to explore the pos-

sibility that the stock market evolves over time and market efficiency also varies with time.

In line with this approach, recent papers, such as Ito and Sugiyama (2009), Kim et al.

(2011) and Lim et al. (2013), conclude that market efficiency (or the degree thereof) varies

with time. To our knowledge, however, there is no study that directly (employing appro-

priate measures and methodologies) examines whether or not the stock market evolves over

time.

The contribution of this chapter is twofold. First, new convenient methodologies are

developed to examine the evolution of the U.S. stock market. The proposed technique is

found to be very easy to implement; and applicable to a variety of models with time-varying

coefficients. Second, with the concept and measure of the degree of market efficiency, it

is shown that the U.S. stock market evolves over time and its degree of efficiency changes

accordingly. In particular, we consider a non-Bayesian time-varying autoregressive (TV-

AR) model, and apply it to the time-varying moving average (TV-MA) model. Then, our

main results demonstrate the following: (i) the U.S. stock market evolves over time and its

market efficiency changes accordingly. More specifically, the degree of market efficiency in

the U.S. stock market has a cyclical fluctuation with a very long periodicity, from 30 to 40

years. (ii) the U.S. stock market is mostly efficient, except for four times (three recessions

and the New Deal era) in our sample period.

This chapter is organized as follows. In Section 2.2, the model and new methodologies

for our non-Bayesian TV-AR model are presented. The data on the U.S. stock market,

together with preliminary unit root test results, are described in Section 2.3. In Section 2.4,

we show empirical results that the market efficiency in the U.S. stock market periodically

varies over time and that the amplitude of the cycle decreases in the long-run. Section 2.5

concludes. The Appendix provides mathematical and statistical discussions about our new
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estimation methodologies.

2.2 Model and Methodology

2.2.1 Preliminaries

For a representative household, the first order conditions for its utility maximization prob-

lem result in the following Euler equation:

pt = Et [mt+1 (pt+1 + κt+1)] , (2.1)

where pt is the stock price; mt+1 is the stochastic discount factor;
3 κt+1 is the dividend; and

Et [·] represents the conditional expectation given the information available at t. Provided

mt+1 is constant over time and close to 1,4 together with the condition Et [κt+1] = 0,

the stock price should follow a random walk process (or a martingale). In such a case,

the expected return is unpredictable since the expected (gross) return is always constant

and one, or Et [pt+1/pt] = 1. As Fama (1970) states, any test regarding Equation (2.1)

–including unit-root tests of the stock price– is essentially a test of a joint null hypothesis

of market efficiency and the model of the market equilibrium.

Therefore, it is possible that Equation (2.1) does not hold in times when: i) the house-

3The stochastic discount factor is defined as

mt+1 = δ
u′ (Ct+1)

u′ (Ct)
,

where δ is the subjective discount factor; u′ (·) is the first derivative of a utility function; and Ct is
consumption at t.

4If the household has a risk-neutral preference,

mt+1 = δ

for all t.
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hold is risk averse and its stochastic discount factor (the marginal rate of substitution of

two periods) varies; ii) Et [κt+1] ̸= 0; or iii) the market is not efficient (not in equilibrium).

While this chapter investigates whether Equation (2.1) holds, our approach here is to find

the time periods for which equation (2.1) is true, rather than to test a unit root in pt for the

entire sample period. In doing so, we allow pt to follow a very flexible process (namely, the

time-varying autoregressive process) that permits the autoregressive coefficients to change

from time to time. The reason why we choose this approach is that we are more interested

in the time-varying nature of the market, or the evolution of the market, which is perhaps

due to shifts or fluctuations in the parameters or variables that pertain to Equation (2.1).

Our main idea stems from the observation in Figure 2.1, which exhibits returns on the

S&P 500 from January 1871 through June 2012. It is quite evident that the Wall Street

Crash in October 1929 and subsequent years, known as the Great Depression, caused an

irregular pattern in returns. Due to the fact that outliers often lead to incorrect conclu-

sions in statistical testing (see for example Perron (1989)), one way to carefully investigate

whether the efficiency condition Equation (2.1) is satisfied is to exclude the Great Depres-

sion period from our sample. Still, a practical question remains: Which observation(s)

should be removed from our sample as a result of the Great Depression? Without getting

into data mining, we employ a model that allows flexible specifications for the process of

the variable, namely, a time-varying coefficients model.

2.2.2 Impulse-Responses and Long-Run Multipliers

From the argument in the previous subsection, our main focus is reduced to the condition

E [xt | It−1] = 0 (2.2)
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where xt = ln pt − ln pt−1. In other words, the time-t expected captal gain given the

information set available at t− 1 is zero.

Assuming that xt is stationary, by the Wold decomposition we write the time-series

process of xt as

xt = ϕ (L)ut,

where ϕ (L) = ϕ0 + ϕ1L+ ϕ2L
2 + · · · ,5 with ϕ0 = 1; L is the lag operator; {ut} is an i.i.d.

process with the mean of zero, and a variance of σ2. Note that Equation (2.2) holds if

and only if ϕ (L) = 1. Put differently, under the assumption that the discount factor is

constant and close (or equal) to 1, EMH is equivalent to xt = ut. Since the capital gain is

random and serially uncorrelated, an unanticipated shock at t affects the capital gain at t,

but not in any subsequent periods. This argument leads us to two important features of

the capital gain under EMH: First, the long-run multiplier of a shock, i.e.,

ϕ∞ ≡ ϕ (1) = ϕ0 + ϕ1 + ϕ2 + · · · ,

is always 1. Second, impulse-responses quickly disappear after impact. In other words,

the effect of an unanticipated shock on the capital gain is short-lived. Therefore, in this

chapter, we shall compute both the long-run multipliers and the impulse-response functions

of a shock in order to investigate whether the EMH holds.

5We also assume
∑∞

i=0 ϕ
2
i <∞.
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2.2.3 The Non-Bayesian Time-Varying AR Model

It is well known that an invertible MA model of order p is equivalently written as an AR(∞)

model, which can be approximated by an AR(q) model:

xt = α0 + α1xt−1 + α2xt−2 + · · ·+ αqxt−q + εt

where εt is an error term with E [εt] = 0, E [ε2t ] = σ2 and E [εtεt−m] = 0 for all m ̸= 0.

Unlike the common time-series analysis where α′
ls are parameters that are assumed to be

constant over time, we assume in our time-varying AR model that they vary with time.

Thus, our model to be estimated is

xt = α0,t + α1,txt−1 + α2,txt−2 + · · ·+ αq,txt−q + εt. (2.3)

The martingale formulation – introduced by Nyblom (1989) and Hansen (1992) – has

substantial flexibility and covers a wide range of parameter dynamics. For instance, it

allows for a stochastic process with a single structural break (as Nyblom (1989) points

out) and a random walk (as specified in many articles). Nyblom (1989) and Hansen (1992)

provide several test statistics for the null hypothesis of the constant parameters against the

alternative hypothesis of at least one martingale parameter, in both linear and non-linear

models.

We use Hansen’s (1992) statistic in this chapter.6 Among several alternatives of Hansen’s

test (i.e., martingale formulation), we adopt the assumption that all the AR coefficients,

except for the one that corresponds to the intercept term, follow independent random walk

6For the detail of test statistics, see Hansen (1992).
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processes. Specifically,

αl,t = αl,t−1 + vl,t (2.4)

where {vl,t} satisfies E [vl,t] = 0, E
[
v2l,t

]
= σ2 and E [vl,tvl,t−m] = 0 for all t, l and m ̸= 0.

This is because, as we will see in Section 2.4, the data in the U.S. stock market are in favor

of unstable autoregressive coefficients.

If, instead, the AR coefficients were constant over time (i.e., an ordinary AR model),

one could estimate them using the following linear regression model:7

x =



1 tz1

1 tz2

...
...

1 tzT


α+ u (2.5)

where x = t(x1 x2 · · · xT ), α = t(α0 α1 · · · αq), u = t(u1 u2 · · · uT ), zt =
t(xt−1 xt−2 · · · xt−q);

superscript t denotes a transpose of a vector.

Alternatively, when a non-Bayesian time-varying model with AR coefficients that evolve

by random walk processes (specified in the above martingale formulation; Equations (2.3)

and (2.4)) is estimated, (2.5) should be modified; and our model can be set in a state space

form:

xt = α0 +
tztα̃t + ut (t = 1, 2, . . . , T ) (2.6)

α̃t = α̃t−1 + vt (t = 1, 2, . . . , T ) (2.7)

where α̃t =
t(α1,t α2,t · · · αq,t). Our model is non-Bayesian because it does not necessitate

7One could estimate this model by the ordinary least squares (OLS), which is used in this chapter.
Because of this, our estimation method can be seen as conditional maximum likelihood estimation, see
Hamilton (1994).
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the prior distributions of parameters.

Equations (2.6) and (2.7) are called the observation equation and the state equation,

respectively. Notice that we assume the intercept α0 is time-invariant. In order to avoid

over-fitting that would occur if the time-varying intercept were employed.

Utilizing the method, of which idea is essentially identical to Maddala and Kim (1998,

pp.469–470), we regard equations (2.6) and (2.7) as a system of simultaneous equations:

x = Zβ + u (2.8)

γ = Wβ + v (2.9)

where

Z︸︷︷︸
T×(1+qT )

=


1 tz1 O

...
. . .

1 O tzT

 ; W︸︷︷︸
qT×(1+qT )

=



0 −I O

0 I −I
...

. . . . . .

0 O I −I


;

I is a q × q identity matrix; β = t (α0
tα̃1 · · · tα̃T ); γ = t (−tα̃0

t0 · · · t0); and v =

t (v1,1 · · · vq,1 | v1,2 · · · vq,2 | · · · · · · · · · | v1,T · · · vq,T ).

Note that one can regard α̃0 = t (α1,0 α2,0 · · · αq,0) as a prior vector of non-Bayesian

TV-AR coefficients, while α0 in the observation equation (2.6) represents the constant

intercept term. For convenience, we stack equations (2.8) and (2.9), in the system of

simultaneous equations.
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
x

· · ·

γ

 =


Z

· · ·

W

β +


u

· · ·

v

 (2.10)

We estimate the non-Bayesian TV-AR coefficients by applying least squares techniques,

OLS or generalized least squares (GLS), to equation (2.10).89

Three major advantages of our method over the conventional Kalman smoothing (e.g.,

Hamilton (1994)) are as follows.

First, our method is quite simple and fast. Unlike the conventional Kalman filtering

and following smoothing, no iteration is required. Second, a wide variety of models can

be easily dealt with even when the state equations of such models are not represented by

simple stochastic difference equations. This is especially beneficial for models with random

parameter variations because stochastic constraints or moment conditions are simply put in

the state equation. Third, it is evident that our estimation is based on classical regression.

Non-Normal errors are allowed for both the observation errors u and the state equation

errors v: not only heteroskedasticity in errors (u, v, or both), but also correlation between

observation errors and state equation errors (correlation between u and v) is permitted.

The least squares method for Equation (2.10) gives us:

8In the Appendix, we present an least square estimator of a state space model that involves a projection
technique. Also, the Appendix formally discusses why the least squares technique can be used to estimate
the non-Bayesian TV-AR coefficients.

9While the regressor of our system in equation (2.10) may be an extremely large matrix of the data
exceeding one thousand, this does not pose much of a problem for most recent computers. Furthermore,
recent numerical methods for large sparse matrices help our calculation. Indeed, in our case, only several
minutes are necessary for estimation of the parameters, impulse responses, and the long-run multipliers.
Paige and Saunders (1977) show a numerically efficient method for this framework.
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β̂ = Q
(1+qT )×(T+qT )


x

· · ·

γ


where Q is a (1 + qT )× (T + qT ) matrix.

2.2.4 The Relation to the Moving-Window Method

One of the interesting features of our method is that the smoothed estimate of the time-

varying AR coefficient vector αt can be represented by the weighted average of the observed

data and a constant.10 To highlight the difference between our method and the moving-

window method (for example, Kim et al. (2011) and Lim et al. (2013)), let us rewrite the

estimated p-th coefficient of the time-varying AR(q) model at time-t is as follows:

α̂p,t =
T∑

τ=1

ωp,τ,txτ + ωp,0,t, (p = 1, · · · , q);

where ωp,τ,t’s are weights. Our method allows us to readily compute the weights by the

following matrices: By a (1 + qT ) × (1 + qT ) permutation matrix P , we have a modified

coefficient vector

b︸︷︷︸
(1+qT )×1

≡ t(α0 | α1,1 α1,2 · · · α1,T | α2,1 · · · α2,T | · · · · · · · · · | αq,1 · · · αq,T )

= Pβ.

10This is due to the fact that the smoothed estimator is, in its probability limit, the projection of the
state vector onto the space spanned by the data and the constant. See Hamilton (1994, ch.13) and Sargent
(1987, ch.10), among others.
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Then, defining a (1 + qT )× (T + qT ) matrix Ω such that:

Ω︸︷︷︸
(1+qT )×(T+qT )

= P︸︷︷︸
(1+qT )×(1+qT )

Q︸︷︷︸
(1+qT )×(T+qT )

=



rx rγ

Ω1,x Ω1,γ

Ω2,x Ω2,γ

...
...

Ωq,x Ωq,γ


,

we arrive at the least squares estimator for b:

b̂ = Ω


x

· · ·

γ

 .

Thus, ωp,τ,t is the (t, τ)-th element of Ωp,x; and ωp,0,t is a linear combination of t-th row

of Ωp,γ .

It is important to point out that in the case of the moving-window method, the band-

width (size) of the window for t is fixed and smaller than the whole sample size, T . In

contrast, our method is to find the orthogonal projection onto the space spanned by all

the information, (x1, . . . , xT ), as shown in Equation (2.10). Because of this, in fact, our

estimator is the minimized mean squared error estimator (MMSE).

(Figure 2.2 here)

Figure 2.2 exhibits estimated weights ωτ,t following Equation (2.10). The smoothed es-

timate for α1942, for example, requires approximately 25 years of observations xt, from
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1930 to 1954, with variant weights on each observation. Another way to interpret this

finding is that the band-width for α1942 is about 25 years. Since these weights are the

result of the least squares estimation, our implicitly-defined band-width can be seen as the

“optimally-chosen band-width,” in the sense of the MMSE, as opposed to an arbitrarily

selected band-width in the moving-window method.

2.2.5 Time-Varying Impulse Responses and Time-Varying Long-

Run Multipliers

In this subsection, we present the method that provides time-varying impulse responses

and time-varying long-run multipliers. They are calculated from the non-Bayesian TV-AR

coefficients in each period utilizing the method described in previous subsections. Statistical

inference on our estimates can be conducted by the Monte Carlo technique under the

hypothesis that all of the coefficients are zero.

While this idea is quite simple, the following two caveats need special attention: (1)

the non-Bayesian TV-AR model that we estimate is only an approximation of the real

data generating process, which may be a very complex process; and (2) we consider the

estimated stationary AR(q) model index by each period t as a local approximation of the

underlying complex process.

First, let us consider a time-varying AR(q) model. To find the appropriate order of q, we

employ the Schwartz Bayesian information criterion (SBIC). After the order, q, is selected,

we estimate the non-Bayesian TV-AR(q) by the method presented in Section 2.2.3.

Second, from the non-Bayesian TV-AR(q) model, the TV-MA(∞) model is derived:

xt = ut + ϕ1,tut−1 + ϕ2,tut−2 + · · · .
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The coefficients of the TV-MA(∞) can be readily computed from the estimated TV-AR(q)

in the following manner: With the estimates t (α̂1,t, . . . , α̂q,t) and α̂0, and Proposition 2.4

of Lütkepohl (2005, Section 2.3.2), the TV-MA(∞) coefficients are found by using:

ϕ̂0,t = 1, ϕ̂k,t =
k∑

j=1

ϕ̂k−j,tα̂j,t.

The time-varying long-run multiplier associated with the time-varying coefficients can be

computed by, (see Equation (2.3.26) in Lütkepohl (2005, p.56)),

ϕ̂∞,t =
1

1− α̂1,t − α̂2,t − · · · − α̂q,t

. (2.11)

We pay special attention to the time-varying long-run multiplier because it measures the

deviation from efficient market. Note that in the case of efficient market where ϕ1 = ϕ2 =

· · · = 0 and α1 = α2 = · · · = αq = 0, the long-run multiplier ϕ∞,t becomes one; otherwise,

ϕ∞,t deviates from one. Hence, we consider ϕ∞,t to be a measure of the degree of market

efficiency.

In order to conduct statistical inference on our time-varying impulse response, we build

a set of Monte Carlo samples of the time-varying AR estimates under the hypothesis that

all of the TV-AR coefficients are zero. That is, we derive a simulated distribution of the

time-varying AR coefficients estimated if the stock return process were generated under the

efficient market hypothesis. In addition, we can compute the corresponding distributions

of the impulse response and long-run multipliers based on the simulated one. Finally,

we conduct statistical inference on our estimates by using a sequence of critical values of

time varying coefficients under the efficient market hypothesis derived from such simulated

distributions.

23



2.3 Data

Monthly returns for the S&P500 stock price index from January 1871 through December

2012 (obtained from Robert Shiller’s website) are utilized. In practice, we compute the

first-difference of the logarithm of the S&P500 stock price index as the returns. Figure 2.1

presents time series plots of the returns for the S&P500.

(Figure 2.1 here)

We check whether the variables satisfy the stationarity condition, we apply the ADF-

GLS test of Elliott, Rothenberg, and Stock (1996). Together with the procedure proposed

by Ng and Perron (2001), this unit root test is robust against size-distortions. The results

of the ADF-GLS test along with descriptive statistics of the data are presented in Table

2.1: The ADF-GLS test rejects the null hypothesis that the variable contains a unit root

at conventional significance levels.11

(Table 2.1 here)

2.4 Empirical Results

In this section, we report three sets of results. They are: i) our preliminary estimation

together with Hansen’s (1992) test which confirm that the parameters in the standard AR

model are not constant over the sample period; ii) estimation of the non-Bayesian TV-

AR model which reveals the validity of our model; and iii) the impulse-responses and the

long-run multiplier that suggest market efficiency for a limited period of time.

11For selecting the optimal lag length, we employ the Modified Bayesian Information Criterion (MBIC)
instead of the Modified Akaike Information Criterion (MAIC). This is because, from the estimated coeffi-

cient of the detrended series, ψ̂, we do not find the possibility of size-distortions (see Elliott et al. (1996);
Ng and Perron (2001)).
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2.4.1 Preliminary Estimation and Parameter Constancy Test

Assuming a standard AR(q) model with constant parameters, we utilize the SBIC of

Schwarz (1978) to select the lag-order, q. As a result, q = 2 – the second order au-

toregressive model – is obtained.12

(Table 2.2 here)

Our estimation result for an AR(2) model with the whole sample is summarized in Table

2.2: all AR estimates are statistically significant at the 1% level. It is notable that the

first-order autoregressive estimate is about 0.31 (and the second one is about −0.08). This

implies that approximately 10% of an unanticipated shock to the average stock return

during any month will remain in the average stock returns for two months later.

Are the AR coefficients constant over the sample period? One approach that we consider

useful is to apply a test of the parameter constancy. As presented in Table 2.2 (the entry

below LC), Hansen’s (1992) test reject the null hypothesis of constant parameters at the

1% significance level (The asymptotic critical value at the 1% significance level is 1.60).

Having found non-constant parameters in the AR(q) model, we move forward to focus on

the time-varying AR model in order to see whether gradual changes occur in the U.S. stock

market.

2.4.2 Non-Bayesian TV-AR Estimation

Given the fact that the test of the parameter constancy rejects the null hypothesis against

the alternative hypothesis of the AR parameters following the random walk process, our

non-Bayesian time-varying estimation method is carried out to estimate our TV-AR(2)

12The heteroskedasticity and autocorrelation consistent (HAC) covariance matrix estimator of Newey
and West (1987, 1994) is used.
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model. Because of the properties we discussed in Section 2.2.4, their method is shown to

have a particular advantage over the simple moving window method that assumes a fixed

width to compute AR coefficients or the correlation coefficient.13 With optimally selected

window widths, the coefficients of the TV-AR(2) model are computed.14

(Figure 2.2 here)

Figure 2.2 presents the weight for t = 851 (February, 1942). As is discussed in Section 2.2.4,

the estimate utilizes a wide range of observations. In this case, the smoothed estimate for

t = 851 requires the data points of 170 months.

(Figure 2.3 here)

Demonstrated in Figure 2.3 (solid lines), the estimated AR coefficients are very unstable

over time.15 As a statistical inference, we provide significance bands in Figure 2.3. Due

to the fact that our method is based on least squares for subsamples (i.e., widths), note

that our estimates may suffer from a downward bias (see for example, Andrews (1993a)).

Taking into account such a possibility, we construct significance bands for the estimates as

follows. For the data generating process assuming α1,t = α2,t = 0 for all t, the TV-AR(2)

model is estimated. Repeating this process 5000 times and tabulating α̂1,t and α̂2,t for

each t = 1, . . . , T , we plot the 99% upper and lower limits of the estimates. Therefore,

Figure 2.3 shows that the AR(1) coefficient is significant most of the time, while the AR(2)

coefficient is not.

From the estimated AR(1) coefficient, remarkably, the market crash and the following

Great Depression did not cause a great deal of deviation of the AR(1) coefficient from its
13This point distinguishes our work from previous studies, such as Kim et al. (2011) and Lim et al.

(2013).
14We confirm that our model is locally stationary – the stationary AR(2) process for all t – by checking

the roots of the equation 1− α1,tz − α2,tz
2 = 0. All of the roots lie outside the unit circle.

15Yet, Ljung and Box’s (1978) test for the residuals do not reject the null hypothesis of autocorrelation.
To estimate the TV-AR model, the HAC estimator of Newey and West (1987, 1994) is employed.
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historical average: In fact, in the late 1980s, a slightly larger magnitude of deviation can be

seen. However, care must be taken in interpreting the estimates of the AR coefficients. Our

ultimate goal in this chapter is to compute the long-run multipliers, defined in Equation

(2.11), and the time-varying impulse-responses to see whether there is evidence of market

efficiency. The next subsection presents these two measures.

2.4.3 Time-Varying Impulse Responses and Time-Varying Long-

Run Multipliers

Figure 2.4 exhibits the time-varying impulse-responses.

(Figure 2.4 here)

Notably, the time path of an exogenous shock’s effect on return varies widely with time.

For example, in December 1919, when the estimated time-varying AR(1) coefficient reaches

its whole sample minimum, only less than 20% of the shock to the average stock return

remains two months after the shock (Figure 2.4, bottom left); whereas in November 1987,

when the estimated AR(1) coefficient reaches its whole sample maximum, more than 40%

of the shock is preserved two months after impact (Figure 2.4, bottom right).

The other measure of market efficiency, the time-varying long-run multiplier – the degree

of market efficiency – is demonstrated in Figure 2.5.

(Figure 2.5 here)

There are two important observations to be pointed out.

First, despite the extraordinary magnitudes of the Great Crash of 1929 and Financial

Crisis of 2008 (as displayed in Figure 2.1), the degrees of market efficiency for such periods

are not shown to be outliers.
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Second, after the 1930s, the degree of market efficiency tends to rise during periods of

expansion, and tends to decline during periods of contraction.16 Since the degree of market

efficiency that is higher than 1 means “more inefficient,” expansions are associated with

more inefficient markets and vice versa. Put differently, shocks that affect the return on

stocks linger for quite while; but for depressed markets (which are often led by a crash in the

stock market), shocks quickly disappear. One possible interpretation of this phenomenon

is that individuals become more irrational during expansions while they become more

rational during contractions. This argument is, however, not very convincing because not

all recessions/expansions exhibit the pattern described above.

With that being said, the degree of market efficiency is greater than 1 for the entire

sample period. Does this make our argument invalid? For the same reason we compute

them in the previous subsection, significance bands for the degree of market efficiency are

provided. By doing so, we arrive at the conclusion that the stock market is efficient for

the most of our sample period at the 1% significance level. With such bands, we are

able to find at least four clearly inefficient markets in our sample. Out of four inefficient

markets, theree of them have their highest degree of market efficiency (i.e., the largest

deviation from market efficiency) during recessions. The first one appears during the long-

depression (1873-1879), following the financial panic of 1873. Note that this is the longest

recession NBER has ever recorded (65 months). The second inefficiency take place during

the recession of 1902-1904, which follows the panic of 1901. The third peak is seen in

August 1958 when a short, but very severe recession just passes its “trough.” A study by

Perron and Wada (2009) reveals that the cyclical component of the U.S. post war real GDP,

after taking into account the structural break in the slope of the trend in 1973, reaches its

16To see the relationship between overall economic conditions and the degree of market efficiency, we
provide the NBER business cycle dates in Figure 2.5 (the shaded areas are recessions).

28



lowest point in the 1957-1958 recession. This result is in accordance with the trend-cycle

decomposition by the Beveridge-Nelson decomposition (Beveridge and Nelson (1981); see

Morley, Nelson, and Zivot (2003)). One exception took place in the expansion between

1933 and 1937, the aftermath of the Great Depression; and the economy was recovering

only due to the aggressive fiscal policy called the New Deal.

One finding stands out: Not all recessions (or expansions) create inefficient markets,

although some turning points of business cycles and those of the degree of market efficiency

seem to be related. Therefore, we can conclude that the degree of market efficiency does

not fluctuate as often as macrovariables such as GDP and consumption. From the view

point of the spectral analysis, Figure 2.6 confirms this conclusion.17

(Figure 2.6 here)

The power spectrum of the estimated degree of efficiency has a peak and its most power

in lower frequencies than in standard business cycle frequencies (periodicity corresponding

to 72- 384 months; shaded in Figure 2.6. See also Baxter and King (1999).), indicating

that the degree of market efficiency has a very long periodicity. Thus, market inefficiency

emerges only infrequently.

However, note that the evidence against efficient markets is found for extraordinary

times, but not for times of financial panics or bubbles. What is unclear is that the deviations

from efficient market are attributed to either irrational behaviors of market participants or

drastic changes in the individuals’ stochastic discount factor, which is the function of: the

consumption growth rate, the degree of risk aversion, and the subjective discount factor.

17The power spectrum is estimated by utilizing the Bartlett window and the Quadratic window in order
for the estimate to be consistent (See, for example, Brockwell and Davis (1991)). To select the bandwidth,
Andrews’s (1991) method that are designed to consistently estimate the spectral density function at fre-
quency zero is employed. We also examine the consistent estimator proposed by Newey and West (1994)
that is also desinged to estimate the zero-frequency spectral density consistently. From Figure 2.6, all
estimators of the spectral density exhibit qualitative similarity.

29



The latter is as likely as the former, because all of the factors that affect the stochastic

discount factor may have been altered during such times.

2.5 Concluding Remarks

Focusing on market efficiency that may vary with time, we develop a non-Bayesian time-

varying model to examine whether or not the U.S. stock market has evolved over time.

In particular, the non-Bayesian time-varying AR (TV-AR) model is applied by taking

into account various possibilities, namely, structural changes, regime shifts, and gradual

changes. In addition, a new measure of the degree of market efficiency is introduced and

estimated. With a new and convenient technique, it is found that the U.S. stock market

evolves slowly over time: Our estimated power spectrum indicates the periodicity of the

degree of market efficiency is 30 to 40 years. After careful consideration based on statistical

inferences, the degree of market efficiency is found to be in favor of efficient markets for the

vast majority of our sample period. This is in line with our impulse-response analysis which

uncovers that any shock to stock return quickly disappears most of the time – indicating

that market is generally efficient over the sample period. However, a little evidence for

inefficient markets is also discovered. They are, during: (i) the longest recession defined by

NBER (1873-1879); (ii) the 1902-1904 recession; (iii) the New Deal era; and (iv) just after

the very severe 1957-1958 recession. These results suggest that the deviation from efficient

markets occurs in extraordinary times, but not during times of panic (or bubble). This,

in turn, raises another question of whether the market is inefficient due to irrationality or

is efficient but the individuals’ stochastic discount factor changes dramatically. While this

unanswered question opens up new avenues of research for market efficiency, we believe

that our approach – allowing the possibility of the evolving market and introducing the
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concept of the degree of market efficiency – will provide researchers with a more in-depth

view of market efficiency.
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Figure 2.1: The Returns on S&P500
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Figure 2.2: Optimal Weights for the Smoother
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Table 2.1: Descriptive Statistics and Unit Root Test

Mean SD Min Max ADF-GLS Lag ψ̂ N
0.0034 0.0410 −0.3075 0.4075 −30.1543 0 0.3033 1703

Notes:

(1) “ADF-GLS” denotes the ADF-GLS test statistics, “Lag” denotes the lag order se-

lected by the MBIC, and “ψ̂” denotes the coefficients vector in the GLS detrended
series (see equation (6) in Ng and Perron (2001)).

(2) In computing the ADF-GLS test, a model with a time trend and a constant is assumed.
The critical value at the 1% significance level for the ADF-GLS test is “−3.42.”

(3) “N” denotes the number of observations.

(4) R version 3.0.2 was used to compute the statistics.

34



Table 2.2: Preliminary Estimation and Parameter Constancy Test

Constant Rt−1 Rt−2 R̄2 LC

0.0026 0.3089 −0.0808
0.0860 53.4309

[0.0010] [0.0281] [0.0308]

Notes:

(1) “Rt−1,” “Rt−2,” “R̄2,” and “LC” denote the AR(1) esti-
mate, the AR(2) estimate, the adjusted R2, and Hansen’s
(1992) joint L statistic with variance, respectively.

(2) Newey and West’s (1987) robust standard errors are in
brackets.

(3) R version 3.0.2 was used to compute the estimates.
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Figure 2.3: Non-Bayesian TV-AR Estimation
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Notes:

(1) The dashed red lines represent the 99% critical values of the TV-AR esti-
mates in case of efficient market.

(2) We run 5000 times Monte Carlo sampling to calculate the critical values.

(3) The dotted lines also represent the TV-AR estimates with whole sample,
respectively.

(4) The shade areas are recessions reported by the NBER business cycle dates.

(5) R version 3.0.2 was used to compute the estimates.
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Figure 2.4: Time-Varying Impulse Responses
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Figure 2.5: Time-Varying Long-Run Multipliers
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Notes:

(1) The dashed red lines represent the 99% critcal values of the time-varying
long-run multipliers in case of efficient market.

(2) We run 5000 times Monte Carlo sampling to calculate the critical values.

(3) The shade areas are recessions reported by the NBER business cycle dates.

(4) R version 3.0.2 was used to compute the estimates.
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Figure 2.6: Power Spectrum Analysis
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Notes:

(1) “Bartlett,” “Newey-West,” and “Quadratic” denote the type of the win-
dow kernel to estimate the power spectrums, respectively.

(2) The shade area is the standard business cycle frequencies.

(3) R version 3.0.2 was used to compute the statistics.
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2.A Technical Appendix

2.A.1 State Space Regression Model

This section shows a framework allowing us to deal with a state space models as a linear

regression model with time-varying parameters. Such a framework provides an alternative

of the Kalman smoother. The alternative estimator takes a crucial role in this chapter.

The idea is so simple that we reduce a state space model to more general regression models,

usually called random parameter regression models. Our framework covers wide range of

state space models, which have random parameters with occasional jumps.

We first reexamine the structure of the state space model as a linear regression model,

Equations (2.8) and (2.9), which we call state space regression model. We regard Equation

(2.9) as an ordinary linear regression model: we regard Equation (2.9) as the one specify-

ing a time-varying structure of parameters. Equation (2.9) is considered as an difference

equation with disturbance terms.

On the other hand, when we stand on the regression theory, Equation (2.9) illustrates

how the parameters are randomized. Given some prior vector γ, we rewrite Equation (2.9)

as follows:

γ = Wβ + v.

To simplify the discussion, we temporally suppose that the matrix W is non-singular and

that we have the following representation of Equation (2.9):

β = W−1γ −W−1v. (2.A.1)

We regard the first term of RHS in Equation (2.A.1) as the expected values of the random-

ized parameters and the second one the random effects of the disturbance terms. Notice

40



that the vital supposition in our discussion is not the invertibility of W but the existence

of such a decomposition of randomized parameters.

Considering the case where some parameters might not be random or the one where

the disturbance terms affect the parameters in degenerated ways, we generalize Equation

(2.9) in the following simple form:

β = β̄ +Dw, (2.A.2)

where D is a matrix with the size of N × ℓ, ℓ ≤ N,N := nT and

w
iid∼ WS(0,Σw),

where w might have smaller dimension than that of v and WS(0,Σw) is any distribution

depending only on mean 0 and variance Σw such as the normal distribution. We will use

this notation to represent a distribution with wider sense assumptions.

We assumes that the rank of D is ℓ > 0 and that β̄ is known. Note that when

rankD = ℓ = 0, Equation (2.A.2) has no parameter to estimate. Notice that the matrix D

reflects the time-varying structure in place of W .

This class of random parameter regression models covers a conventional state space

model:

yt = Xtβt + ut, ut
iid∼ WS(0, Rt)

βt+1 = Φt+1,tβt +Gtwt, wt
iid∼ WS(0,Σw), (2.A.3)

where the matrix Gt in Equation (2.A.3) has the size m × ℓ(ℓ ≤ m) and its rank is ℓ. It

is natural to assume that Σw = I because this assumption implies cov(Gtwt) = GtG
′
t and

thus Gt has all information about the covariance matrix of the state equation. We make
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additional remark that the class of the random parameter regression model defined above

covers quite wide range of linear models such as linear models for panel data.

2.A.2 Random Parameter Regression

In this section, we demonstrate that OLS and GLS assure the MMSLE estimator in the

random parameter regression model defined above. To simplify our notations and discus-

sion, we present the random parameter regression model as follows. Let M denote the

number of unknown parameters and N the dimension of observation vector y is N.

y = Xβ + ε, (2.A.4)

and

β̄ = β −Dw, (2.A.5)

where D is a matrix known with the size of M × ℓ, ℓ ≤M,

ε
iid∼ WS(0,Σε) and w

iid∼ WS(0,Σw),

and β̄ is known.

We supose some regularity conditions for the least square estimation.

Assumption 1

rank D = ℓ > 0,

and there is a generalized inverse D− of D such that

D−D = I.
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We stack Equations (2.A.4) and (2.A.5) multiplied by D−.

Y = Xβ + ξ, (2.A.6)

for  D−β̄

y

 =

 D−

X

β +

 −w

ε

 .
Equation (2.A.6) can be written as

(Y − Xβ) ∼ WS(0,Σξ), (2.A.7)

where

Σξ =

 Σw O

O Σε

 .

Table 2.A.1 summarizes the dimensions of the vectors and matrices.

Table 2.A.1: Dimensions of Random Parameter Regression Model

vector matrix
y N X (N + ℓ)×M
β M Σw ℓ× ℓ
ε N Σε N ×N
w ℓ Σξ (N + ℓ)× (N + ℓ)
Y N + ℓ D M × ℓ

The above framework enables us to deal with the random parameter regression theory

as we do with the familiar regression theory. In the usual regression theory, an important

estimator is the weighted least squares estimator (WLSE) of β.
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Definition 1 (WLSE (weighted least squares estimator)) b is the WLSE of β for

Equation (2.A.7) if and only if

(Y − X β̂)′Σ−1
ξ (Y − X β̂),

is minimized when b = β̂, that is,

b = argmin{(Y − X β̂)′Σ−1
ξ (Y − X β̂) : β̂ ∈ RM}

where Y and X are given and Σξ is known.

Note that WLSE b does not always hold unbiasedness and consistency when Y and any

column of X are statistically correlated.
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Chapter 3

International Stock Market

Efficiency: A Non-Bayesian

Time-Varying Model Approach

3.1 Introduction1

How are the world’s stock markets linked to each other? Is it possible that a boom in one

country’s stock market could be accompanied by a boom in another country’s stock market,

while a drop in equity prices occurs simultaneously in many countries’ stock markets?

Recent technological progress in the financial sector has enabled information and funds

to be rapidly transmitted, thereby providing investors with many opportunities in world

stock markets, rather than in just a local stock market. Also, economic activities of firms

have become more international, mostly thanks to low transportation costs stemming from

technological progress. The answer to the aforementioned (second) question seems to be

1This chapter is based on Ito, Noda, and Wada (2014d).
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affirmative in such an environment.

If so, what are implications of the international linkage for Fama’s (1970) market effi-

ciency, which requires zero unexploited excess profit given the information available to the

public? For example, consider the case where one nation’s stock market is not efficient,

but that stock market is jointly efficient with another country’s stock market. One possible

interpretation for this phenomenon would be that investors have opportunities to invest in

two markets – as a result of portfolio diversification – and arbitrages occur across these two

markets. Hence, it is conceivable that the “joint efficiency” among several markets appears

when those markets are highly integrated.2

As we shall see in the next section, which reviews the literature, there are mainly

two types of papers written in the 1990s and early 2000s. The first approach employs a

vector autoregressive (VAR) model to determine whether there is any international linkage

of stock prices, especially in short-run relationships among stock price indices (see, for

example, Jeon and Von Furstenberg (1990) and Tsutsui and Hirayama (2004)). Studies

in the second category, on the other hand, shed more light on the long-run equilibrium

relationship among returns on stocks by using a vector error correction (VEC) model and

cointegration tests (see, for example, Kasa (1992), Chan, Gup, and Pan (1997)). Further,

some of the studies examine short-run deviations of returns from long-run relationships by

evaluating variance decomposition and impulse response functions.

What is common in the two approaches is that they assume constant parameters in their

VAR or VEC with few exceptions that consider structural changes (Narayan and Smyth

(2006), for example). In other words, the relationships appearing in the models are charac-

terized by the parameters that are invariant over time. This assumption seems too strong or

2The idea of joint efficiency is not new; for example, MacDonald and Taylor (1989) focus on the
relationship between cointegration and joint efficiency in foreign exchange markets.
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even implausible for international financial markets where regime switchings or structural

changes occur perhaps due to policy changes and the increasing presence of emerging mar-

kets. Furthermore, given the fact that technological changes have been connecting global

equity markets more and more strongly – by facilitating instant and international trades –,

the assumption of the stable relationships among international markets is not appealing.

In order to take into account regime shifts or structural changes, traditionally, re-

searchers have often used subsamples of the data to exclude such aberrant events. By

splitting the whole sample into several subsamples so that each subsample does not con-

tain a break or shift, one can easily estimate the relationship among variables within the

subsamples. The biggest challenge to this method is to find the cutoff points that determine

subsamples.

Another approach that is preferred by some economists is the so-called rolling window

method. Instead of using subsamples defined by breaks, this method allows a researcher to

slide the fixed-width window (i.e., subsample) by a given increment. For example, to find

the correlation coefficient of two variables at time-t, one can utilize data from t−h to t+h

as a subsample; likewise, the correlation coefficient at t+ 1 needs data from (t+ 1)− h to

(t+ 1) + h. Here, the width of the window is 2h+ 1. In effect, to estimate the correlation

coefficient for all t, one must use overlapping subsamples. The remaining problem for this

approach is that a researcher has to determine the width of the window (or h).

The proposed approach in this chapter is free from choices of cutoff points or the width

of windows. In fact, we are able to demonstrate that our method, a non-Bayesian time-

varying VAR (TV-VAR) model, can quite easily be implemented. This result is in line

with that of Ito et al. (2012), who propose the TV-VAR model for a univariate case.

Furthermore, by defining and computing the time-varying degree of the market efficiency

from the estimated TV-VAR, we are able to discover the time-varying structure of world
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stock markets. This time-varying degree of market efficiency is used in conjunction with

its statistical inference – which is calculated by our new bootstrap method – to determine

whether or not the stock market is efficient.

To sum up, this chapter’s contribution is two-fold. First, we look at the linkage of in-

ternational equity markets through the novel non-Bayesian TV-VAR that possesses statis-

tically more preferable properties than alternatives. This is a clear deviation from previous

studies that employ standard VARs and VECs. As the second contribution, we propose

the “time-varying degree of market efficiency” associated with the TV-VAR model and its

statistical inference. This new measure and its statistical inference provide information as

to whether the linkage is so strong that investors regard the markets for which efficiency

is jointly confirmed as a single market. Our method of evaluating (joint) market efficiency

is an alternative to the previous studies that employ the VEC model, where cointegration

may imply market inefficiency. This is because (i) we incorporate the time-varying nature

of market efficiency and (ii) the evaluation is based on estimated TV-VAR coefficients.

Our empirical results affirm the time-varying structure in the linkages and in the market

efficiency of international stock markets. We also find that the time-varying nature of the

market structure corresponds well to historical events in the international financial system.

This chapter is organized as follows. In Section 3.2, the model and new methodologies

for our non-Bayesian TV-VAR model are presented. We also introduce our new measure,

the degree of market efficiency in Section 3.2. The data on G7 stock markets, together

with preliminary unit root test results, are described in Section 3.3. In Section 3.4, our

empirical results show that international stock markets are inefficient in the late 1980s; and

the European markets become jointly inefficient after the late 1990s. Section 3.5 concludes.

The Technical Appendix provides mathematical and statistical discussions about the new

estimation methodologies that we have developed.
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3.2 The Model

3.2.1 Preliminaries

First, we consider a simple VAR model to analyze the stock market linkage in the context

of market efficiency. Let yt denote a k-dimensional vector representing the rates of return

for k stocks at t. More specifically, yt consists of k countries’ stock market returns. In the

literature, a number of previous studies employ VAR(p) models to analyze the linkage of

stock markets:

yt = ν + A1yt−1 + · · ·+ Apyt−p + ut; t = 1, 2, . . . , T, (3.1)

where ν is a vector of intercepts; ut is a vector of error terms that are serially uncorrelated.

Note that the unexpected, excess returns on stocks at t are solely driven by the error term

ut because yt − E
[
yt | yt−1,yt−2, · · ·

]
= ut, where E

[
yt | yt−1,yt−2, · · ·

]
represents the

conditional expectation of the k countries’ stock returns at t given the returns at any

previous periods t−1, t−2, · · · . This set-up is in accordance with the view of the efficiency

market hypothesis (EMH) in the sense that there is no unexploited excess profit given the

information available to the public (see Fama (1970, 1991), for example).

Oftentimes, it is understood that the VAR(p) model is a reduced form of a data gener-

ating process that is a VMA(∞) model:

yt = µ+ Φ0ut + Φ1ut−1 + Φ2ut−2 + · · ·

= µ+ Φ(L)ut, (3.2)

where Φ (L) is a matrix lag polynomial of a lag operator L, i.e., Φ (L) = Φ0+Φ1L+ Φ2L
2+
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· · · , with all eignvalues of Φ (1) being outside the unit circle. One clear assumption here is

that coefficient matrices {Φi}∞i=0 are time-invariant or parameter matrices of k × k. With

such matrices, one can compute the impulse-response functions along with the identification

assumptions such as Φ0 = I (an identity matrix). Note that the long-run effect of ut on y

is given by Φ (1); the vector of expected excess returns, E
[
yt | yt−1,yt−2, · · ·

]
−µ, is zero

when Φ (1) = I.

In this chapter, we view Equation (3.2) as the model and Equation (3.1) serves as a

device for estimation. Our focus as to whether EMH holds hinges on whether Φ (1) = I,

or equivalently, whether [I − A (1)]−1 = [I − A1 − A2 − · · · − Ap]
−1 = I. The following

subsection explains the extended version of our estimation model, Equation (3.1).

3.2.2 Non-Bayesian Time-Varying VAR Model

When the parameters in our VAR coefficient matrices {Ai}pi=0 do not seem to be constant

over time, more precisely, when a parameter consistency test such as Hansen (1992) rejects

the null hypothesis of constant parameters,3 it is more appropriate to use the time-varying

(TV-) VAR model that allows the parameters in {Ai}pi=0 to vary with time:

yt = ν + A1,tyt−1 + · · ·+ Ap,tyt−p + ut; t = 1, 2, . . . , T, (3.3)

with

Ai,t = Ai,t−1 + Vi,t (3.4)

for i = 1, . . . , p, and t = 1, 2, . . . , T . The assumption for the process, Equation (3.4), stems

from the fact that the alternative hypothesis of Hansen’s (1992) test is the multivariate

random walk process. For this time-varying specification, we consider the underlying time-

3See Technical Appendix 3.A.1.
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varying VMA model:

yt = µt + Φ0,tut + Φ1,tut−1 + Φ2,tut−2 + · · · (3.5)

with Φ0,t = I for all t.

Taken together, the following is the extended version of Ito et al. (2012), who consider

the time-varying model within a univariate context. In this chapter we propose the Non-

Bayesian time-varying model with a vector process. First of all, it is convenient for us to

set our model in a state-space form, especially for estimation purposes. To this end, the

observation Equation (3.3) is written as

yt = ν + AtZt−1 + ut; t = 1, 2, . . . , T,

where

At =

[
A1,t · · · Ap,t

]
and Zt−1 =

[
y′
t−1 · · · y′

t−p

]′
;

and the state Equations (3.4) becomes

vec (At) = vec (At−1) + vt,

where vt = vec (Vt) = vec

([
V1,t · · · Vp,t

])
is a k2p-vector.

Furthermore, to see the advantages of our estimation method, we stack equations (3.3)

from t = 1 through T ,

y = Dβ + u

where y =

(
y′
1 · · · y′

T

)′

, u =

(
u′

1 · · · u′
T

)′

, D is a matrix consisting of Z0, · · · ZT−1,

and β is a vector that contains A1 · · · AT . For more details, see Technical Appendix

51



3.A.2.

The time-varying nature of the VAR coefficients, more specifically Equation (3.4), is

also stacked from t = 1 to T , and written in a matrix form:

γ =Wβ + v

where a vector γ includes vec (A0) and zeros; W is a matrix consisting of identity matrices

and zeros; and v =

(
v′
1 · · · v′

T

)′

. Noticing that both systems of equations share the

same vector β, we combine them together and our entire system now becomes

 y

γ

 =

 D

W

β +

 u

v

 . (3.6)

One of the very convenient features of our method is that the system (3.6) allows us to

estimate the unknown parameters β (time-varying coefficients) and the variance-covariance

of the error term by OLS.4 Unlike the traditional method or the Bayesian estimation, the

time-varying model does not necessitate the Kalman filtering which requires iterations from

t = 1 to T , to find the likelihood value. Indeed, this OLS based method estimates unknown

parameters at one time. This method can also handle cases such as heteroscedasticity, serial

correlations, and mutual correlations within the vector (u,v) by utilizing the Generalized

Least Squares (GLS) method. Note that, when the Kalman filter is applied to this model,

mutual correlations in u and v need special treatments, such as what Anderson and Moore

(1979) describe. Other desirable properties of our method are more thoroughly explained

in Ito et al. (2012).

The next subsection describes a different way to examine whether EMH holds em-

4See Technical Appendix 3.A.3 for more details.
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pirically, under our assumption that the structure or autoregressive coefficients on stock

returns vary over time.

3.2.3 Time-Varying Degrees of Market Efficiency

While our main focus is whether the vector of expected excess returns, E
[
yt | yt−1,yt−2, · · ·

]
−

µ, is zero in Equation (3.2), the time-varying VAR model (3.3) modifies this condition as

E
[
yt | yt−1,yt−2, · · ·

]
− µt = 0 where µt = (I − A1,t − · · · − Ap,t)

−1 ut. Still, with the es-

timated coefficient matrices obtained by (3.6) via OLS (or GLS), we are able to determine

if EMH holds by observing the time-varying matrices A1,t, . . . , Ap,t or Φ1,t,Φ2,t, . . .. This is

because the TV-VAR model (3.3) can be seen as a locally stationary model. To implement

this strategy, let us consider a matrix

Φt (1) =
∞∑
j=1

Φj,t,

which is a cumulative sum of the time-varying VMA coefficient matrices which appears

in Equation (3.5). Since this matrix measures the long-run effect of shocks {uτ}−∞
τ=t on

stock return {yt}, we call it the long-run multiplier that is in line with Ito et al. (2012).

This multiplier, Φt (1), is, in fact, regarded as a metric measure for market efficiency

in the sense that Φt (1) = I suggests EMH; while its deviations from an identity matrix

measure the degree of market (in)efficiency. Once again, we do not impose the identification

assumptions about shocks. In other words, we do not label which shock originated from

country j ∈ {1, . . . , k}. Therefore, it is important for us to investigate whether or not k

countries’ stock markets are all efficient without specifying the roles of the shocks; and

hence, measuring the distance between Φt (1) and I provides us with a good idea as to how

k countries’ stock markets are closer to or farther from efficiency.
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The distance between Φt (1) and I is measured by the spectral norm:

ζt =
√

maxλ
[
(Φt (1)− I)′ (Φt (1)− I)

]
, (3.7)

i.e., the square root of the largest eigenvalue of the square matrix (Φt (1)− I)′ (Φt (1)− I)

for each t. Clearly, the distance becomes zero (ζt = 0) when Φt (1) = I. Yet, the distance

becomes a large (positive) number as the two matrices deviate from each other, in the sense

of the spectral norm. We call ζt the degree of market efficiency that measures how close

to or far from the efficient markets the actual markets are.5 By computing this for all the

sample points, t, we are able to know when the markets are efficient (or close enough to

indicate that the markets are efficient) and when the markets are obviously inefficient.

From the correspondence between Equations (3.3) and (3.5), provided (I − A1,t − · · · − Ap,t)

is non-singular, we have

Φt (1) = (I − A1,t − · · · − Ap,t)
−1 .

In practice, we estimate the TV-VAR Equation (3.3) to obtain A1,t, . . . , Ap,t, and then, we

compute the degree of market efficiency, Equation (3.7).

3.3 Data

We utilize the monthly data on the Morgan Stanley capital index for the Group of 7

(G7) countries (United States, Canada, United Kingdom, Japan, Germany, France, and

Italy) from December 1969 through March 2013, as obtained from the Thomson Reuters

5In case of univariate data, this norm is essentially same as the degree defined by Ito et al. (2012).
That is, the degree in this chapter is a natural extension of the one in Ito et al. (2012).
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Datastream. To compute the ex-post stock return series, we take the first difference of the

natural log of the stock price index.

(Table 3.1 around here)

Provided in Table 3.1, descriptive statistics show that monthly returns on the stock market

range from Italy’s 0.34% (4.08% per annum) to the U.K.’s 0.57% (6.84% per annum). The

average return on the largest stock market, U.S. is 0.52% (6.24% annum) and the third

highest after the U.K. and Canada (0.54% or 6.48% annum). Volatility for the U.S. is

the smallest among the seven countries, 3.96%, while that for Italy is 6.17%, which is the

largest of the seven countries. Except for the U.K. and France, the largest month-to-month

change is negative, not positive, i.e., crashes have larger magnitudes than booms.

Table 3.1 also shows the results of a unit root test. It is important for our estimation

that the variables in the TV-VAR model are all stationary. Thus, we examine this by

employing the ADF-GLS test of Elliott et al. (1996). It is then confirmed that for all the

variables, the ADF-GLS test uniformly rejects the null hypothesis of the variable’s having

a unit root at the 1% significance level.

3.4 Empirical Results

3.4.1 The Time-Invariant VAR Model

Having presented the time-varying model, we must verify that the TV-VAR model is more

appropriate to use than the traditional, time-invariant VAR model. To do so, we first

estimate the time-invariant VAR model, and then apply the parameter constancy test of

Hansen (1992) to investigate whether the time-invariant model is a better fit for our data.

Here we consider the parameter stability for five groups using five VAR models. They
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are: (i) North American markets (U.S. and Canada); (ii) two largest stock markets (U.S.

and U.K.); (iii) three largest stock markets (U.S., U.K. and Japan); (iv) European markets

(U.K., Germany, France and Italy); and (v) all seven markets.

(Table 3.2 around here)

To select the length of the lags, we adopt the Bayesian information criterion (BIC; Schwarz

(1978)). Table 3.2 presents both estimated coefficients and Hansen’s (1992) joint parameter

constancy test statistics that are shown in the last column, under “LC .” For all the five

models, the parameter constancy test rejects the null hypothesis of constancy at the 1%

level, against the alternative hypothesis stating that the parameter variation follows a

random walk process. These results suggest that the time-invariant VAR model does not

fit our data; rather, we should use the TV-VAR model for the G7 data.6

3.4.2 TV-VAR Model and the Degree of Market Efficiency

Now, let us focus on the TV-VAR model and the degree of market efficiency associated

with the model. Once again, using the spectral norm, we measure the stock markets’

deviation from the efficient condition, by Equation (3.7). For example, considering U.S.

and Canadian stock markets, the degree of market efficiency tells us how the two markets

are different from the efficient markets. If ζt = 0 for time-t, the two stock markets are

jointly efficient at that time.

Note that the degree of market efficiency is computed from the estimates of Φt (1),

therefore, ζt is subject to sampling errors. Because of this, we provide a sequence of

the critical values of ζt under the null hypothesis of market efficiency.7 We do not find

6Table 3.A.1 in Technical Appendix provides the results of a univariate AR process for each country.
From “LC” statistics, we can confirm that the TV model is more appropriate for all countries.

7While we use the bootstrap method (i.e., using estimated residuals) to compute the critical values,
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evidence of inefficient markets whenever estimated ζt is less than the upper critical value;

inefficient markets are detected with an estimated ζt that is larger than the upper limit.

As detailed in Technical Appendix 3.A.4, Monte Carlo simulations construct a sequence of

the critical values of the estimates by (i) generating multi-variate i.i.d. processes for yt,

then, (ii) applying and estimating the TV-VAR model for those processes, and finally, (iii)

computing ζt.

(Figures 3.1 to 3.5 around here)

Looking at North American markets, as demonstrated in Figure 3.1, the markets become

inefficient in the late 1980s and in the late 2000s; and almost completely inefficient in

the early 2000s. Interestingly, these correspond well with Black Monday in 1987 and the

Savings and Loan (S&L) crisis in the late 1980s, the world financial crisis of 2008-2009,

and the dot-com bubble burst in 2001. To provide a better understanding of the dynamics

of the international market linkages, Figure 3.6 presents the degree of market efficiency

for each of the seven countries. While the degrees for the U.S. and Canada have similar

fluctuation patterns, inefficiency in the early 2000s seems to attribute to the Canadian

market inefficiency.

(Figure 3.6 around here)

The two largest stock markets become inefficient in the early to middle 1970s and the

late 1980s. Yet, the U.K. market’s inefficiency in the 1970s stands out. In addition to

the period when the two largest markets are inefficient, the three largest stock markets,

including Japan, become inefficient in the middle 2000s and after 2010.

the Monte Carlo method (i.e., using random draws from the normal distribution) can generate pretty much
the same critical values. Therefore, our empirical results presented in this chapter do not depend on which
method is used to compute the statistical inference for the degree of market efficiency.
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Like other markets, the middle 1970s and 1980s are times for inefficient markets in

Europe, the degree of market efficiency in the European markets is nevertheless increasing

since the late 1990s. Why is the European markets’ efficiency decreasing (the degree of

market efficiency increasing) after the late 1990s? From individual degrees of efficiency

presented in Figure 3.6, it is hard to understand why. In addition, even when we compute

the degree of market efficiency for each country individually (See Figure 3.6), none of the

European countries indicates such tendency. Remarkably, however, the introduction of the

common currency euro in 1999 somewhat coincides the increase of the degree of market

efficiency.

Finally, the efficiency of all seven countries changes over time. But importantly, in the

early-to-middle 1970s, between the late 1980s and early 1990s, and after 2000 are three

periods when the world (G7) markets indicate their inefficiency.

3.4.3 Why Do Stock Markets Become Inefficient?

There are, possibly, several reasons why stock markets become inefficient. First, as pointed

out by Ito et al. (2012) who focus solely on the US stock market, (i) people become irrational

when they face extraordinary events such as severe recessions or financial crises8; (ii) people

are rational, but their stochastic discount factor changes for those time periods.9 It is also

possible that the stock markets in our sample were indeed efficient, in combination with

other stock markets that are not included in our sample. To fully understand why markets

become inefficient, further investigation, perhaps with larger samples, is necessary.

8Ito et al. (2012) utilize a much longer sample period for the US, and find that the world financial
crisis in 2008 did not cause an inefficient market in the US. According to their study, inefficient markets
emerged during: (i) the longest recession defined by NBER (1873-1879); (ii) the 1902-1904 recession; (iii)
the New Deal era; and (iv) just after the very severe 1957-1958 recession.

9In such a case, the efficiency condition does not hold even with people’s rational behavior.
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3.5 Concluding Remarks

Stock market efficiency, especially the international linkage of stock markets, is studied.

Paying attention to the stability of VAR coefficients, we determine that the time-varying

(TV) VAR model fits better with the stock market data, with the help of Hansen’s (1992)

parameter constancy test. As an extension of Ito et al. (2012), we develop a new metric for

market efficiency, namely the degree of market efficiency that is the spectral norm between

the estimated time-varying parameter matrix and an identity matrix.

Our empirical results show that the degree of the market efficiency is, in fact, time-

varying; and there are times when international markets are jointly efficient and inefficient.

After considering five groups of countries, we interestingly find that (i) international stock

markets are inefficient in the late 1980s; and (ii) European markets become jointly inefficient

– despite the fact that each country’s stock market indicates otherwise – after the late 1990s,

which is almost corresponding to the commencement of their common currency.

However, caution should be taken in interpreting our results. For example, failing to

find evidence of market efficiency in our sample does not necessarily mean that the markets

are inefficient. This is because those markets are, possibly, jointly efficient with other

markets that are not included in our sample. Also, further investigation should reveal the

mechanism of how the degree of market efficiency fluctuates from time to time – especially

why the degree of market efficiency exhibits inefficient markets during extraordinary times

– by utilizing larger samples of data and by formal statistical tests.
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Table 3.1: Descriptive Statistics and Unit Root Tests

Mean SD Min Max ADF-GLS Lags ϕ̂ N
RUS 0.0052 0.0396 −0.2324 0.1596 −3.9408 4 0.5766 519
RCA 0.0054 0.0430 −0.2365 0.1496 −17.4826 0 0.2569 519
RGB 0.0057 0.0470 −0.2468 0.3685 −15.3813 1 0.2828 519
RJP 0.0036 0.0477 −0.2515 0.1597 −15.9591 0 0.3391 519
RDE 0.0038 0.0498 −0.2924 0.1386 −8.7929 2 0.4023 519
RFR 0.0050 0.0525 −0.2004 0.2040 −17.0041 0 0.2823 519
RIT 0.0034 0.0617 −0.2290 0.2061 −17.5358 0 0.2540 519

Notes:

(1) “RUS”, “RCA”, “RGB”, “RJP ”, “RDE”, “RFR”, and “RIT ” denote the returns of the Morgan
Stanley capital index for the G7 countries (United States, Canada, United Kingdom, Japan,
Germany, France, and Italy), respectively.

(2) “ADF-GLS” denotes the ADF-GLS test statistics, “Lags” denotes the lag order selected by the

MBIC, and “ϕ̂” denotes the coefficients vector in the GLS detrended series (see Equation (6)
in Ng and Perron (2001)).

(3) In computing the ADF-GLS test, a model with a time trend and a constant is assumed. The
critical value at the 1% significance level for the ADF-GLS test is “−3.42”.

(4) “N” denotes the number of observations.

(5) R version 3.1.0 was used to compute the statistics.
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Figure 3.1: Time-Varying Degree of Market Efficiency: North America
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Notes:

(1) The dashed red lines represent the 99% critical values of the time-varying
spectral norms in case of efficient market.

(2) We run 5000 times Monte Carlo sampling to calculate the critical values.

(3) R version 3.1.0 was used to compute the estimates.
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Figure 3.2: Time-Varying Degree of Market Efficiency: U.S. and U.K.
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Note: As for Figure 3.1.
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Figure 3.3: Time-Varying Degree of Market Efficiency: U.S., U.K. and Japan
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Note: As for Figure 3.1.
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Figure 3.4: Time-Varying Degree of Market Efficiency: European Countries
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Note: As for Figure 3.1.
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Figure 3.5: Time-Varying Degree of Market Efficiency: G7 Countries
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Note: As for Figure 3.1.
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Figure 3.6: Time-Varying Degree of Market Efficiency: Individual Countries
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(d) Japan
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(f) France
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Notes:

(1) The dashed red lines represent the 99% critical values of the time-varying spectral norm
in case of efficient market.

(2) We run 5000 times Monte Carlo sampling to calculate the critical values.

(3) The shade areas represent recessions reported by the NBER business cycle dates for the
U.S. and the Economic Cycle Research Institute business cycle peak and trough dates for
the other countries.

(4) R version 3.1.0 was used to compute the estimates.



3.A Technical Appendix

3.A.1 Parameter Constancy Test for Time-Invariant VAR Model

There are some parameter constancy tests, for example Andrews (1993b) and Nyblom

(1989). Hansen (1992) develops a parameter constancy test for linear and non-linear mod-

els. The test is made under the null and alternative hypotheses: (H0) the parameters are

constant over time and (H1) they follow a martingale process. In practice, we reformulate

Equation (3.1) to extend Hansen’s test for a VAR(p) model.

Define the (k × T ) data matrix as

Y := (y1,y2, · · · ,yT ),

where T is the number of time series observations. To reformulate the VAR(p) model with

a intercept term into a regression formula, we introduce the following auxiliary vector and

matrix:

Zt :=



1

yt

...

yt−p


,

and

Z := (Z0, Z1, · · · , ZT−1) .

Note that Z0 is regarded as a prior of estimation. Defining the (k×kT ) disturbance matrix

as

U := (u1,u2, · · · ,uT ),
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we obtain a matrix form of equation (1):

Y = BZ + U,

where a k× (1+kp) matrix B is [ν, A1, · · · , Ap]. Using the vec operator, which transforms

a (k × T ) matrix into an (kT ) vector by stacking the columns, we have the following

regression form of Equation (3.1):

vec(Y ) = (Z ′ ⊗ Ik)vec(B) + vec(U), (3.A.1)

where ⊗ is the Kronecker product and Ik denotes k identity matrix. In case k = 2 and

p = 1, Equation (3.A.1) is specifically exhibited as



y11

y21

y12

y22
...

y1T

y2T



=



1 0 y10 0 y20 0

0 1 0 y10 0 y20

1 0 y11 0 y21 0

0 1 0 y11 0 y21
...

...
...

...
...

...

1 0 y1,T−1 0 y2,T−1 0

0 1 0 y1,T−1 0 y2,T−1





ν1

ν2

α11

α21

α12

α22


+



u11

u21

u12

u22
...

u1T

u2T



.

In order to extend the procedure of Hansen (1992), we rewrite Equation (3.A.1) as

y = Xβ + u,

where y = vec(Y ), X = Z ′⊗Ik and u = vec(U). Given y, we obtain the OLS estimate β̂ =

(X ′X)−1X ′y and the estimate of the covariance matrix Σ̂u as UU ′/T or UU ′/(T − kp− 1)
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(see Lütkepohl (2005, ch.3) for details).

Furthermore, to extend Hansen’s (1992) procedure to our system, let us organize the

above equation as follows:

yt = Xtβ + ut, t = 1, 2, · · · , T. (3.A.2)

For simplicity, we consider an OLS estimation of Equation (3.A.2) with the i.i.d. assump-

tion, E[utu
′
t] = Σu, t = 1, 2, · · · . The OLS estimates β̂ as well as Σ̂u should hold the

following equations.

0 =
T∑

τ=1

X ′
τeτ

and

0 =
T∑

τ=1

(vech(eτe
′
τ )− vech(Σ̂u)),

where et = yt − Xtβ̂ and the vech operator is closely related to vec, which only stacks

the elements on and below the main diagonal of a symmetric matrix. To construct Hansen

(1992) test statistic for a simultaneous linear equation system, define (k(1+kp)+k(k+1)/2)

vector,

fτ (β̂, Σ̂u) =

 vec(X ′
τeτ )

vech(eτe
′
τ )− vech(Σ̂u)

 , τ = 1, 2, · · · , T.

Let fiτ denotes i-th component of fτ (β̂, Σ̂u), Ss =
∑s

τ=1 fτ and Sis =
∑s

τ=1 fiτ for i =

1, 2, · · · , k(1+kp)+k(k+1)/2, s = 1, 2, · · · , T . Note that we abbreviate β̂, Σ̂u when there

is no confusion. Hansen’s (1992) individual statistics of parameter constancy test are

Li =
1

TVi

T∑
τ=1

S2
iτ , i = 1, 2, · · · , (k(1 + kp) + k(k + 1)/2),
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where Vi =
∑T

τ=1 f
2
iτ . His joint statistic is defined:

Lc =
1

T

T∑
τ=1

S ′
τV

−1Sτ ,

where V =
∑T

τ=1 fτf
′
τ . These test statistics follow singular distributions represented by the

Brownian motions and bridges. See Hansen (1990) for the tables of the statistics.

3.A.2 Regressor of State Space Regression Models

This section shows the reader a significant property of the method that we present for

dealing with a TV-VAR(p) model in Section 3.2. The method enables us to handle the

model as a conventional econometric model by identifying the corresponding state space

model with a linear regression model. Recall that the observation equation and the state

one appeared in the state space model in Section 3.2: Equations (3.3) and (3.4).

We prove that estimating method of the smoother of a state space model guarantees

the exact estimate whatever data is applied. Mathematically we assert that the regressor

matrix of our underlying linear system has full rank. This implies that our estimation

never suffers from multicolinearity and that our model is always identifiable in the sense of

Rothenberg (1971). The following results do not depend on whatever time-varying model

is assumed; they cover our TV-VAR model, a typical state space model.

The model consists of two equations as follows:

yt = Xtβt + ut, ut
iid∼ WS(0,Σu), t = 1, 2, · · · , T, (3.A.3)

and

βt+1 = Btβt + vt, vt
iid∼ WS(0,Σv), t = 1, 2, · · · , T, (3.A.4)
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where WS(0,Σu) and WS(0,Σv) are any distributions depending only on their means and

variances such as the normal distributions. Note that yt’s are k−dimensional vectors and

βt’s are m−dimensional vectors as parameters. Xt and Bt are k ×m and m×m matrices

respectively. Notice that two disturbances, ut and vt, follow iid normal distributions with

zero means and covariance matrices, Σu and Σv, respectively.

By transforming Equation (3.A.4) to the following form, we can regard the state equa-

tion as a linear regression model.

0 = Btβt − Iβt+1 + vt, vt
iid∼ WS(0,Σv), t = 1, 2, · · · , T. (3.A.5)

Combining Equations (3.A.3) with (3.A.5) into the following linear system, we can employ

conventional econometric techniques to obtain the Kalman smoother.

ŷ =

 y

γ

 =

 X

W

β +

 u

v


where

y =



y1

y2

...

yT


, γ =



−B0β0

0

...

0


, u =



u1

u2

...

uT


, v =



v1

v2

...

vT


,

and

X =



X1 O

X2

. . .

O XT


, W =



−I O

B1 −I
. . . . . .

O BT−1 −I


.
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Our main theorem of this appendix is as follows:

Theorem 1 The regressor matrix has full rank. That is

rank

 X

W

 = mT.

Proof: Let X̂ denote the regressor matrix. It is of size (k+m)T ×mT . Thus, rankX̂ ≤

mT. Clearly, each ranks of the two submatrices, W and X, are fewer than or equal to mT.

Formally,

rankX ≤ mT,

and

rankW ≤ mT.

On the other hand, rankW = rankW ′. SinceW ′ has the following reduced row echelon

form: 

−I B1 O

−I . . .

. . . BT−1

O −I


,

its rank is clearly mT . Finally, mT ≤ rankX̂ ≤ mT . This implies rankX̂ = mT . □

The reader should notice that the rank of X̂ depends neither on the data matrices,

X1, X2, · · · , XT , nor on the state transition matrices, B1, B2, · · · , BT−1. This signifies that

classical least square techniques such as OLS or GLS are always applicable to estimate

linear time-varying models that can be represented as state space models.10

10The reader also should note that the “identification” simply means invertibility of the matrix X̂
′
X̂.

This remark is applicable to the next theorem.
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In this chapter, our TV-VAR(1) model with constant drift. Such a model has two

types of parameters to be estimated: time-varying and time-invariant. In the rest of this

appendix, we confirm that the above discussion holds even if linear time-varying model

such as our model has time-invariant parameters. In the case, we should modify equation

(3.A.3) as follows:

yt = Ztα+Xtβt + ut, ut
iid∼ WS(0,Σu), t = 1, 2, · · · , T,

where α is a ℓ−vector of time-invariant parameters and Zt is a k × ℓ matrix of data. The

regressor matrix turns to be  Z X

O W

 ,
where the above O is mT × ℓ matrix of zero and

Z =



Z1

Z2

...

ZT


.

The following theorem holds.

Theorem 2

rank

 Z X

O W

 = rankZ +mT.

Proof: Let X̃ denote the regressor matrix in the case. According to Theorem 1, rankX̂

is mT . Thus, using the reduced row echelon form of W , say, W 0, we can transform X̂ to
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the following form:  O

W 0

 .
Then there are two non-singular matrices, P of size ((k+m)T )× ((k+m)T ) and Q of size

(ℓ+mT )× (ℓ+mT ), such that

PX̃Q =

 Z O

O W 0

 .
Considering rankZ = mT and

rank

 Z

O

 = rankZ,

we have rankX̃ = rankZ +mT. □

Note that we can deal with the case of the TV-VAR(1) with time-invariant drift term

such as our model in this chapter. As appeared in section 3.2.2, one regards Z as



I

I

...

I


,

where each I denotes k× k identity matrix. Then, rankZ = k. Considering the number of

parameters to be estimated is k+ k2T and m = k2, our TV-VAR model has no problem of

identification.
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3.A.3 Non-Bayesian Time-Varying VAR Model

If the parameter constancy test exhibits instability of VAR coefficients over time, we choose

an alternative model that holds the alternative hypothesis on the parameter dynamics and

then estimate the model. Focusing our attention on linkage of stock markets which is

supposed to vary over time, we suppose that only VAR coefficients vary over time while

any components of the intercept term are invariant. In what follows, we present how

to estimate the non-Bayesian TV-VAR model. Our approach has several good points in

comparison with the Bayesian one (see, for example, Cogley and Sargent (2001, 2005) and

Primiceri (2005)).

We start by setting VAR coefficients varying over time for an ordinary VAR(p) model

as follows:

yt = ν + A1,tyt−1 + · · ·+ Ap,tyt−p + ut, t = 1, 2, · · · , T.

This equation can be represented as follows:

yt = ν + AtZt−1 + ut, t = 1, 2, · · · , T, (3.A.6)

where

At = [A1,t · · · Ap,t] and Zt−1 =


yt−1

...

yt−p

 .
Equation (3.A.6) corresponds to an observation equation when we regard our TV-VAR

model as a state space model. As to the corresponding state equation, let us assume the

following random walk process:

Ai,t = Ai,t−1 + Vi,t, i = 1, 2, · · · , p and t = 1, 2, · · · , T,
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where each Vi,t is a k × k matrix of random variables, say, following normal distributions.

Let Vt denote = [V1,t · · · Vp,t] or equivalently

vec(At) = vec(At−1) + vt, t = 1, 2, · · · , T, (3.A.7)

where each vt is a k
2p-vector of random variables, vec(Vt) = vec([V1,t · · · Vp,t]).

In place of the Kalman smoothing, we estimate ν, A1, · · · , AT by considering together

Equations (3.A.6) and (3.A.7) as a simultaneous system of linear equations. Equation

(3.A.6) turns out to be

y =



y1

y2

...

yT


=



Ik Z ′
0 ⊗ Ik O

Ik Z ′
1 ⊗ Ik

...
. . .

Ik O Z ′
T−1 ⊗ Ik





ν

vec(A1)

vec(A2)

...

vec(AT )


+



u1

u2

...

uT


.

This is equivalent to the following equation.

y = [1⊗ Ik diag(Z ′
0 ⊗ Ik, Z

′
1 ⊗ Ik, · · · , Z ′

T−1 ⊗ Ik, )]

vec([ν, A1, A2, · · · , AT−1]) + vec(U), (3.A.8)

where 1 = (1 1 · · · 1)′ ∈ RT . On the other hand, the state equation can be represented
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as:



−vec(A0)

0

...

0


=



0 −Ik2p

0 Ik2p −Ik2p
...

. . . . . .

0 Ik2p −Ik2p





ν

vec(A1)

vec(A2)

...

vec(AT )


+



v1

v2

...

vT


,

where vec(A0) is a prior vector of VAR coefficients, of whichever level is set, do not influence

our results except starting burn-in periods.

Considering the following linear system, we estimate the coefficients of our time-varying

VAR by using OLS.  y

γ

 =

 D

W

β + ε,

where D =
[
1⊗ Ik | diag(Z ′

0 ⊗ Ik, Z
′
1 ⊗ Ik, · · · , Z ′

T−1 ⊗ Ik)
]
,

γ =



−vec(A0)

0

...

0


,

W =



0 −Ik2p

0 Ik2p −Ik2p
...

. . . . . .

0 Ik2p −Ik2p


,

β = vec([ν, vec(A1), · · · , vec(AT )])
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and

ε =

 u

v

 .
The OLS estimate is:

β̂ =


 D

W


′  D

W




−1  D

W


′  y

γ

 .
As Ito et al. (2012) show, the OLS estimate, β̂, of the above linear model provides the same

estimation, Ât, (t = 1, 2, · · · , T ) as those of the Kalman smoothing for the original state

space model. Not using iterative procedure of the traditional Kalman smoothing, our ap-

proach allows us to use familiar econometric techniques such as heteroskedastic autoeregres-

sive consistent (HAC) estimations (see, for example, Newey and West (1987, 1994)). Such

a HAC estimate enables us to obtain the covariance estimate of Σvec(At), (t = 1, 2, · · · , T )

from the covariance estimate, Σβ. It is possible to construct the critical values of the VAR

coefficients for each period under the efficient market hypothesis by using the squared diago-

nal components of Σβ̂. Furthermore, as shown in Technical Appendix 3.A.2, our approach

never confronts with the problem of identifiability, involving the rank condition, unlike

usual econometric analyses using least square techniques. In comparison with Bayesian

approaches, our method is so simple that we are free from sometimes agonizing choice of

prior distribution of parameters (for a typical example of the Bayesian TV-VAR model

approach, see Cogley and Sargent (2001, 2005) and Primiceri (2005)).
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3.A.4 Monte Carlo Method for TV-VAR Estimations

This subsection provides our method of statistical inferences on the TV-VAR estimates

and their derived statistics, the degree of market efficiency. The idea is so simple that the

Monte Carlo technique brings about their critical values under the hypothesis that any

markets are efficient at any periods.

The practical procedure is as follows. We first estimate the means and standard de-

viations of time series of stock market returns over the periods, µ̂ = (µ̂1 · · · µ̂k)
′ and

σ̂ = (σ̂1 · · · σ̂k)′ using the original data. Then, we derive N time series samples with

length T by a Monte Carlo method from an i.i.d. normal distribution with the following

means and variance structure:

y
(n)
t = u

(n)
t , u

(n)
t

iid∼ WS



µ̂1

...

µ̂k

 ,


σ̂2
1 · · · 0

...
. . .

...

0 · · · σ̂2
k


 , (n = 1, · · · , N, t = 1, · · · , T ).

Note that we consdier as the efficient market hypothesis in the semi-strong sense as the

null of our infernece. Thus, we suppose that the above uncorrelated disturbance vector

u
(n)
t , follows the above normal distribution. In other words, they are generated by a VAR

process with time-invariant zero VAR coefficients.

Secondly we estimate the TV-VAR coefficients and residuals for our system of equations

(3.A.7) and (3.A.7) in Section 3.2.2 from the above N artificial samples:

SM := {(Â(1)
1,t , · · · , Â

(1)
p,t , û

(1)
t , v̂

(1)
t ), · · · , (Â(N)

1,t , · · · , Â
(N)
p,t , û

(N)
t , v̂

(N)
t )}.

We derive N Monte Carlo samples of TV-VAR(p) model from SM ; it is natural to consider a

distribution of the statistics with respect to each Monte Carlo samples. A set of N samples
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is available through the way shown in section 3.3 using the set of samples, SM . Finally, we

construct the critical values under the hypothesis from the N Monte Carlo samples.11

3.A.5 Bootstrap Method for TV-VAR Estimations

We can adopt another simulation method, bootstrap one, to attain the same goal as the

Monte Carlo method does. The idea itself is very similar to that of the Monte Carlo

technique in the previous section; it only differs by resampling process from the Monte

Carlo technique.

The practical procedure is as follows. First we identify the stock returns data {y1, · · · ,yT}

with the residuals D0 = {û1, · · · , ûT} of VAR estimation under the hypothesis of all zero

coefficients. Then we extract N samples {ỹ(i)
1 , · · · , ỹ

(i)
T }, i = 1, 2, · · · , N with replace from

D0 regarding it as an empirical distribution of the residuals.

Secondly we estimate the TV-VAR coefficients and residuals for our system of equations

(3.A.7) and (3.A.8) in Section 3.2.2 from the above N artificial samples:

Sb := {(Ã(1)
1,t , · · · , Ã

(1)
p,t , ũ

(1)
t , ṽ

(1)
t ), · · · , (Ã(N)

1,t , · · · , Ã
(N)
p,t , ũ

(N)
t , ṽ

(N)
t )}.

We derive N bootstrap samples of TV-VAR(p) model from Sb; it is natural to consider a

distribution of the statistics with respect to each bootstrap samples. A set of N samples is

available through the way shown in Section 3.2.3 using the set of samples, Sb. Finally, we

construct a sequece of the critical values from the N bootstrap samples in the same way

as the Monte Carlo technique.12

11Our Monte Carlo method is applicable to an AR(p) model for univarite data.
12Our bootstrap method is also applicable to an AR(p) model for univarite data.
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Table 3.A.1: Time-Invariant AR Estimations

Constant Rt−1 Rt−2 R̄2 LC

RUS
t

0.0043 0.1975 − 0.0356 28.3517
[0.0018] [0.0528]

RCA
t

0.0041 0.2361 − 0.0521 41.0607
[0.0020] [0.0558]

RGB
t

0.0047 0.3172 −0.1222
0.0886 39.3477

[0.0021] [0.0628] [0.0526]

RJP
t

0.0027 0.2738 − 0.0711 37.5094
[0.0021] [0.0453]

RDE
t

0.0030 0.2512 − 0.0596 27.2011
[0.0022] [0.0454]

RFR
t

0.0038 0.2299 − 0.0492 47.9710
[0.0023] [0.0442]

RIT
t

0.0026 0.2119 − 0.0412 44.5418
[0.0027] [0.0496]

Note: As for table 3.2.
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Figure 3.A.1: Time-Varying Degree of Market Efficiency: North America
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Notes:

(1) The dashed red lines represent the 99% critical values of the time-varying
spectral norm in case of efficient market.

(2) We run 5000 times bootstrap sampling to calculate the critical values.

(3) R version 3.1.0 was used to compute the estimates.

83



Figure 3.A.2: Time-Varying Degree of Market Efficiency: U.S. and U.K.
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Note: As for figure 3.A.1.
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Figure 3.A.3: Time-Varying Degree of Market Efficiency: U.S., U.K. and Japan
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Note: As for figure 3.A.1.
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Figure 3.A.4: Time-Varying Degree of Market Efficiency: European Countries
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Note: As for figure 3.A.1.

86



Figure 3.A.5: Time-Varying Degree of Market Efficiency: G7 Countries
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Note: As for figure 3.A.1.
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Figure 3.A.6: Time-Varying Degree of Market Efficiency: Individual Countries
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(a) U.S.

Time
D egreeofM ark etEffi ci e
nc y

1980 1990 2000 20100 .00 .2
0 .40 .6
0 .81 .0

Time
D egreeofM ark etEffi ci e
nc y

1980 1990 2000 20100 .00 .2
0 .40 .6
0 .81 .0

Time
D egreeofM ark etEffi ci e
nc y

1980 1990 2000 20100 .00 .2
0 .40 .6
0 .81 .0

(b) Canada
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(c) U.K.
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(d) Japan
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(e) Germany
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(f) France
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(g) Italy

Notes:

(1) The dashed red lines represent the 99% critical values of the time-varying spectral
norm in case of efficient market.

(2) We run 5000 times bootstrap sampling to calculate the critical values.

(3) The shade areas represent recessions reported by the NBER business cycle dates
for the U.S. and the Economic Cycle Research Institute business cycle peak and
trough dates for the other countries.

(4) R version 3.1.0 was used to compute the estimates.



Chapter 4

Futures Premium and Efficiency of

the Rice Futures Markets in Prewar

Japan

4.1 Introduction1

People have always confronted with price risks caused by some reasons, lean crop, wars,

economic crises and etc. Historically, futures markets have been established in the world

for hedging such risks; futures markets are characterized as well organized markets where

forward contracts of a certain standardized commodity are transacted. The Osaka-Dojima

rice futures market in the 18th century of Japan and the Chicago grain market in the 19th

century of U.S. are famous historical examples. In particular, data of Japanese historical

rice markets is famous for its richness. Accordingly, there is much literature about the

markets. Miyamoto (1988), Kato (2001) and Takatsuki (2012) historically study the Osaka-

1This chapter is based on Ito, Maeda, and Noda (2014c).
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Dojima rice futures market in the Tokugawa-period (1603-1868). They are interested in the

hedging performance of the historical rice futures markets. As for the data of the Osaka-

Dojima rice futures market, Ito (1993), Wakita (2001) and Takatsuki (2008) examine the

famous equations of rice futures premium while Hamori, Hamori, and Anderson (2001)

applies an error correction model to the rice futures premium. Kakizaka (2012) conducts

some unit root tests for spot and futures prices of rice.

We also find literature about the rice markets in prewar Japan (1868-1932) when its

economy was in a stage of takeoff. At this time, Japan had two major rice futures mar-

kets in Tokyo and Osaka. Taketoshi (1999) examines market efficiency of the Tokyo rice

futures market by using Fama and French’s (1987) model. Shizume (2011) studies rational

expectation formation of rice futures in the Osaka rice futures market by using Hamilton’s

(1987) model. Nakanishi (2002) and Koiwa (2003) discuss evolution of the two major rice

futures markets in Tokyo and Osaka considering the fact that correlation of their prices

and shares of trade changed with time. Recently Ito, Maeda, and Noda (2014b) show that

each market efficiency of Tokyo and Osaka rice futures markets varied with time. And they

conclude that each time-varying structure of market efficiency strongly depended on often

government interventions the two rice exchanges. However, they do not discuss interrelation

among the two major rice markets in prices and distributions of rice.

In this chapter, we further focus our attention on the interrelation among the two major

rice markets in prewar Japan in the view of market efficiency, considering they were under

continual structural changes. Particularly we pose the following two questions. When

were the futures premium supposed to be an unbiased predictor of the ex-post spot return

under the rational expectations hypothesis? And to what extent did the above relation

hold? To answer these questions, we apply a linear regression model of the spot returns on

the futures premium to the two major rice markets. Nevertheless, our equation is not the
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one usually used for foreign exchange markets, but the one with time-varying parameters.

That is, we estimate the parameters of the usual regression model at period by period

supposing the two major rice markets have confronted with continual structural changes.

A non-Bayesian time-varying model approach allows us to estimates them and to conduct

a statistical inference by a residual-based bootstrap technique (see Ito et al. (2012, 2014d)).

Our empirical results affirm the time-varying structure in the relation between the futures

premium and the spot returns in prewar Japanese rice futures markets. It is found that

such time-varying structure of the rice futures markets in prewar Japan corresponds well

to historical changes in the Japanese colonial policy and domestic development of railroad

system and port facilities.

This chapter is organized as follows. Section 4.2 provides a short historical review of

rice markets in prewar Japan. Section 4.3 presents methodologies with respect to our non-

Bayesian technique for a linear regression equation with time-varying parameters. This

section also provides a new statistical inference for the above time-varying parameters

based on a residual-based bootstrap method. The data on the rice futures markets in

prewar Japan are described in Section 4.4. In Section 4.5, our empirical results show that

the market efficiency in rice markets in prewar Japan varied over time and that its time-

varying structure depended on the Japanese colonial policy for Taiwan and Korea. Section

4.6 concludes.

4.2 A Historical Review of the Rice Markets in Pre-

war Japan

Tokyo and Osaka, which this chapter mainly addresses, have been the two biggest cities

in Japan since the Tokugawa-period (1603-1868). They also have been two centers of
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consumption and distribution of rice, a staple in Japan. Furthermore, Osaka was a cross-

point of coastal routes (see Miyamoto (1988, pp.131-162) and Ishii (1986, pp.26-30)) in the

Tokugawa-period. Thus the biggest market of rice was formed there because of its facility of

transportation of rice as agricultural tax at the time. As well known, rice futures (choaimai)

had been developed in Osaka to hedge price risks of rice since the early eighteenth century

(see Suzuki (1940, pp.17-54)).

Following Osaka, a new market in rice futures was opened in Tokyo in 1870s. As

population of Tokyo increased after the Meiji Restoration in 1868, the city had consumed

more rice. This trend enhanced development of a new rice futures exchange and of a

physical rice market for dealing with large volume of rice arrived from remote places (see

Omameuda (2000, p.195)). Before 1870s, most of rice transported to Tokyo was from

the neighboring region of Tokyo. As consumption of rice increased in Tokyo, an area

named Fukagawa next to estuary of Sumida river, running through the center of Tokyo,

attracted many merchants of rice. The merchants such as Mitsui Bussan were mainly

wholesale dealers of rice cropped in remote places from Tokyo. They established Tokyo Rice

Wholesalers Association in 1883 and then opened the Tokyo-Fukagawa spot rice market to

deal with physical rice (see Omameuda (2004, pp.309-316)).

In the period after 1880s, which mainly concerns us, facilities of transportation and

infrastructure of transaction were developed as for the rice market in Tokyo. Each of the

rice exchanges in Osaka and Tokyo formed a major rice market respectively; nevertheless,

they are not always integrated. After 1880s, because of population increase and general

rise in living standards all over Japan, consumption of rice continuously increased. Japan

in 1890s suffered from chronic shortage of rice. Then import of rice from Southeast Asia

such as Vietnam and Thai began at the time. After the Russo-Japanese War (1904-1905),

Japan imported more rice from Taiwan and Korea, both of which were Japanese colonies
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at the time. Note that such imported rice had a different variety than domestic rice. The

former is indica rice and the latter japonica; they have difference in texture and taste.

Although price of imported rice was lower than that of domestic rice, most consumers

in Japan did not always accept the rice as a staple. Thus even poor people in urban

areas preferred uneaten food in barracks, boarding houses and restaurants, which were

sold for them (see Omameuda (2007, pp.58-62)). As for imported rice until early 1910s, in

general, poor people in Tohoku area, northern Japan and coal miners in Kyusyu area had

consumed it. That is, ordinary consumers did not regard the imported rice as the same

diet as domestic rice that they regularly ate (see Mochida (1970, pp.51-62)). However, the

contents of imported rice began to change in 1910s; inland Japan imported more japonica

rice from its colonies, Korea and Taiwan. The historical facts resulted from promotion of

japonica rice cropping in the colonies. The Government-General of Korea first promoted the

policy in 1910, and then Taiwan followed it in mid 1920s (see Tohata and Okawa (1939,

pp.438-439) and Government–General of Taiwan (1945, p.244)). In fact, inland Japan

imported more and more rice from Korea and Taiwan from 1920s. However, the imported

rice at that time was not always consumed uniformly in all over Japan. In particular,

most rice cropped in Korea was consumed in western Japan, including Osaka, because the

shipping cost for the region was lower than that for eastern Japan (see Mochida (1970,

p.140)). Because more japonica rice was cropped in Korea and Taiwan and more such

rice was imported, the shortage of rice in inland Japan from 1890s and 1910 resolved by

degrees.
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4.3 Model and Empirical Method

This section presents our econometric method to examine the time-varying structure of the

rice futures market in the Meiji, Taisho and early Showa periods Japan (1868-1945). It is

partly based on Ito et al. (2014d), who analyze dynamic linkages of stock prices among G7

countries and examine efficiency of the international stock market. Unlike their method,

ours focuses on the dynamic relation between the rice futures premium and the returns on

spot rice in prewar Japan; we exmine the time-varying estimates of the famous equation for

the futures premium. Employing a non-Bayesian time-varying model approach, we conduct

statistical inference for the time-varying estimates by using a residual-based bootstrap

technique.

4.3.1 Preliminaries

This chapter pays attention on the relation between between the rice futures premium

and the returns on spot rice. Following many earlier studies (e.g., Ito (1993) and Wakita

(2001)), we adopt the famous equation for the futures premium as our starting point:

(logSt+k − logSt) = α + β(logFt+k|t − logSt) + ut, (t = 1, 2, · · · , T − k), (4.1)

St is the spot price at time t, Ft+k|t is the futures price at time t for delivery of rice at

time t + k and ut follows an independent and identically distributed process. That is,

we consider the k-period forward contract. This type of regression equations is usually

employed to test the unbiasedness hypothesis in the context of financial market efficiency.

In practice, the null hypothesis is that (α, β) = (0, 1) and {ut} is serially uncorrelated. Note

that the hypothesis refers to the joint hypothesis of risk neutrality (or no-risk premium)
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and rationality. In other words, the hypothesis says that no well informed speculators can

expect to make excess returns (see Brenner and Kroner (1995) for details).

The vast literature on the exchange futures reports that the estimated β of Equation

(4.1) is closer to or less than zero. It is well known as the futures premium puzzle, implying

strong rejections of the unbiasedness hypothesis. Unlike most exchange futures data, our

data of the rice futures market in prewar Japan provides diferrent features as will be shown

in the later section.

4.3.2 Non-Bayesian Time-Varying Regression Models

In this chapter, we discuss time-varying structure of market efficiency of rice market in

prewar Japan based on Equation (4.2). In particular, we are using the following equation:

(logSt+k − logSt) = α + βt(logFt+k|t − logSt) + ut, (t = 1, 2, · · · , T − k). (4.2)

This is a linear regression of the returns on spot rice on the rice futures premium. We

concentrate our attention on whether β varies with time or not; we regard α as time-

invariant considering its insignificance in the preceding works. Equation (4.2) itself cannot

be estimated because it is not identifiable. Thus many preceding works estimating a model

with time-varying parameters usually suppose a dynamic equation with respect to such

parameters, say, a random walk. Thus we assume that βt follows a random walk. It is

represented as follows:

βt+1 = βt + vt, (t = 1, 2, · · · , T − k), (4.3)
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where each vt follows an independent and identically distribution. We can regard Equations

(4.2) and (4.3) together as a state space model. Following Ito et al.’s (2014d), we employ

a non-Bayesian technique to estimate the parameters in the state space model using time

series of St and Ft+k|t as data.
2 We consider Equations (4.2) and (4.3) together to estimate

the parameters, α, β1, · · · , βT−k by using the following matrix form:



y1

y2
...

yT−k

β0

0

...

0



=



1 x1 O

1 x2
...

. . .

1 O xT−k

0 1 0 O

0 −1 1

...
. . . . . .

0 O −1 1





α

β1

β2
...

βT−k


+



u1

u2
...

uT−k

v1

v2
...

vT−k



, (4.4)

where xt = log St+k−logSt and yt = logFt+k|t−logSt for t = 1, 2, · · · , T−k. It helps us not

only to estimate the coefficients but also to conduct statistical inference using a bootstrap

technique as will be shown in the next subsection. One can estimates the state vectors

(α β1 β2 · · · βT−k)
′ at one time based on observations x1, x2 · · · , xT−k, y1, y2 · · · , yT−k and a

prior β0 given by OLS or GLS, familiar with economists. Note that such a vector estimated

are identical with the the Kalman smoother with a fixed interval of the corresponding state

space model, Equations (4.2) and (4.3).3

2See Technical Appendix 2.A.1 for details.
3See Technical Appendix 3.A.1 and Maddala and Kim (1998, ch.15) for details.
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4.3.3 Statistical Inference for Time-Varying Parameters

This subsection presents our methodology of statistical inference on the time-varying esti-

mates of βt’s in Equation (4.2). The idea is so simple that we examine the estimates with

the joint distribution of our time-varying estimators β̂1, β̂2, · · · , β̂T−k under the unbiased-

ness hypothesis that βt = 1 for any t and α = 0. In particular, after setting a significance

level, say, 95 percent, we construct upper and lower bounds based on such a distribution as

two time series: βU
1 , β

U
2 , · · · , βU

T−k and βL
1 , β

L
2 , · · · , βL

T−k. Then, using such a critical values

forming the two series of bounds, we examine in what peridod the estimates β̂t’s are inside

the band to identify the periods when the market is efficient.

However, one can hardly employ any asymptotic theory to construct the critical values

above on time-varying coefficients supposed to follow a random walk. Such difficulty stems

from their asymptotes involved in Browinian motion or Brownian bridge. It is quite hard to

derive them theoretically; their distributions can only be represented with some Brownian

motion or Brownian bridge if it were successfull. That is, such distributions need Monte

Carlo technique when we use them to conduct some statistical inference. In fact, this

obliges us to adopt a residual-based bootstrap technique to construct critical values of

parameters of a state space model under the assumption of the unbiasedness hypothesis:

(α, β1, · · · , βT−k) = (0, 1, · · · , 1) for our time-varying model. We are considering the case

where each βt’s are estimated by the above method while the data were generated by

Equation (4.1) when (α, β) = (0, 1).

In practice, our residual-based bootstrap techinique consists of the following steps.4

First we fit Equation (4.1) to the observed data. Then we obtain a residual sequence D0 =

(û1, û2, · · · , ûT−k). Secondly, we extract N bootstrap samples Di = (û
(i)
1 , · · · , û

(i)
T−k), i =

1, 2, · · · , N with replace from D0 regarding it as an empirical distribution of the residuals.

4See Technical Appendix 3.A.3, of which base idea is found in Lütkepohl’s (2005) Appendix D.3.
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Thirdly, we generate N sets of (û
(i)
1 , · · · , û

(i)
T−k) for i = 1, 2, · · · , N by using Di for i =

1, 2, · · · , N. Fourth, we estimate N set of the time-varying coefficients and residuals by ap-

plying our time-varying model (4.4) toN bootstrap data, (x1, x2, · · · , xT−k, y
(i)
1 , y

(i)
2 , · · · , y

(i)
T−k)

and a prior, β0 given, for i = 1, 2, · · · , N . Finally, we construct critical values of (α, β1, · · · , βT−k).

4.4 Data

We utilize the monthly data on the rice spot and futures prices of the Tokyo and Osaka rice

exchanges in prewar Japan. As for the rice futures data, three contract months are available:

nearby contract (one month), second nearest contract (two months), and deferred contract

(three months). These datasets consist of the following two statistics: (i) Nakazawa (1933)

for the Tokyo rice exchange from October 1880 through November 1932, and (ii) Miyamoto,

Uekawa, Uemura, Shiba, Hiroyama, Chakepaichayon, Mori, and Sakata (1979), the Osaka

City Statistics and the Ministry of Commerce and Industry (1931, p.342) for the Osaka

rice exchange from April 1881 through November 1932.5 There are a few missing values

found in both statistics. Therefore, we fill the missing values by using seasonal Kalman

filter. We take the first difference of natural log of the rice spot prices to obtain the returns

on spot rice. And we subtract the natural log of the rice spot prices from the natural log

of the rice futures prices to calculate the rice futures premium.

(Table 4.1 around here)

From Table 4.1, we can confirm that the more the contract month is long, the more the

futures premium is volatile. The table also shows the results of the unit root test along

5Note that the rice futures data of nearby and nearest contract months in Tokyo have different starting
date from that of deferred contract month. In particular, the data of nearby contract month is available
from January 1888, and the data of nearest contract month is available from January 1898.
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with descriptive statistics of the data. For our estimations, all variables that appear in

the moment conditions should be stationary. To confirm whether the variables satisfy the

stationarity condition, we apply the ADF-GLS test of Elliott et al. (1996). We employ the

Modified Bayesian Information Criterion (MBIC) instead of the Modified Akaike Informa-

tion Criterion (MAIC) to select the optimal lag length. This is because, from the estimated

coefficient of the detrended series, ψ̂, we do not find the possibility of size-distortions (see

Elliott et al. (1996); Ng and Perron (2001)).

4.5 Empirical Results

4.5.1 Time-Invariant Regression Model

We assume a time-invariant regression model with constant parameters for our preliminary

estimations. Our estimation results for a time-invariant regression model with whole sample

is summarized in Table 4.2: all estimates of α are almost zero, and as the contract month

of the rice futures is longer, the corresponding estimates of β are increasing. These results

suggest that the more the contract month is long, the more the rice market in prewar

Japan is efficient.6 Taketoshi (1999) obtains different estimates of β for each subsamples

when he splits the whole sample into four subsamples, but he does not examine whether

the rice market in prewar Japan is efficient using conventional statistical inferences. We

therefore use Ito et al.’s (2012) non-Bayesian time-varying regression model to estimate

the β because the rice market in prewar Japan may be not always efficient through the

time. However, we should verify if the time-varying regression model is more appropriate

than the time-invariant regression model before we adopt a new approach. Then we apply

6Note that our estimates of β are little larger than Taketoshi’s (1999) ones because our dataset is
seasonally unadjusted.
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Hansen’s (1992) parameter constancy test to investigate whether the time-invariant model

is a better fit for our data.

(Table 4.2 around here)

Table 4.2 presents the results of preliminary estimations: the estimates of time-invariant

regression models (α and β), and their corresponding Hansen’s (1992) joint parameter con-

stancy test statistics (LC). For our time-invariant regression model, the joint parameter

constancy test rejects the null hypothesis of constancy at the 5% level, against the alterna-

tive hypothesis stating that the parameter variation follows a random walk process. These

results suggest that the time-invariant regression model does not accommodate our data;

rather, we should use the time-varying regression model for the data of prewar Japanese

rice markets.

4.5.2 Time-Varying Regression Model and Market Efficiency

Figures 4.1 and 4.2 show that the farthest contract month transaction is more efficient than

those of the nearest and next-nearest ones in both the Tokyo and Osaka rice exchanges.

(Figures 4.1 and 4.2 around here)

That is, the longer the contract month (maturity) in futures, the more successful for traders

to hedge price risks in the rice market. It resulted from the large amount of the farthest

contract month transaction in futures trading: 72.1 percent of whole futures in Tokyo and

62.7 percent in Osaka (see Kamibayashi (1935)). The fact suggests that such transaction

included a large part of required information to hedge price risks in the rice market in prewar

Japan. However, examining Figures 4.1 and 4.1 carefully, one can find some periods when

even the futures of farthest contract month failed to hedge price risks. Specifically, Figure
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4.1 exhibits three periods as for the Tokyo rice exchange: late 1880s, late 1890s and from

mid 1900s to 1910s; Figure 4.2 exhibits two periods as for the Osaka rice exchange: late

1890s and from mid 1900 to mid 1920s. In what follows, we discuss what made even the

farthest month transaction sometimes fail to hedge price risks in the rice market: first,

Tokyo and second Osaka in order.

First, we discuss the Tokyo rice exchange in late 1880s. From 1884 to 1889, rice export

shipped from the Port of Kobe to Europe noticeably grew. The growing export resulted

from upturn of terms of trade, caused by stable price of silver, and decrease in price of

domestic rice at the time. The rice export from Kobe amounted to 1.39 million koku in

1888, which is more than the amount of physical rice arrived in the Tokyo-Fukagawa rice

spot market, 1.12 million koku in the same year. Such large amount of rice export deterred

further decrease in rice price. In particular, rice price in Tokyo subsequently remained at

stable levels with a support line under influence of the movement in rice market in the

Osaka-Kobe area (see Omameuda (1993, pp.18-21)). This situation resulted from both the

spot and futures prices of rice depending on those of the Osaka rice exchange in late 1880

(see Ito et al. (2014b)). These observations provide an evidence that the rapid increase

in rice export from the Port of Kobe in late 1880s triggered the strong influence of rice

price in western Japan, covering Osaka and Kobe on rice price in eastern Japan, including

Tokyo. Both the prices in spot and futures of rice in Tokyo essentially depended on those

in Osaka and the latter deteriorated primary relation between spot and futures prices of

rice at that time. However, population increase at a high growth rate of big cities such

as Tokyo caused growing consumption of rice after Japan experienced a serious rice failure

in 1890. Then, rice export showed rapid decrease and the above link between rice prices

in Tokyo and Osaka deteriorated showed recovery. In early 1890s, it became possible to

hedge price risks of rice in the Tokyo rice exchange.
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Second, we discuss the market inefficiency in late 1890s. On the contrary to the case of

late 1880s, import of rice rapidly grew in the period.

(Figures 4.3 and 4.4 around here)

Figure 4.3 exhibits amounts of physical rice arrived in the Tokyo-Fukagawa spot rice market

for each place of production in the Tokyo-Fukagawa rice spot market. Figure 4.4 exhibits

the rate of imported rice to all physical rice arrived in the market. They show that imported

rice explosively increased; an amount of the imported rice had 43 percent of all physical rice

in the market. This rapid increase in import of rice resulted from lean crop of rice in 1897

due to bad weather (see Ota (1938, p.184)). The imported rice from Indochina, cropped

in Yangon, Ho Chi Minh and Taiwan are categorized as indica rice while domestic rice is

categorized as japonica rice. Thus because of difference in texture and taste, consumers in

Japan regarded such imported rice as alternative grain. In practice, they mixed domestic

rice and the imported one when they cooked (see Omameuda (1993, pp.37-40)). Notice

that both the Tokyo rice exchange and Osaka-Dojima rice exchange used to deal with

only two brands of rice, Musashi and Settsu, of a standard variety as domestic rice. This

situation disrupted the rice market at that time. In fact, the rice market in Japan at that

time dealt with different grain since only domestic rice was listed in futures market and

both the imported and domestic rice was traded in spot market. Thus, the futures price

failed to be a fine index of the expected price of rice. Such a situation reappeared when

rice export grew again after mid 1900s.

Third, we consider market inefficiency from mid 1900s to 1910s. Figure 4.4 shows that

imported rice rose its rate to all physical rice arrived in the Tokyo-Fukagawa rice spot

market again after mid 1900s. At the same time, futures in the Tokyo rice exchange failed

to hedge price risks of physical rice. In 1910s, the imported rice often amounted to more
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than 50 percent of all physical rice arrived in the market; rice futures failed to hedge

effectively price risks of in the rice market. However, in 1920s, rice futures appeared to

work well again. In order to explain this phenomenon, we need further discussion about

drastic change in substance of rice cropped in Korea and Taiwan in what follows.

Japan experienced kome-soudou (the Rice Riots) in 1918. It caused large unrest in

Japanese economy. Turmoil in rice market was settled in 1920; spot price of rice lowered

and an amount of imported rice decreased (see Figure 4.4). At the same time, the rate of

imported rice to all physical rice arrived lowered to around 30 percent. In 1920s, amounts of

physical rice arrived for each place of production were changing. From 1917 to 1919, their

rates to all physical rice arrived in the Tokyo-Fukagawa rice spot market are as follows.

The imported rice exhibited 60.7 percent, rice cropped in Taiwan 24.5 percent and rice

cropped in Korea 14.7 percent respectively. From 1921 to 1923, each rates exhibits 27.7

percent, 34.1 percent and 38.2 percent in the same order. The amount of foreign rice rapidly

decreased (see Sasaki (1937, pp.278-279,286)); rice cropped in Korea shipped to Japan was

japonica rice in the period. After 1910s, the Government-General of Korea promoted rice

cropping of the same varaiety as domestic rice. In fact, as for the rate of such rice to

whole rice production in Korea, it exhibited only 5 percent in 1912, 69 percent in 1921

and 79 percent in 1932 (see Tohata and Okawa (1939, pp.438-439)). Since japonica rice

cropping was introduced to Korea, rice cropped in Korea had occupied the central position

in physical rice arrived in the Tokyo-Fukagawa rice spot market. In effect, it amounted to

74.3 percent of the imported rice from 1927 to 1929 (see Sasaki (1937, pp.278-279,286)).

Furthermore, following Korea, the Government-General of Taiwan introduced japonica

rice cropping in 1924 (Government–General of Taiwan (1945, p.244)). Such promotion of

japonica rice cropping in Korea as well as Taiwan made rice cropped in Korea and rice

cropped in Taiwan amount to 94.4 percent of whole imported rice from 1930 to 1932 (see
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Sasaki (1937, p.286))). This means that the fraction of indica rice of the imported rice

arrived in rice spot market rapidly became very small. Thus, the imported rice had hardly

affected pricing in rice market in futures as well as spot even under the situation of a large

amount imported rice. In summary, the change in variety of cropping rice in Korea and

Taiwan let people inland consume more imported rice; it also let the rice exchanges work

better in hedging price risk.

In the following part, we discuss the Osaka-Dojima rice exchange. First, we study the

market inefficiency in late 1890s. In this period, distributions of imported rice in Osaka

increased in the same way as Tokyo.

(Figures 4.5 and 4.6 around here)

Figure 4.5 shows amounts of rice in year’s end stock from 1891 to 1914 and an amount of

physical rice in circulation for each year from 1909 to 1932 respectively. Figure 4.6 shows

rates of imported rice to rice in year’s end stock from 1891 to 1914 and to rice in circulation

from 1909 to 1932. Because there is no statistics presenting volume of transaction of rice

before 1908, we use rice in year’s end stock as a substitute of volume of transaction of rice

for such periods. Figure 4.6 demonstrates that rate of imported rice to whole rice in year’s

end stock rose from 1896 to 1898. Figures 4.4 and 4.6 show that the rate kept at relatively

higher level than that of Tokyo while it was less than 10 percent. This resulted from the

two facts: large portion of rice cropped in Korea was landed at the Port of Kobe and the

Port of Osaka and it was consumed in Kinki and Chugoku regions (see Okada (1911, p.38)).

In 1890s rice cropped in Korea was dealt more in the Osaka rice market than in the Tokyo

market; rice cropped in Korea at that time was indica rice before introduction of japonica

rice cropping as described above. Thus futures trade in the Osaka-Dojima rice exchange

failed to hedge price risk of physical rice for exactly the same reason as in the Tokyo rice
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exchange.

Second, we discuss the market inefficiency from mid 1900s to mid 1920s. As already

pointed out, futures in the Tokyo rice exchange in 1910s failed to provide a fine index of the

expected price of spot rice. In the Osaka-Dojima rice exchange had experienced market

inefficiency for 20 years, longer than Tokyo. Such longer inefficiency resulted from two

factors. The first factor is strong dependence of the Osaka rice exchange on the Tokyo rice

exchange. Futures price in the Osaka-Dojima rice exchange had become dependent on that

of the Tokyo rice exchange since mid 1900s. More specifically, the former depended on the

latter and not vice versa from mid 1900s to early 1920s as Ito, Maeda, and Noda (2014a)

pointed. According to Figure 4.3, we find that more rice cropped in western Japan was

shipped to the Tokyo-Fukagawa rice spot market at the period from mid 1900s to early

1920s. Large portion of such rice came from Kyushu region. In particular, rice cropped in

Kyusyu accounted for more than 90 percent of the rice cropped in western Japan shipped

to the Tokyo-Fukagawa rice spot market in 1910s. Such rice cropped in Kyusyu had been

transported to regions on the shore of the Setouchi Sea, say, Osaka, up until mid 1900.

Then, as railroad system and port facilities in Kyusyu area were developed, in turn, rice

cropped in Kyusyu was transported to Tokyo (see Nakamura (2003, pp.68-72)). This change

of distribution of rice cropped in Kyusyu let the Tokyo rice market deal with rice cropped in

all over Japan while the exchange had mostly dealt with rice from eastern Japan, including

Tohoku area. Finally, in this period, the Osaka-Dojima rice market, which mostly dealt

with rice cropped in western Japan, became to take the second position in rice market

in Japan. Consequently, price of rice futures in the Osaka-Dojima rice exchange strongly

depended on that in the Tokyo rice exchange. This means that significance of the former

deteriorated. The second factor is the fact that more imported rice had been traded in

Osaka since 1910s. Figure 4.6 demonstrated that the rate of imported rice to physical rice
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in circulation increased from 1910s. These two factors let the function to price futures

effectively deteriorate in the Osaka-Dojima rice exchange.

In mid 1920s, in turn, the function then ameliorate. Such change of market efficiency

comes from the following two points. The first point is that an amount of rice cropped in

western Japan transported to Tokyo decreased. Figure 4.3 proves that the amount began

to decrease in the Tokyo-Fukagawa rice spot market in mid 1910s. This phenomenon

resulted from soaring transportation cost due to World War I and increasing consumption

of rice in Kyusyu area caused by industrialization of northern Kyusyu area (see Sasaki

(1937, p.277-278) and Mochida (1970, pp.186-187)). The second point is that structure of

distributions of physical rice in Tokyo and Osaka had changed since mid 1920s. Figure 4.4

shows that imported rice amounted to about 60 percent of all physical rice arrived in the

Tokyo-Fukagawa rice spot market in mid 1920s. At the same time, imported rice accounted

for from 30 to 40 percent of total physical rice in circulation of Tokyo (see Sasaki (1937,

p.273-274,281-282)). In Osaka, imported rice amounted to about 80 percent of all physical

rice in circulation in mid 1920s as Figure 4.6 exhibits. That is, domestic rice was dealt in

Tokyo while imported rice was dealt in Osaka. Note that about 95 percent of imported

rice consisted of rice cropped in Korea of the same variety as domestic rice because of

promotion of japonica rice cropping (see Osaka City Government (1931, ch.5,p.42)). Thus,

in the same situation as the Tokyo rice exchange, rice price in futures provided an efficient

index of the expected spot price of rice.

To sum up, we assert that the Osaka-Dojima rice exchange attained a significant posi-

tion in rice futures again because the amount of rice cropped in western Japan decreased

in rice market in Tokyo from mid 1910s and the Osaka rice market had different struc-

ture than the Tokyo one from mid 1920s. Finally, futures price in the Osaka-Dojima rice

exchange became again an effective index of expected price of physical rice in Osaka.
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4.6 Concluding Remarks

This chapter discusses each market efficiency of the Tokyo and Osaka rice futures markets

in prewar Japan using a non-Bayesian time-varying model approach. An extent to which

rice futures markets hedges price risks depend on time; our estimates of β in the famous

equation for the futures premium vary with time. The estimates of time-varying β for

Tokyo and Osaka suggest how each markets deviated from the efficient market respectively.

Considering the historical data of rice distribution in prewar Japan, we elucidate that

increasing import of japonica rice after 1900s affected each market efficiency of the Tokyo

and Osaka rice futures markets. Such increase in imported rice was caused by Japanese

colonial policy of rice cropping in Korea and Taiwan.

There are three periods when the Tokyo rice futures market was inefficient: late 1880s,

late 1890s and from mid 1900s to 1910s. At first, rice export grew since the goverment

promote rice export to improve low price of domestic rice in late 1880s. The most of

rice was shipped to overseas from the Port of Kobe. The rapid increase in exported rice

influenced the rice futures market in Osaka. At that time, rice price in Tokyo strongly

depended on that in Osaka since the Osaka futures market dominated the Tokyo’s. Thus,

the Tokyo futures market experienced market inefficiency. In late 1890s, Tokyo confronted

with population increase at a high rate in late 1890s. It caused rapid increase in demand of

rice, Japanese staple. Accordingly, more imported rice was required while it was indica rice.

Such increasing import of rice caused disorder of rice distribution; different varieties of rice

was distributed in Tokyo. Then the disorder let the Tokyo rice futures market inefficient.

In turn, from mid 1900s to 1910s, imported rice increased at a high rate whereas most of

the rice became japonica variety because of Japanese colonial policy of rice cropping in

Korea and Taiwan. This rapid increase in imported rice from Korea and Taiwan caused
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temporary inefficiency in the Tokyo rice futures market from mid 1900s to 1910s. Since

the imported rice was of the same variety as domestic one, the Tokyo rice futures market

was efficient even in the period including the Rice Riots of 1918.

The Osaka rice futures market experienced two periods of inefficiency: late 1890s and

from mid 1900 to mid 1920. The inefficiency in the Osaka rice futures market in late 1890s

resulted from the increased in imported rice from Korea and Taiwan in the same way as

Tokyo. In contrast, the inefficiency from mid 1900s to mid 1920s resulted from different

reason than that of 1890s case. The Osaka rice futures market depended on the Tokyo rice

futures market. At the same time, as railroad system and port facilities in Kyusyu were

developed, more rice became shipped from western Japan, especially Kyusyu, to Tokyo in

eastern Japan than before. Thus, such change in rice distribution caused the inefficiency

from mid 1900s to mid 1920s.

We conclude that the two major rice futures markets in Tokyo and Osaka in prewar

Japan confronted with the change of market efficiency. The historical facts resulted from

imported rice from Korea and Taiwan, where the two Government-Generals promoted

japonica rice cropping as a colonial policy. The time-varying structures of market efficiency

in the Tokyo and Osaka rice futures markets differed from each other because of their

facilities of transportation of imported rice.
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Figure 4.1: Time-Varying Estimates of β: The Case of Tokyo Rice Market
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(1) The dashed red lines represent the 95% ccritical values of the estimates in
case of efficient market.

(2) We run 5000 times bootstrap sampling to calculate the critical values.

(3) R version 3.1.0 was used to compute the estimates.
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Figure 4.2: Time-Varying Estimates of β: The Case of Osaka Rice Market
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Figure 4.3: Total Amounts of Rice Arrived in the Tokyo-Fukagawa Spot Rice Market
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Data Sources:

(1) Tokyo Chamber of Commerce (1927, pp.6–7).

(2) Tokyo Chamber of Commerce and Industory (1934, pp.132–133).

(3) Sasaki (1937, pp.268–270).
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Figure 4.4: The Rate of Imported Rice in the Tokyo-Fukagawa Rice Spot Market
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Figure 4.5: Total Amounts of Rice in Stock and Circulation in Osaka
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Figure 4.6: The Rate of Imported Rice to All Physical Rice Arrived in Osaka
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Chapter 5

Conclusion

The dissertation aimed at examining the contemporary financial system from the view

of market efficiency by using non-Bayesian time-varying models: TV-AR, TV-VAR and a

linear regression with time-varying parameters. As the author discussed in Chapter 2, such

an approach was designed to deal with most financial systems, which have confronted with

unceasing structural changes. The approach successfully attained the goal if the author

dare say in short. The rest of this chapter summarize the arguments of Chapter 1 and

the empirical results of Chapters 2, 3 and 4 proving the validity of the approach. Then it

concludes.

Chapter 1 asserts the significance of paying attention to unceasing structural changes

in financial markets in the real world. In other words, a test of parameter constancy

is inevitable and a model with time-varying parameters is preferable when a parametric

model is employed to analyze financial markets, say, stock markets or commodity futures

markets. The chapter surveyed the literature about market efficiency since Fama (1970)

is published. The literature is regarded as a long history of debate over whether financial

markets are efficient or not. Chapter 1 also discussed the reason why the literature is never-
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ending debate and argued that analytical tools or statistical method employed by literature

failed to detect if financial markets are efficient or not based on available data. Under the

supposition that there is no structural change, any time-invariant parametric models could

never deal with the most financial systems that confront with unceasing structural changes

such as financial crises like the recent Lehman bankruptcy. Methodologically saying, the

author argued that such a model necessary fails since it assumes some fundamental uniform

structure. Since most real financial systems confront with unceasing structural changes in

financial markets such as stock markets, commodity futures markets, etc., required is such

a new method that allows us to deal with the markets under unceasing structural changes.

The first chapter asserted that the non-Bayesian time-varying approach in this dissertation

provides a powerful tool to analyze the financial markets.

Chapters 2, 3, and 4 analyzed some financial systems, stock markets and commodity

futures markets, from the view of time-varying market efficiency by employing a non-

Bayesian time-varying model as well as by testing parameter instability for conventional

time series models. They elucidated that market efficiency of such financial markets vary

over time with high probability. The findings not only correspond well to historical events

in the financial markets but also reconciles the never-ending debates over market efficiency

of financial systems. In particular, Chapter 2 addressed the long-run data of U.S. stock

market to examine how efficiency of the market evolved over time; a non-Bayesian time-

varying model is developed by introducing the concept of the degree of market efficiency

that varies over time. With the new methodology and a measure of the degree of market

efficiency, the author examined whether the U.S. stock market evolves over time. Employing

a time-varying autoregressive (AR) model and measuring the degree, he argued that (i) the

U.S. stock market had evolved over time and the degree of market efficiency has cyclical

fluctuations with a considerably long periodicity, from 30 to 40 years; and (ii) the U.S. stock
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market had been efficient with the exception of four times in my sample period: during the

long-recession of 1873-1879; the recession of 1902-1904; the New Deal era; and the recession

of 1957-1958 and soon after it. It is a novel finding that the market efficiency in U.S. stock

market has such long periodicity is absolutely new although there are no more persuasive

reason of the periodicity than the historical events well corresponded to the periodicity.

As for the Chapter 3, developed was a non-Bayesian methodology to analyze the time-

varying structure of international linkages and market efficiency in G7 countries. The

author considered a non-Bayesian time-varying vector autoregressive (TV-VAR) model,

and applied it to estimate the joint degree of market efficiency for G7 countries in the sense

of Fama (1970, 1991). The empirical results in the chapter provides a new perspective that

the international linkages and market efficiency vary over time and that their behaviors

correspond well to historical events of the international financial system in the same way

as Chapter 2 did. Chapter 3 concludes that the contemporary international stock markets

have dynamic linkages in the view of market efficiency and that exogenous shocks might

perturb the efficiency.

Chapter 4 examined how the Tokyo and Osaka rice futures markets in prewar Japan

were evolving in view of market efficiency. Applying a non-Bayesian time-varying model

approach to analyze the famous equation for the futures premium, the author finds that

the market efficiency of the two major rice futures markets varied with time. In contrast

to Chapter 3, he employed the famous equation regarding the futures premium and spot

returns of rice futures. Then he examined the time-varying structure of its key parameter

that could signify market efficiency of the two rice futures market in Tokyo and Osaka. As

the empirical result, the author demonstrated that the two markets have a little different

time-varying patterns of the key parameter. It reflected that the two markets experienced

different time-varying market structures respectively. Such time-varying structure of the
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rice futures markets in prewar Japan corresponds well to historical changes in the Japanese

colonial policy and domestic development of railroad system and port facilities. This finding

provides a new perspective about commodity futures.
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