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Abstract
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We investigated "FDPS" and "Formura" which are the existing frameworks for high-performance
computing. We have developed a prototype for the framework to identify the issues. We
investigated the microarchitecture of "Fugaku," which is the target platform of our framework. We
evaluated the performance of our code on the hardware simulator and obtained insights about
what kind of assembly should be generated. Based on the above insight, we are preparing to
receive KAKENHI and private funds for full-scale framework development. As a teaching material
for large-scale computation, | am writing a book that aims to use thread parallel, process parallel,
SIMD, and finally use a supercomputer. We are preparing for the publication of the book.
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Development of the framework and the teaching materials for high—performance computing
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We investigated “FDPS” and “Formura” which are the existing frameworks for high—performance computing. We have developed a
prototype for the framework to identify the issues. We investigated the microarchitecture of “Fugaku,” which is the target platform of
our framework. We evaluated the performance of our code on the hardware simulator and obtained insights about what kind of
assembly should be generated. Based on the above insight, we are preparing to receive KAKENHI and private funds for full-scale
framework development. As a teaching material for large—scale computation, I am writing a book that aims to use thread parallel,
process parallel, SIMD, and finally use a supercomputer. We are preparing for the publication of the book.
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