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The purpose of this study was to create computational dance science. In order to do this, it is
necessary to collect data from the dancers and construct a computing environment. In order to
collect data from the dancers, we prepared sound equipment and improved the dance
environment, and also did video shooting for data acquisition.

We propose and examine the three in memory shuffling methods designed to address problems in
MapReduce shuffling caused by skewed data. Coupled Shuffle Architecture (CSA) employs a
single pairwise all-to-all exchange to shuffle both blocks, units of shuffle transfer, and metablocks,
which contain the metadata of corresponding blocks. Decoupled Shuffle Architecture (DSA)
separates the shuffling of meta-blocks and blocks, and applies different all-to-all exchange
algorithms to each shuffling process, attempting to mitigate the impact of stragglers in strongly
skewed distributions. Decoupled Shuffle Architecture with Skew-Aware Meta-Shuffle (DSA w/SMS)
autonomously determines the proper placement of blocks based on the memory consumption of
each worker process. This approach targets extremely skewed situations where some worker
processes could exceed their node memory limitation. This study evaluates implementations of the
three shuffling methods in our prototype in-memory MapReduce engine, which employs high
performance interconnects such as InfiniBand and Intel Omni-Path. Our results suggest that DSA
w/ SMS is the only viable solution for extremely skewed data distributions, but this solution is only
valid on systems equipped with high performance interconnects. We also present a detailed
investigation of the performance of CSA and DSA in various skew situations.
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2. WRERREEFEOWE (FER)

The purpose of this study was to create computational dance science. In order to do this, it is necessary to collect data from the
dancers and construct a computing environment. In order to collect data from the dancers, we prepared sound equipment and
improved the dance environment, and also did video shooting for data acquisition.

We propose and examine the three in memory shuffling methods designed to address problems in MapReduce shuffling caused by
skewed data. Coupled Shuffle Architecture (CSA) employs a single pairwise all-to—all exchange to shuffle both blocks, units of shuffle
transfer, and metablocks, which contain the metadata of corresponding blocks. Decoupled Shuffle Architecture (DSA) separates the
shuffling of meta—blocks and blocks, and applies different all-to—all exchange algorithms to each shuffling process, attempting to
mitigate the impact of stragglers in strongly skewed distributions. Decoupled Shuffle Architecture with Skew—Aware Meta—Shuffle
(DSA w/SMS) autonomously determines the proper placement of blocks based on the memory consumption of each worker process.
This approach targets extremely skewed situations where some worker processes could exceed their node memory limitation. This
study evaluates implementations of the three shuffling methods in our prototype in-memory MapReduce engine, which employs high
performance interconnects such as InfiniBand and Intel Omni—Path. Our results suggest that DSA w/ SMS is the only viable solution
for extremely skewed data distributions, but this solution is only valid on systems equipped with high performance interconnects. We
also present a detailed investigation of the performance of CSA and DSA in various skew situations.
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