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Recently, the number of cancer patients in Japan has increased, leading to an aging society.
However, the number of pathologists has not increased and remains insufficient for the increased
number of patients. Therefore, a computer-aided diagnosis system for cancer is required by
pathologists. This study investigated the diagnosis support systems for colon, gastric, and uterine
cervical cancers. A convolutional neural network was used as the discriminant method for medical
images of colon and uterine cervical cancers. In the data analysis results, because the whole
pathological images have predominantly plural features at different malignant levels, the images
were divided into numerous small square images that were used for classification of cancer
malignancy, using a neural network such as AlexNet. Although these small regions were used for
classification, they sometimes had plural features of malignancy. When these were used as
training data for AlexNet, the classification results were influenced by the imperfect features. In this
research, AlexNet was first used to extract high quality data from all of the divided medical images.
In the classification, the correctly classified images were selected as the training data in the next
step. The selected images seem to have the typical features of the training data. Next, AlexNet
was trained by these selected data one more time. The learning method, learning rate, and
searching of dropout introduced layers were assessed, and the optimal network structure was
discussed. In the results, when fine-tuning was selected as the learning method, the learning rate
was 10-4 and the fc7 layer was selected as the dropout ; the classification ratio of malignancy was
rated as the most efficient. In each malignancy group, the F-measure was 94.4%, 92.2%, and
96.2% for group 1 (normal tissue), group 3 (benign tumor), and group 5 (cancer), respectively. As
described, all of the groups had a classification ratio of over 90%, and non-cancer could be
selected for the small divided images.
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Study of Image diagnostic support system using Deep learning
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Recently, the number of cancer patients in Japan has increased, leading to an aging society. However, the number of pathologists has
not increased and remains insufficient for the increased number of patients. Therefore, a computer—aided diagnosis system for cancer
is required by pathologists. This study investigated the diagnosis support systems for colon, gastric, and uterine cervical cancers. A
convolutional neural network was used as the discriminant method for medical images of colon and uterine cervical cancers. In the
data analysis results, because the whole pathological images have predominantly plural features at different malignant levels, the
images were divided into numerous small square images that were used for classification of cancer malignancy, using a neural network
such as AlexNet. Although these small regions were used for classification, they sometimes had plural features of malignancy. When
these were used as training data for AlexNet, the classification results were influenced by the imperfect features. In this research,
AlexNet was first used to extract high quality data from all of the divided medical images. In the classification, the correctly classified
images were selected as the training data in the next step. The selected images seem to have the typical features of the training
data. Next, AlexNet was trained by these selected data one more time. The learning method, learning rate, and searching of dropout
introduced layers were assessed, and the optimal network structure was discussed. In the results, when fine—tuning was selected as
the learning method, the learning rate was 10—4 and the fc7 layer was selected as the dropout; the classification ratio of malignancy
was rated as the most efficient. In each malignancy group, the F-measure was 94.4%, 92.2%, and 96.2% for group 1 (normal tissue),
group 3 (benign tumor), and group 5 (cancer), respectively. As described, all of the groups had a classification ratio of over 90%, and
non—cancer could be selected for the small divided images.
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