
Doctoral Dissertation 

Academic Year 2015 

 

 

 

Analysis of chromatin structure and dynamics 

with single nucleosome imaging 

 

 

 

 

 

 

 

 

 

Graduate School of Media and Governance 

Keio University 

Tadasu Nozaki 



 
 

 i 

Doctoral Dissertation 
Academic Year 2015 

 

Analysis of chromatin structure and dynamics  

with single nucleosome imaging 

 
Abstract 
DNA is the media of hereditary information of living organisms on the earth. In eukaryotes, 
long genomic DNA is wrapped around core histones to form a nucleosome fiber. In addition, 
nucleosome fiber is organized three dimensionally as chromatin and folded within a tiny space 
such as a nucleus or chromosomes. In cellular functions based on DNA transaction including 
transcription and DNA replication, the cells must precisely execute the readout of information 
superimposed on genomic DNA. In this situation, a protein as molecular machinery needs to 
move around such complicated folded DNA and interrogate its target site, and the chromatin 
becomes a huge obstacle. Thus, chromatin structure and dynamics seem to be deeply related to 
diverse cellular functions but not merely packaging, and play a fundamental role in epigenetic 
regulation. Therefore, making the detailed observation and description of chromatin is essential 
to understand the various life phenomena in eukaryotes. The objective of this thesis is to 
contemplate the relationship between chromatin and epigenetics. To achieve this objective, 
multiple methods including genome-wide analysis of epigenetic regulation and live cell imaging 
of chromatin were performed. First, the epigenetic regulation and promoter types were analyzed 
based on genome-wide ChIP-Seq and DeepCAGE data. It was found that, in humans, broad 
promoters but not peak promoters had significant associations with histone modification and 
nucleosome position. Secondly, single nucleosome imaging was newly developed. To observe 
single nucleosomes in living mammalian cells, the histone was fused with photoactivatable 
(PA)-green fluorescent protein (GFP) and expressed in mammalian cells at a very low level. For 
single nucleosome imaging, an oblique illumination was used to illuminate a limited thin area 
within the cell. It was found that a small fraction of histone-PA-GFP was spontaneously 
activated without laser stimulation. Lastly, based on single nucleosome imaging, the chromatin 
structure and dynamics at single nucleosome level in a living mammalian cell and their 
variation related to different types of histone modification and chromatin associated proteins 
were successfully observed. Furthermore, numerous chromatin domains were identified 
throughout the cell cycle. These results will provide a basis of dynamic and flexible nature of 
chromatin toward understanding the function of chromatin in eukaryotic cell and allow new 
insight and perspective on the relationships between chromatin and epigenetics. 
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Chapter 1 
 

 

Introduction 
 
 
1.1. DNA as information media of cell 
DNA is the media of hereditary information of living organisms and consists of four types of 

nucleotides: A (adenine), T (thymine), G (guanine), and C (cytosine). Living organisms are 

characterized through the expression of genes that are the units of cell function. DNA satisfies 

the complexity of gene functions and genome encompasses the entire set of genetic information 

required to characterize a species. The gene coded on DNA is transcribed into the RNA, which 

is then translated to the protein. Through such information processing, also known as “central 

dogma”, the information of gene coded on DNA is translated and physically transformed into a 

protein, which acts as a molecular machinery in a cell (Crick, 1970). This information 

processing occurs in all living organisms. Moreover, to proliferate the number of cells and 

duplicate the genomic information, DNA is replicated and the genomic information is precisely 

transmitted from a cell to daughter cells during cell division. Additionally, DNA is stable to 

thermal perturbation, and DNA replication keeps a low error rate because of the 

complementarity and DNA repair system. 

In terms of macro-scale, the cells, which are the basic units of life, are organized into a 

tissue, the tissues are organized into an organ, and the organs are organized into an organism 

(Simon, 1991). In terms of micro-scale, the nucleus, cell membrane, cytoskeleton, endoplasmic 

reticulum, and mitochondria can be found as the functional subcomponents of a cell. Each cell 

is comprised of subsystems including metabolic pathway, transcriptional system, DNA 

replication system, DNA repair system, immune system, signaling network, and so on. Thus, a 

living organism is comprised of hierarchical and complicated systems (Simon, 1991). All the 

information for creating and maintaining living organisms are certainly coded on DNA.  
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Moreover, DNA has a physical aspect; therefore, it has a three-dimensional entity 

including shape and length. In eukaryotes, the huge length of linear genomic DNA is packed 

into a tiny space. For instance, the total length of genomic DNA in a human diploid cell reaches 

approximately 2 m, but the diameter of the nucleus into which the DNA is packed is just about 

10 µm (a volume of only ∼100 fL to 1 pL). The folding of DNA is a complicated process 

because of its negative charges with the phosphate groups and repulsion derived on them. Such 

a complicated folding of DNA is achieved by specialized proteins, which neutralize the negative 

charges of DNA, and the complex of DNA and binding proteins is called “chromatin”. 

Nevertheless, the detail of the folding process has been unclear (Figure 1.1).  

To execute the program superimposed on DNA, the proteins, for instance, transcriptional 

machinery, must interrogate their target sites on such complicated folded DNA. But how is it 

possible? We know that a diploid cell has only two loci of the target gene and a small number of 

the transcription factor, which does not have “the map of nucleus leading to the target”, have to 

find their target sites in limited time and with less energy. In our life, we usually use many 

efficient algorithms, e.g., SSEARCH based on Smith-Waterman algorithm, to perform pair-wise 

alignment of DNA sequences (Smith and Waterman, 1981a, b) and Google based on Page Rank 

algorithm to search information in the vast and infinite internet (Brin and Page, 1998). However, 

how does the cell efficiently search and find the information on DNA? We are not even sure of 

“the algorithm in cell” at all. The proteins in the nucleus search their target sites by Brownian 

motion. When a protein searches its target, the chromatin structure becomes a big obstacle 

(Bancaud et al., 2009; Gorisch et al., 2005); therefore, the chromatin structure is considered to 

be deeply related to diverse cellular functions including transcriptional regulation, DNA 

replication, DNA repair, and DNA recombination, and not merely packaging. Moreover, the 

variation in the readout of genetic information from identical genomes in a multi-cellular 

organism has been considered to be controlled by chromatins. Thus, for the investigation of the 

search algorithm in a cell, it is important to make detailed observation and description of 

chromatin. 

Although the study on chromatin began in the 19th century and chromatin is one of the 

oldest research subjects in cell biology, we have understood only a part of the chromatin 

structure and function. Understanding the detail of chromatin can lead us to understand “the 

algorithm in cell” and the various cellular functions. Thus, I begin this chapter by describing the 

history of chromatin research and then present the concept of epigenetics. Finally, I will present 

the objective of this thesis. 
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1.2. Chromatin and heredity 
Microscopy is the essential technology to capture the biological phenomena. The invention and 

development of microscopy have enabled us to observe the invisible micro-world and led us to 

the cellular world. The observation of “happy” living cells (but not fixed or dead) is vital to 

understand the dynamic mechanism in the organism (Figure 1.2). Thus, the limitation of 

observable micro-world is defined by the power of microscopy, and the new technology that 

makes the invisible visible is important for the progress of biological study. In the 17th century, 

Hooke first observed myriads of small rooms in cork by his own microscopy, and he termed the 

small room “cell” as an empty vessel (Hooke, 1665). Then, in the 19th century, Schleiden 

(Schleiden, 1838) and Schwann (Schwann, 1839) showed the importance of cells in plants and 

animals, respectively. They proposed that the bodies of all species of plants and animals are 

composed of cells. Subsequently, it was observed that cell division and daughter cells are 

produced from the duplication of a mother cell (Meyen, 1830; Mohl, 1835; Nägeli, 1842; 

Remak, 1852, 1855), and this was summarized as Virchow’s rule “Omnis cellula e cellula” 

(Virchow, 1858). Therefore, microscopy led us to the cellular world and gave us two big rules; 

the complicated body of an organism consists of cells, and the cells are created from a cell.   

Although the importance of a cell and inheritance in life was shown, the researchers had 

guessed that if the cell was the unit of a living organism, then it might have information coded 

on the subject that was inherited from parents to a child. However, they did not know about 

them at that time. Later, the eukaryotic nucleus that has a densely stained region was discovered, 

and the dense structure in the nucleus was termed “chromatin” (Brown, 1833; Flemming, 1878, 

1879). During the same period, it was discovered that chromatic elements in the nucleus showed 

varying forms, such as rod-like structures, during cell division (Flemming, 1882; Nägeli, 1842, 

1844; Strasburger, 1880; Waldeyer, 1888). Flemming identified that chromatin in the nucleus 

was correlated with rod-like structures during nuclear division, and such chromatic elements 

having rod-like structures during cell division were termed chromosomes (Waldeyer, 1888). 

Such behavior of chromosomes during cell division implied the role of chromosomes in 

heredity. In 1900, the importance of Mendel’s study was rediscovered and recognized by 

several researchers simultaneously (Correns, 1900; De Vries, 1900; Tschermak, 1900). Mendel 

had proposed the mathematical logic to the inheritance of phenotypic traits before the discovery 

of mitotic chromosome (Mendel, 1866). Immediately after the rediscovery of Mendel’s law, 

Sutton and Boveri proposed chromosome theory, which represented that chromosomes carry the 

genetic information and genes are located on chromosomes (Sutton, 1902). This was later 
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validated by Morgan (Morgan, 1910; Morgan, 1911). It was revealed that gene is the unit of cell 

function and that genome is assembled of genes and contains the totality of information to 

characterize the species. The generalization and abstraction of chromosome behavior in heredity 

by Mendel seem marvelous. 

It appeared that chromatin is the carrying trait of genes and that the chromosome is a 

variant shape of chromatin appearing at mitosis. The relationship between genetic phenomena 

and physical chromosome behavior was established, and subsequent experiments showed that 

the DNA is the minimal component of genes (Watson and Crick, 1953). 
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Figure 1.1 From DNA to chromatin 
In eukaryotes, long genomic DNA is packed into a tiny space of nucleus or chromosomes. DNA 

is wrapped around histone proteins comprised at two copies of each H2A, H2B, H3, and H4 

protein and forms nucleosome. Histone proteins have positively charged amino acids containing 

the lysine and arginine, and they neutralize a part of negative charges on DNA. Nucleosomes 

have been assumed to be folded into regular 30-nm chromatin fiber. However, currently, 

nucleosomes have been considered to be folded irregularly and form chromatin domains that do 

not possess the regular size (figure from (Maeshima et al., 2014)). 
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Figure 1.2 Imaging of chromosomes with microscopy 
Fluorescent microscopy has a big power when observing target proteins or target objects in a 

living cell. H2B-mRFP shows the clear rod-like structure of chromosomes in a living cell. In 

contrast, non-fluorescent microscopy DIC (differential interference contrast microscopy) also 

shows chromosomes. Fluorescent microscopy is very useful when the targets are already 

determined, but it is important to remember that it reduces much information. Non-fluorescent 

microscopy is also important for cell biology. 

 

H2B-mRFP DIC

5µm 5µm
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1.3. Chromatin structure and dynamics 

After the discovery of the double-helical structure of DNA and central dogma, researchers 

continued to study of components in chromatin and chromosome although it had been 

established that the genetic information is coded in DNA. In 1974, a number of interphase 

nuclei were isolated, and the “beads on string” structure in chromatin was visualized by electron 

microscopy (EM) (Olins and Olins, 1974). Additionally, the 200 bp repetitive structure was 

investigated by nuclease digestion (Kornberg, 1974; Kornberg and Thomas, 1974) and was 

coined “nucleosome” (Oudet et al., 1975). Presently, the structure of nucleosome is well known 

at the atomic resolution (1.9 A) (Davey et al., 2002). It was revealed as the detail of nucleosome 

structure that 147 bp of DNA is wrapped in 1.7 left-handed superhelical turns around a core 

histone octamer, which consists of two copies of the four histones H2A, H2B, H3, and H4. Each 

nucleosome structure is connected by linker DNA (20-80 bp) and forms repetitive units of ~200 

bp (Olins and Olins, 2003). This nucleosome fiber is also known as 10-nm fiber (Figure 1.1).  

To further investigate the detail of chromatin, Finch and Klug found that purified 

nucleosome fiber with linker histone H1 or Mg2+ ions were folded into fibers with a diameter 

30-nm by electron microscopy (Finch and Klug, 1976). This fiber was named “30-nm 

chromatin fiber” (Figure 1.1). The 30-nm chromatin fiber has been studied extensively using 

various techniques, including biochemistry, biophysics, X-ray crystallography, conventional 

EM, cryo-EM and small angle X-ray scattering (Bordas et al., 1986; Bystricky et al., 2004; 

Dorigo et al., 2004; Finch and Klug, 1976; Gilbert et al., 2004; Hansen, 2002; Kruithof et al., 

2009; Langmore and Paulson, 1983; Robinson et al., 2006; Robinson and Rhodes, 2006; 

Schalch et al., 2005; Widom and Klug, 1985; Woodcock et al., 1984). Several other models 

have also been proposed to describe the structure of higher order chromatin, and the 

“hierarchical helical folding model” suggests that a 30-nm chromatin fiber is folded 

progressively into larger fibers, including ~100-nm and then ~200-nm fibers, to form large 

interphase chromatin fibers or mitotic chromosomes (Belmont et al., 1989; Belmont and Bruce, 

1994; Sedat and Manuelidis, 1978). In contrast, the “radial loop model” assumes that a 30-nm 

chromatin fiber folds into rapidly oriented loops to form mitotic chromosomes (Laemmli et al., 

1978; Marsden and Laemmli, 1979; Paulson and Laemmli, 1977) 

Therefore, 10-nm nucleosome fiber has long been assumed to form a 30-nm chromatin 

fiber and a further helically folded larger fiber. Nevertheless, several lines of evidence, 

including recent studies using cryo-EM and X-ray scattering analyses, detected no 30-nm 

structure, but detected 11- and 6-nm structure derived from nucleosome in interphase chromatin 
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and mitotic chromosomes (Dubochet et al., 1986; Eltsov et al., 2008; Joti et al., 2012; Nishino et 

al., 2012). Furthermore, ultra-small-angle X-ray scattering showed that there were no regular 

periodic structures between ~30- and 1,000-nm in interphase nuclei and mitotic chromosomes 

(Joti et al., 2012; Nishino et al., 2012). These recent findings suggest the common structural 

feature in interphase chromatin and mitotic chromosome: compact and irregular folding of 

nucleosome fibers occurs without a 30-nm chromatin structure (i.e., a polymer melt-like 

structure or chromatin domain) (Eltsov et al., 2008; Maeshima et al., 2010) (Figure 1.1).  

Similar models of chromatin domain were also proposed in previous papers. The 

chromatin domains were originally identified as DNA replication foci by pulse labeling (Albiez 

et al., 2006; Berezney et al., 2005; Nakamura et al., 1986; Schermelleh et al., 2001), and they 

were shown to maintain stability during subsequent cell generations (Jackson and Pombo, 1998; 

Ma et al., 1998; Zink et al., 1999). Additionally, the chromosome territory-interchromatin 

compartment (CT-IC) model was proposed as the other model in which each chromosome 

territory was built from a series of interconnected, 1 Mb-sized chromatin domains (Cremer and 

Cremer, 2001; Cremer et al., 2000). Furthermore, recent high-throughput studies such as Hi-C 

and 5C have also proposed the physical packaging of genome DNA (Dekker, 2003, 2008; 

Lieberman-Aiden et al., 2009), which has been termed “topologically associating domains 

(TADs)” (Nora et al., 2012), “topological domains” (Dixon et al., 2012), or “physical domains” 

(Sexton et al., 2012). Some biological implications of TADs were proposed that they 

correspond to functional domains including DNA replication domain and lamina-associated 

domains (LADs) (Guelen et al., 2008). These findings suggest that condensed chromatin 

domains play a crucial role in compartmentalization of chromatin function and maintenance of 

genomic integrity.  

Compared with the 30-nm chromatin fiber and further hierarchical regular structures 

proposed previously, irregular folding of nucleosome fibers implies a less physically 

constrained state that could be locally dynamic. Chromatin is prone to thermal agitation; 

therefore, it has a flexible and dynamic structure and is fluctuating in the nucleus. 

Photobleaching and photoactivation techniques enabled us to visualize turnover of nuclear 

proteins and measured dynamics of chromatin. Moreover, the single DNA site within chromatin 

labeled by LacO-array/LacI-GFP system showed large displacement of specific chromatin 

regions that encompass 20-50 nucleosomes in various cells and organisms (Belmont et al., 

1999; Chubb et al., 2002; Hajjoul et al., 2013; Heun et al., 2001; Levi et al., 2005; Straight et al., 

1996; Vazquez et al., 2001). Especially, by induction of DNA damage, an increase in chromatin 
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dynamics was visualized and observed (Mine-Hattab and Rothstein, 2012). What is the function 

of these extensive chromatin dynamics? There are three hypotheses: one is to reach the certain 

locus in the nucleus (e.g., transcriptional factory), the other is to facilitate the exposure of 

genomic DNA to the surface of chromatin domain, and the third is to assist the movement of 

proteins in the chromatin domain. However, the answer has not been clear yet.  

The chromatin observed by Flemming was derived from the complex of DNA and proteins. 

Is the chromatin merely for packaging DNA into a tiny space? Do chromatin structure and 

dynamics have a cellular function? Recent studies show that chromatin structure is strongly 

related to not only DNA packing but also cell function involving transcription, replication, and 

DNA repair. In this thesis, the mechanism of regulating cellular functions by chromatin is 

shown.  
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1.4. From epigenesis to epigenetics 

How does a single cell give rise to such a complicated body? Now, it is known that the cells of 

the eye and those of the skin have identical genome DNA in each individual, so their 

differences are assumed to be derived from the combination of expressed and unexpressed 

genes. But, how? How does a cell control gene expression in accurate time and place? How 

does a cell count the replication times from the fertilized egg? How does a cell recognize its 

position in an organism? In the case of a mistake in gene control, the organism would 

immediately go into a worse state. For a long time, all these questions have been unsolved and 

have deeply fascinated researchers.  

In ancient Greece, Aristotle had observed many kinds of animals and described their 

morphology and developmental processes. He further explained that an organism is not fully 

formed in an egg; an embryo is gradually formed in a typical order (Peck, 1943). Due to these 

observations, Aristotle is recognized as the founder of “epigenesis” (Peck, 1943). Although now 

it is known that the germ cell contains no pre-formed embryo, the “preformation theory” had 

been assumed as the principle of the developmental process of the organism instead of 

epigenesis for about 2,000 years (Bowler, 1971). 

Epigenesis and preformation are two competing theories that describe and explain the 

relevant embryonic development. Preformationism is a theory that organisms develop from the 

miniature versions of themselves, fully formed in a fertilized egg. Epigenesis is the eukaryotic 

developmental process through a sequence of steps when cells differentiate and organs form 

from a fertilized egg. Depending on the preformationist view, all organs of the adult were 

prefigured in a miniature within a gamete. In other words, this theory mainly discussed that the 

miniature of the organism is located in sperm or ovum. 

However, Harvey and Wolff suspected the validity of the preformation theory and restored 

the epigenesis theory by the redescription of the developmental process of a chicken egg 

(Harvey, 1651; Wolff, 1759). Epigenesis gradually received support from researchers, and 

currently, it stands for all the processes that implement genetic instructions contained within a 

fertilized egg.  

Epigenesis required the principle that could genetically explain its system through 

development. To account for epigenesis in biological development, the concept of “epigenetics”, 

which connects epigenesis with genetics, was introduced by Waddington (Waddington, 1942). 

He coined “epigenetics” as “the branch of biology that studies the causal interactions between 

genes and their products which bring the phenotype into being” (Waddington, 1968). 



 
1. Introduction 

 11 

Waddington broadly defined epigenetics as the mechanism that unfolds genomic information 

through development, and he did not use a specific definition for epigenetics. According to 

Holliday, what Waddington had in mind was “all those events which lead to the unfolding of 

the genetic program for development” (Holliday, 2006). 

After Waddington’s works, many researchers redefined the word “epigenetics”; therefore, 

there are many definitions of epigenetics. Nanney used the term epigenetics to distinguish 

between different types of cellular control systems, and he proposed that genetic components 

were responsible for maintaining and perpetuating a library of genes, both expressed and 

unexpressed, through a template replicating mechanism (Deans and Maggert, 2015; Nanney, 

1958). Furthermore, Nanney insisted that the expression states could persist through cell 

division (Nanney, 1958). Nanney’s contemplation of the stability of cellular expression states 

was an important addition to Waddington’s ideas, which had significant impacts on the future 

direction of epigenetics (Deans and Maggert, 2015; Haig, 2004; Nanney, 1958). 

However, for 30 years, the term “epigenetics” was little utilized in developmental biology, 

and during the 1980s and 1990s, the definition of epigenetics withdrew the developmental 

processes and became more generalized. After the discovery of genomic imprinting in mammals, 

it was apparent that this was due to genetic information coded on DNA that could be reversed at 

meiosis or during gametogenesis. Thus, it was clear that there was a new type of inheritance that 

was not based on changes in DNA sequence and emphasized the importance of genetic and 

non-genetic factors in controlling gene expression. Medawar and Medawar proposed the 

modern definition of epigenetics; “In the modern usage epigenesis stands for all the processes 

that go into the implementation of the genetic instructions contained within the fertilized egg” 

(Medawar and Medawar, 1983). Subsequently, Hall described the definition of epigenetics as 

“the sum of the genetic and non-genetic factors acting upon cells to control selectively the gene 

expression that produces increasing phenotypic complexity during development” (Hall, 

2012). Holliday suggested another definition of epigenetics (Holliday, 1994): 

(i) The study of the changes in gene expression which occur in organisms with differentiated 

cells, and the mitotic inheritance of given patterns of gene expression. 

(ii) Nuclear inheritance which is not based on changes in DNA sequence. 

This definition was closely related to the definition by Smith; he described the dual inheritance 

theory including the genetic and epigenetic system (Smith, 1990).  

(i) The familiar system, depending on DNA sequence, used in transmitting information 

between sexual generations.  
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(ii) An epigenetic inheritance system (EIS), responsible for cellular inheritance during 

ontogeny —for example, fibroblast give rise to fibroblast, epithelial cells to epithelial cells, 

and Drosophila wing disc continue to be wing discs in serial transfer. 

Therefore, from epigenesis, the concept of epigenetics was born, which is currently the 

comprehensive principle that explains morphogenesis, pattern formation, and foundation of 

gene regulatory system in eukaryotes. Epigenetics is considered as a bridge crossing between 

genotype and phenotype.  
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1.5. Epigenetics and chromatin 

Currently, because it is difficult to capture the essence of epigenetics, I have been described the 

history of epigenetics. The current concept of epigenetics is mainly based on Holliday’s 

definition, and such epigenetic regulation that accurately unfolds or folds genetic information 

has been assumed to be implemented by histone modifications and DNA methylation (Holliday, 

1994). Furthermore, Allis has defined epigenetics as “the sum of the alterations to the chromatin 

template that collectively establish and propagate different patterns of gene expression 

(transcription) and silencing from the same genome” (Allis et al., 2006; Jenuwein and Allis, 

2001; Strahl and Allis, 2000). Epigenetics can switch the readable and unreadable genomic 

region and increase the combination patterns executed from identical genomic DNA. The 

regulation of the decoding of the information on DNA is attributed to the accessibility of 

proteins to the target sites, and thus, the chromatin structure plays a critical role. Histone 

proteins can be subjected to various covalent modifications, e.g., acetylation of lysine, 

methylation of lysine, and phosphorylation of serine. These modifications are reversible and can 

cause the change in the chromatin environment by cis-effects and trans-effects (Allis et al., 

2006; Jenuwein and Allis, 2001; Strahl and Allis, 2000). Then the histone code hypothesis was 

proposed; many of the combinations of histone modifications appeared to have a specific 

meaning for the cell and connect to the epigenetic regulation (Strahl and Allis, 2000). The 

cis-effects are brought about by the changes in the physical properties of the modified histone 

tails. Such a modulation in the tail structure or electric charge alters the 

nucleosome-nucleosome interactions (Allis et al., 2006). For instance, acetylation of lysine 

removes the positive charges on histone proteins and changes the chromatin structure because 

about half of the negative charges in the DNA are neutralized by positively charged lysine and 

arginine residues of histone proteins (Maeshima et al., 2014). Histone modifications may also 

elicit the recruitment of modification-binding proteins to the target chromatin as trans-effects. 

This can be viewed as “reading” a particular mark of a modified histone in a context-dependent 

fashion (Allis et al., 2006). For instance, H3K9me3 is recognized by chromodomain, which is 

located on HP1 protein, which makes the chromatin denser and represses the gene expression 

(Maison and Almouzni, 2004). Through both cis-regulation and trans-regulation, the histone 

modification has been considered to change the chromatin environment (structure and 

dynamics) and switch on/off the gene expression. 

Understanding histone modifications, which determine how and when genes will be 

expressed, as well as other biological functions by altering the chromatin structures around 
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specific genes and the accessibility of proteins are big challenges. The form of chromatin 

structure can be simply classified into two distinct types: the open form of chromatin called 

“euchromatin” allows access of the transcriptional machinery to the binding site, whereas the 

closed form called “heterochromatin” does not allow such access. Thus, euchromatin is 

transcriptionally more active than heterochromatin. The combination of researches for 

epigenetics and chromatin structures helps to understand the details of a living eukaryotic 

organism. 

The recent development of ChIP-Seq technology can help detect and quantify the 

genome-wide histone modification patterns and the relationships between them and gene 

expression (Barski et al., 2007; Johnson et al., 2007; Mikkelsen et al., 2007). Presently, much 

knowledge on histone modifications and their functions in the cell have been listed and are 

considered to be complicated. However, only the correlation of histone modification patterns 

and cellular function has been observed, and no direct process as to how the histone 

modification changes the chromatin structure and accessibility of protein to DNA have been 

observed. It is important to understand not only “what” but also “how” and start the distinct 

approaches separately.  

Furthermore, the current researches have failed to include the part of inheritance as 

mentioned in Holliday’s definition of epigenetics (Holliday, 1994). How many percentages of 

the accurate epigenetic marks are inherited to daughter cells through mitotic division? Is it 

sufficient for the accuracy of information in the cell? Is it reconstructed based on chromatin 

structure after mitosis? Do epigenetic marks act as cell memory and time arrow? Epigenetics 

was first proposed for development, so it is required to reconsider the relationships between 

time and epigenetics. 

Chromatin structure and dynamics are connected to epigenetic regulation in both aspects of 

cis- and trans-regulation. Hence, the detail observation of chromatin is essential for 

understanding the various cellular functions in eukaryotes. Additionally, how do the chromatin 

structure and dynamics contribute to the protein behavior? How does each histone modification 

change the chromatin environment? For such kind of research, it is required to develop a new 

method to investigate the direct relationship between chromatin and epigenetics and uncover the 

black box of chromatin function. 
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Figure�1.3 From genotype to phenotype 
In eukaryotes, epigenotype has the role of the bridge crossing from genotype to phenotype. 

Since chromatin is the main component of epigenetics, the research of epigenetics and 

chromatin is related to many biological questions. 
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1.6. Objective 

As mentioned earlier, chromatin consists not only DNA but also a complex of nucleosomes and 

their binding proteins; moreover, it has important roles in epigenetics. The objective of this 

thesis is to reveal the relationships between chromatin and epigenetics. For this, multiple 

methods including genome-wide analysis and live cell imaging were considered. Then, the aim 

of the study was to reveal the relationships between epigenetic regulation and promoter types by 

bioinformatics approach and examine the chromatin structure and dynamics at nano-scale by the 

newly developed imaging method.  

Previously, the genome-wide detection of histone modifications superimposed on 

chromatin was difficult. However, the recent progress in high-throughput technologies has 

made it possible to collect a variety of “omics” data on the epigenetic behaviors of the histone 

modifications and transcripts. The ChIP-Seq method has been developed for analyzing 

genome-wide protein biding pattern including specific histone modifications. Currently, many 

sets of data on histone modifications and gene expression patterns are available. The ChIP-Seq 

data analysis was connected to the promoter analysis to understand the epigenetic regulation in 

eukaryotes (Chapter 2).  

The range of observable world is determined by the power of microscopy. Due to the light 

diffraction limit, it was impossible to observe objects in the range of 10-200 nm even though the 

size of chromatin domain is in such range. Although this resolution of microscopy impedes the 

progress of chromatin research, the newly developed single molecule imaging and 

super-resolution imaging make it possible to smash the light diffraction limit and observe the 

details of chromatin. Chromatin environment: chromatin structure, dynamics and histone 

modifications are crucial components that are involved in the epigenetic regulation, and thus, 

the study of the chromatin environment will provide new information towards understanding the 

various cellular systems in eukaryotes. In this thesis, to observe the chromatin below the 

diffraction limit in a living cell, the single nucleosome imaging method was first developed that 

helped to observe chromatin at a single molecule level (Chapter 3). We further applied this 

single nucleosome imaging to super-resolution imaging and chromatin dynamics analysis of the 

overall nucleus. The super-resolution imaging PALM (photoactivated localization microscopy) 

revealed the formation of numerous chromatin domains in a living human nucleus and mitotic 

chromosomes and demonstrated the formation system of the chromatin domains. Furthermore, 

based on single nucleosome imaging, the chromatin dynamics was successfully measured at the 

single nucleosome level, and the heat map of dynamics of chromatin domain was also created. 
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This analysis showed the difference in chromatin dynamics at the local region of the nucleus 

and revealed the control system of chromatin dynamics. Finally, after the histone modification 

patterns were changed or the chromatin-associated proteins were depleted, the changes in 

chromatin environment were observed (Chapter 4). It is believed that the results of this thesis 

will contribute to the investigation of epigenetics.
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Chapter 2 
 

 

Tight Associations between Transcription 

Promoter Type and Epigenetic Variation in 

Histone Positioning and Modification 
 

 

2.1. Introduction 
Recent progress in high-throughput technologies has made it possible to collect a variety of 

“omics” data on transcripts and on the epigenetic behaviors of the histones that are often 

associated with these transcripts (Barski et al., 2007; Carninci et al., 2005; Schones et al., 2008; 

Suzuki et al., 2009; Wang et al., 2008). 

Cap analysis of gene expression (CAGE) is a high-throughput method that enables 

large-scale identification of transcription start sites (TSSs) of eukaryotic species. This method 

measures gene expression levels simultaneously with TSS identification by counting the 

sequenced 5’ ends of full-length cDNAs, termed CAGE tags (Carninci et al., 2005; Shiraki et al., 

2003). With the development of deep sequencing methods, more high-throughput, and high 

resolution “tag depth” measurements have become available (DeepCAGE, nanoCAGE and 

CAGEscan) (Plessy et al., 2010; Suzuki et al., 2009). Such recent whole-cell-level pictures of 

quantitative transcriptomes have revealed the complex transcriptional network of mammalian 

species (Carninci et al., 2005; Shiraki et al., 2003; Suzuki et al., 2009). According to recent 

CAGE-based analyses of human TSSs, the human “promotome” can be classified into two types 

of promoters by the degree of imprecision of their transcription initiation sites (Carninci et al., 

2006). One is the peak promoter, which initiates transcription strictly from a narrow genomic 

region (within a distance of 1-4 bp), and the other is the broad promoter, which initiates 

transcription from wide-ranging positions (>4 bp) (Carninci et al., 2006; Kratz et al., 2010). The 
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peak promoters are suggested to be closely associated with the presence of the TATA box 

(which enables proper control of gene expression by binding with transcription factors) and 

with tissue-specific gene expression. The broad promoters have been observed in the presence 

of CpG islands and drive relatively ubiquitous expression of the genes they control (Carninci et 

al., 2006; Frith et al., 2008; Kawaji et al., 2006; Ponjavic et al., 2006). The CpG-rich broad 

promoters are considered evolutionarily new and more likely to be controlled by epigenetic 

mechanisms, including DNA methylation and sense–antisense regulation, than the peak 

promoters (Carninci et al., 2006; Coleman and Pugh, 1995; Kawaji et al., 2006). These 

differences between broad and peak promoters raise questions of how these promoter types are 

associated with chromosomal structures and modifications and of how their difference confers 

cellular function. 

In eukaryotic species, chromosomal DNA is packed into nucleosomes, each of which 

comprises approximately 147 bp wrapped around a histone protein octamer consisting of two 

copies of each of the four core histones, H2A, H2B, H3, and H4 (Davey and Richmond, 2002; 

Luger et al., 1997). Two biologically important aspects of these histones are their modifications 

and positions, and it has been shown that these factors regulate transcription initiation 

(Kornberg and Lorch, 1999; Lister et al., 2009; Wyrick et al., 1999). Several methodologies 

have rapidly been developed for high-throughput identification of histone positions and 

modifications. ChIP-chip identifies the histone-binding positions of genomic DNA by using a 

combination of chromatin immunoprecipitation and tiling array (Yuan et al., 2005). Although 

ChIP-chip used to be a widely-used method, today, with the growing demand to develop 

high-throughput sequencing, the ChIP-Seq method has been developed as a promising 

alternative to the tiling array-based approach in analyzing genome-wide nucleosome positioning 

(Jiang and Pugh, 2009; Park, 2009). These methodologies have revealed several insights into 

the intertwining of gene expression with nucleosome position and histone modification. For 

example, the degree of eviction of nucleosomes from the upstream regions of TSSs is correlated 

with gene expression patterns in yeasts (Mavrich et al., 2008; Yuan et al., 2005) and humans 

(Ozsolak et al., 2007; Schones et al., 2008; Smith et al., 2009). Moreover, the methylated 

histone H3 at lysine 4 (H3K4me1, -2, and -3) and acetylated histone H3 at lysine 9 (H3K9ac), 

located around TSSs, are linked to gene activation (Barski et al., 2007; Bernstein et al., 2005; 

Karlic et al., 2010; Roh et al., 2006; Vakoc et al., 2005), whereas H3K27me3 and H3K9me3 are 

linked to gene repression (Bannister and Miska, 2000; Barski et al., 2007; Roopra et al., 2004; 

Vakoc et al., 2005). These modifications and related gene regulatory behaviors support the 
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“histone code” hypothesis (Strahl and Allis, 2000), i.e. that multiple histone modifications 

specify unique downstream functions. However, the detailed mechanisms underlying 

transcriptional regulation by these histone behaviors are still obscure. 

H3K9ac has recently been frequently observed around broad promoters (Kratz et al., 2010). 

This implies that histone behavior is associated with promoter architecture, although this 

association has so far been found only in the case of H3K9ac, and the extent of such 

associations is unclear. In this study, we systematically analyzed the relationships between 

histone behaviors and promoter architecture types by using information about (1) 

modified/unmodified histones; (2) their genomic positions relative to TSSs; (3) their positional 

stabilities on the genome under two cellular conditions; and (4) gene expression. The results 

showed that promoter architecture type and gene expression are tightly associated with the 

modification pattern and genomic positional stability of the histones forming nucleosomes. 

They provide new insights into the epigenetic mechanisms of transcriptional regulation in terms 

of histone behavior. 
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2.2. Materials and methods 

2.2.1. Nucleosome position detection and dataset  
Nucleosome-resolution (MNase digestion) ChIP-Seq Solexa tags for histone H3 were obtained 

by (Schones et al., 2008). The genomic positions of the methylated histones and the histone 

variant H2A.Z were obtained from (Barski et al., 2007), and those of acetylated histones were 

from the study by (Wang et al., 2008). All of these data were obtained in human resting CD4+ T 

cells. To determine the genomic positions of nucleosomes according to the ChIP-Seq data, we 

used the software published in (Zhang et al., 2008). Human genome hg18 was used. 

 

2.2.2. Transcription start site detection and dataset  
TSSs were detected by DeepCAGE data obtained by the FANTOM 4 project (Suzuki et al., 

2009); 10,971 TSSs of broad promoters and 3,621 TSSs of peak promoters were detected by 

applying the methods used in FANTOM 3 (Carninci et al., 2006; Kratz et al., 2010) to the 

FANTOM 4 dataset (Kratz et al., 2010). We used only those promoters for which the 

corresponding probes were clustered on the genome (level 3 promoters; (Kratz et al., 2010; 

Suzuki et al., 2009)), and for each promoter the neighboring position that had the highest 

density of overlapping CAGE tags was determined as the position of the TSS. Promoters 

containing TATA boxes within 50 bp upstream of TSSs were determined by using 

position-specific weight matrices from JASPAR4 (with a confidence score of more than 75%) 

(Sandelin et al., 2004), and promoters containing CpG islands within 200 bp upstream of TSSs 

were obtained from the UCSC Genome Browser database (http://genome.ucsc.edu/). Alternative 

dataset of CpG islands were obtained from (Bock et al., 2007). 

 

2.2.3. Distribution of nucleosome positions around TSSs  
As described above, the genomic positions of nucleosomes as well as TSSs for both broad and 

peak promoters were determined. The distributions of nucleosomes within the genomic regions 

from –5 kb to 5 kb with respect to TSSs were calculated by dividing the number of nucleosomes 

at each position by the number of TSSs. Genomic positions from –15 bp to 15 bp with respect 

to the central positions of the nucleosomes were assumed as the genomic positions where 

nucleosomes existed. The distributions of nucleosomes near broad and peak promoters were 

calculated separately. 
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2.2.4. Distribution of Sp1 binding sites and other transcription factor binding sites  
Sp1, MAZ, and PU.1 binding sites were obtained from FANTOM 4 

(http://fantom.gsc.riken.jp/4/download/GenomeBrowser/hg18/TFBS_CAGE/allsites_cage_tfbs_

feb09_latest.gff.gz) (Suzuki et al., 2009). The distributions of these transcription factor binding 

sites around TSSs (from –500 bp to 500 bp) were calculated by dividing the number of these 

sites for each position by the number of TSSs used for the analysis. 

 

2.2.5. Stability of nucleosome positions under different cellular conditions  
We compared the nucleosome positions obtained in human resting CD4+ T cells with those 

obtained in human activated CD4+ T cells. We calculated the minimum distance between each 

nucleosome in resting T cells and the closest nucleosome in activated cells. This distance was 

considered to denote how far each nucleosome moved along the genome in response to the 

change in cellular condition (from resting to activated). The distributions of these distances 

were calculated by dividing the number of nucleosomes that moved specified distances (from X 

bp to X + 15 bp) by the total number of nucleosomes. The average absolute minimum distance 

between each nucleosome in resting T cells and the closest nucleosome in activated cells was 

also calculated. 

 

2.2.6. Relative abundances of peak promoters and broad promoters  
The abundance of peak promoters relative to that of broad promoters at position j was calculated 

by (Bj – Pj) / ∑iBi, where Bj and Pj denote the proportions of nucleosomes at position j for broad 

and peak promoters, and ∑iBi denotes the sum of proportions of nucleosomes around the TSS 

(from –2,000 bp to 2,000 bp), respectively. 

 

2.2.7. Gene expression in human resting CD4+ T cells  
The gene expression profile in human resting CD4+ T cells was obtained from the Gene 

Expression Omnibus (GSE10437) (Schones et al., 2008). We used genes (total number 8,007, 

with 7,591 associated with broad promoters and 416 associated with peak promoters) annotated 

with Entrez gene IDs in FANTOM 4 and with expression present in Present/Absent calls 

generated by the Affymetrix microarray platform. Nineteen types of methylated histones and 18 

types of acetylated histones obtained in CD4+ T cells were used (Barski et al., 2007; Wang et 

al., 2008). Acetylated histones located around TSSs are linked only to gene activation. To 

investigate the upregulation of genes associated with histone acetylation and their dependence 
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on promoter type, we made two groups of histones: one having modified histones (18 types of 

acetylated histone) around TSSs (from –500 bp to 500 bp) and the other having no modified 

histones. In contrast to acetylated histones, methylated histones located around TSSs are linked 

to both gene activation and repression. Furthermore, the functions of many methylated histones 

are still unknown. Therefore, for histone methylation, we made the following two groups, one 

having H3K4me1, -2 or -3, which are known to upregulate downstream genes, and the other 

having no modified histones. Distributions of gene expression levels were represented as box 

plots. P values for evaluating the significance of gene expression changes were calculated by 

the Wilcoxon rank sum test. 

To compare the distributions of nucleosomes that had H3K4me3, were located upstream of 

TSSs (positions from –150 to –100 bp), and were associated with either broad promoters or 

peak promoters in cases where the downstream genes showed similar expression levels, we 

selected 1,788 genes associated with broad promoters and 138 associated with peak promoters 

that had expression levels in the range of 250 to 750 (Figure 2.9). The chi-squared test was 

applied to assess the difference in nucleosome distribution between these two types of promoter. 
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2.3. Results 

2.3.1. Promoter architecture and nucleosome positioning  
We first focused on differences in nucleosome distribution around the two different types of 

transcription promoters (i.e. peak and broad promoters). We used human promoter positions for 

which information about the degree of transcription start imprecision had been obtained in a 

previous study (Kratz et al., 2010), as well as nucleosome positions defined as the genomic 

positions of histone H3 proteins in the resting condition in human CD4+ T cells (Schones et al., 

2008). We mapped them on human genomic sequences. (See Materials and methods for details 

of data manipulations.) We then calculated the ratio of nucleosomes located at each genomic 

position relative to each peak and broad promoter. We found that the nucleosome positions 

associated with broad promoters had markedly aligned and periodic patterns compared with 

those of peak promoters (Figure 2.1 A). More strikingly, only in broad promoters, the first 

nucleosomes immediately downstream of the promoter were likely to be located in similar 

positions and those immediately upstream of the promoter were depleted (see the magnified 

view in Figure 2.1 A). This was contrary to our expectation; previous studies have reported that, 

in general, nucleosomes are distributed evenly around the promoter region (Ramirez-Carrozzi et 

al., 2009; Tolstorukov et al., 2009). We had therefore expected that the nucleosome positions 

would be spread around the broad promoter and well aligned around the peak promoter, because 

TSSs are widely spread in the broad promoter region but narrowly spread in the peak promoter 

region. However, our results show that the broad promoter was specifically associated with a 

more aligned pattern of nucleosomes than the peak promoter. 

H2A.Z is a histone variant of H2A that is highly conserved among lower and higher 

eukaryotes. Enrichment of H2A.Z around the promoter region has been also reported in yeast 

(Albert et al., 2007) and humans (Jin et al., 2009). In terms of promoter architecture, we 

performed a similar analysis to the one of H3 shown in Figure 2.1 A of the positions of human 

nucleosomes harboring the histone variant H2A.Z in human resting CD4+ T cells (Barski et al., 

2007). H2A.Z was highly enriched around broad promoters but not peak promoters (Figure 2.1 

B). For example, the statistical significance of the enrichment was P < 1.0 × 10–25(chi-squared 

test) for positions +100 to +130 with respect to the TSS. Moreover, the distribution patterns of 

H2A.Z were similar to those of H3; the positions of H2A.Z were markedly aligned around 

broad promoters but not around peak promoters. 
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Figure 2.1 Distributions of nucleosome positions around transcription start sites 
(TSSs) 
(A) Distributions of the central positions of histone H3 around broad and peak promoters. The 

x-axis shows genomic positions with respect to TSSs (from –5 kb to 5 kb, upper panel; and from 

–500 bp to 500 bp, lower panel). The central positions of nucleosomes are defined as the 

positions from –15 bp to 15 bp with respect to the center of the nucleosome. (B) Distributions of 

nucleosomes containing the histone variant H2A.Z around TSSs (from –5 kb to 5 kb). H2A.Z 

around TSSs associated with broad promoters are highly enriched, unlike those associated with 

peak promoters. (C) Distributions of minimum distances from each of the nucleosomes in 

human resting T cells compared with those in activated T cells. The x-axis shows the minimum 

distances and the y-axis shows the proportions of nucleosomes with the specified minimum 

distances. Proportions within every 15 bp were averaged. Minimum distances were calculated 

for all nucleosomes on the genome (dashed line), for those associated with broad promoters (red 

line), and for those associated with peak promoters (blue line). 
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2.3.2. Accessibility of transcription factor Sp1  
The two promoter architectures are associated with characteristic sequence contexts: the peak 

promoter is located close to a TATA box and the broad promoter close to CpG islands (Carninci 

et al., 2006). Using the genomic positions of putative TATA box sites predicted by a 

position-specific weight matrix and the positions of CpG islands obtained from the UCSC 

Genome Browser database (Bucher, 1990; Karolchik et al., 2003), we confirmed that TATA 

boxes were overrepresented in peak promoters and that broad promoters were highly associated 

with the presence of CpG islands (Figure 2.2). 

It is possible that the aligned patterns of nucleosome positions around broad promoters are 

due to the accessibility of transcription factors to DNA. For instance, in the absence of the 

TATA box, the ubiquitous transcription factor Sp1 can recruit TATA-binding proteins to 

initiate transcription (Butler and Kadonaga, 2002). It has already been reported that consensus 

Sp1 sites with high overall GC contents are overrepresented among broad promoters, and the 

positions of these sites for individual transcription units are less precise than those of TATA 

boxes (Carninci et al., 2006). Consequently, we investigated the possibility that the 

nucleosomes around a broad promoter align in a more orderly fashion than those around the 

peak promoter because of the need to create a nucleosome-free region upstream of the TSS to 

confer DNA accessibility of transcription factor proteins. We superimposed the distribution of 

putative Sp1 sites (Suzuki et al., 2009) around broad promoters onto that of the nucleosome 

positions (see Materials and methods), and we observed increased proportions of Sp1 sites 

about –50 bp upstream of the broad promoter, where the nucleosome distribution was markedly 

depleted (Figure 2.3). We conducted the same analysis for peak promoters. The inverse 

relationship between Sp1 site and nucleosome abundance around the broad promoter was much 

higher than that around the peak promoter, suggesting the plausibility of the DNA accessibility 

model. Furthermore, we conducted a similar analysis for the binding sites of two other 

transcription factors, PU.1 and MAZ, as a previous study (FANTOM 4) had analyzed the 

binding sites of these two factors in detail (Suzuki et al., 2009). The binding sites of both PU.1 

and MAZ were distributed on nucleosome-free regions around broad promoters, whereas no 

such trends were observed around peak promoters (Figure 2.4). These results support the strong 

connection between the nucleosome-free region and the accessibility of transcription factors, 

which was specific to broad promoters. 
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Figure 2.2 Frequencies of occurrence of TATA boxes and CpG islands around 
transcription start sites (TSSs) 
Frequencies of the characteristic sequence patterns associated with promoters are shown by bar 

charts. The y-axis shows the proportions of broad and peak promoters that have TATA boxes 

(A) and CpG islands (B). 
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Figure 2.3 Distributions of Sp1 sites around transcription start sites (TSSs) 
Distributions of nucleosome regions and Sp1 sites around TSSs associated with broad (A) and 

peak (B) promoters are shown. Nucleosome position is defined as the center position of the 

nucleosome. The x-axis shows genomic positions with respect to TSSs (from –500 bp to 500 

bp). Sp1 sites were obtained by the FANTOM 4 project. 
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Figure 2.4 Distributions of the binding sites of two transcription factors (MAZ and 

PU.1) around transcription start sites (TSSs)  
Distributions of nucleosome regions and transcription factor binding sites around TSSs 

associated with broad (A: MAZ, C: PU.1) and peak (B: MAZ, D: PU.1) promoters are shown. 

Nucleosome position is defined as the center position of the nucleosome. The x-axis shows 

genomic positions with respect to TSSs (from –500 bp to 500 bp). Both MAZ and PU.1 sites 

were obtained by the FANTOM 4 project. 

 

 

 



 
2. Promoter types and epigenetic regulation 

 30 

2.3.3. Positional stability of nucleosomes around broad promoters  
If nucleosome positioning around broad promoters confers DNA accessibility for the binding of 

transcription factors, then the nucleosome positions around broad promoters should be more 

stable throughout different cellular conditions than those around peak promoters, because broad 

promoters are usually associated with ubiquitously expressed gene (in contrast, peak promoters 

are associated with tissue- and condition-specific expressed gene) (Carninci et al., 2006; Frith et 

al., 2008; Kawaji et al., 2006; Ponjavic et al., 2006) and the genomic positions of transcription 

factor binding sites are fixed. We analyzed the positional stability of nucleosomes located 

within positions +1 to +200 with respect to each promoter under “resting” and “activated” 

conditions of human CD4+ T cells (Schones et al., 2008) (see Materials and methods). For each 

nucleosome position in the resting condition, we calculated the distance to the nearest 

nucleosome position in the activated condition in order to assess the positional stabilities of 

single nucleosomes under the two different cellular conditions. The overall minimum distance 

was markedly shorter for broad promoter-associated nucleosomes than for peak 

promoter-associated ones (Figure 2.1 C). In fact, the average absolute minimum distance in the 

case of the broad promoter (20.70 bp) was significantly shorter than that for the peak promoter 

(25.08 bp) (P = 4.83 × 10–7; t-test. Note that we did not take into account nucleosomes for 

which a minimum distance longer than 100 bp was found between the two conditions, because 

these were more likely to be different or neighboring nucleosomes rather than those that moved 

along the DNA with the change in conditions.) These results demonstrated that the positions of 

nucleosomes around the broad promoters were more stable than those of nucleosomes around 

the peak promoters. 
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2.3.4. Distribution of nucleosomes containing modified histones  
It has been suggested that not only nucleosome position, but also nucleosomal histone 

modification, can regulate transcription (Barski et al., 2007; Bernstein et al., 2005; Roh et al., 

2006; Vakoc et al., 2005). For instance, histone methylation is associated with either gene 

activation or repression, depending on the methylation site and state on the histone protein; in 

particular, methylation of histone H3 (H3K4me1, -2, and -3) in nucleosomes around the 

transcription promoter are well known to regulate gene expression (Barski et al., 2007; 

Bernstein et al., 2005; Karlic et al., 2010; Roh et al., 2006; Vakoc et al., 2005). To investigate 

the differences in positional distribution of nucleosomes containing methylated histones around 

the two different types of promoter, we obtained nucleosome positions corresponding to each of 

three methylation types (H3K4me1, -2, and -3) in human CD4+ T cells from a previous study 

(Barski et al., 2007), and we mapped these onto genomic sequences with the broad and peak 

promoter positions. Similar to the result for histone H3, nucleosomes having H3K4me1, -2, and 

-3 were all highly enriched and well aligned around broad promoters, whereas they were 

depleted around peak promoter regions (Figure 2.5 A-C). However, the alignment pattern of 

nucleosome positions differed depending on the type of methylation. Within the region 

downstream of the broad promoter, the first frequency peak of nucleosomes having H3K4me1 

and -2 occurred in the +700 to +730 region (Figure 2.5 A and B), whereas those having 

H3K4me3 occurred in the +100 to +130 region (Figure 2.5 C; this was similar to the result for 

histone H3, perhaps because the majority of H3K4 were trimethylated.) For each methylation 

type, the difference in frequency of occurrence of nucleosomes with each type of modified 

histone in these regions between the peak and broad promoters was significant (P < 1.0 × 10–10 

for H3K4me1 and -2, and P < 1.0 × 10–50 for H3K4me3; chi-squared test). Note that the values 

on the y-axes in Figure 2.5 are not influenced by the absolute numbers of nucleosomes in each 

type of promoter, as they indicate the proportion of nucleosome-harboring TSSs for each type 

of TSS. In addition to methylation, acetylation may control gene expression (Barski et al., 2007; 

Bernstein et al., 2005; Karlic et al., 2010; Roh et al., 2006; Vakoc et al., 2005). We further 

analyzed nucleosome positioning corresponding to histone acetylation (H3K9ac) in human 

CD4+ T cells and observed results similar to those for H3K4me3 (P < 1.0 × 10–50 for +100 to 

+130 region; chi-squared test; Figure 2.5 D). For each of H3, H2A.Z, H3K4me3, and H3K9ac, 

we estimated the abundance of nucleosomes associated with peak promoters relative to that of 

nucleosomes associated with broad promoters (Figure 2.6; see Materials and methods). 

Compared with nucleosomes carrying histone H3, the relative abundances of nucleosomes 
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carrying the modified histones or the histone variant were large, suggesting that the presence of 

histone modifications or a histone variant was highly associated with the broad promoter but not 

the peak promoter. 
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Figure 2.5 Distribution of modified histones around transcription start sites (TSSs)  
Distributions of nucleosomes containing methylated and acetylated histones. (A) H3K4me1, (B) 

H3K4me2, (C) H3K4me3, and (D) H3K9ac around TSSs are shown. All of the modified 

histones were highly enriched around the TSSs associated with broad promoters, unlike those 

associated with peak promoters. The x-axis shows the genomic positions with respect to the 

TSSs (from –5 kb to 5 kb). 
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Figure 2.6 Relative abundance in histone distributions 
Normalized differences in histone distributions (H3, H3K4me3, H3K9ac, and H2A.Z) between 

broad and peak promoters (from –2 kb to 2 kb) at each position are shown. The y-axis shows the 

normalized differences in histone distributions between broad and peak promoters. H3K4me3, 

H3K9ac, and H2A.Z had larger differences than H3. 
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2.3.5. Analysis of another genomic element that potentially influences histone 
behavior  
Methylation of CpG islands is tightly associated with the expression of downstream genes; a 

number of studies have therefore been conducted to analyze CpG islands at a genome-wide 

level (Ioshikhes and Zhang, 2000; Wang and Hannenhalli, 2006). As described above, broad 

promoters are strongly associated with CpG islands (Figure 2.2). Therefore, it is possible that 

the enrichment of histone modifications and histone variants in the broad promoter region is 

derived merely from the effect of CpG islands and is independent of promoter architecture. In 

fact, it has been shown that promoters with many CpG islands are more likely to harbor 

modified histones than promoters with fewer CpG islands (Bhandare et al., 2010). To address 

this issue, we analyzed the positions of nucleosomes having histone H3 and those having 

H3K4me3 around broad and peak promoters with and without CpG islands (Figure 2.7). We 

found that, in the case where promoters were associated with CpG islands, nucleosomes with 

histone H3K4me3 were likely to be well aligned even around peak promoters. However, broad 

promoter-associated nucleosomes were significantly more enriched than peak 

promoter-associated nucleosomes, especially in the region downstream of the promoter (Figure 

2.7 A; P < 1.0 × 10–16 for +100 to +130 region; chi-squared test). (Note, however, that the set of 

“peak promoters” used in this study may have included “broad promoters”, and that this may 

have affected the highly aligned nature of H3K4me3 around “peak promoters”. This was 

because the definition of promoter architecture thus far was whether there was a cluster of TSSs 

located within a narrow genomic region or whether the TSSs were dispersed, and low TSS 

coverage increased the possibility of promoters being classified as “peak promoters”.)  

In contrast, when we focused only on promoters without CpG islands, nucleosomes having 

H3K4me3 were well aligned and enriched only around broad promoters (Figure 2.7 B); the 

difference in the frequencies of downstream nucleosomes (from +100 to 130) potentially 

resulting from the difference in the alignment were significant (P < 1.0 × 10–56, chi-squared test). 

Broad promoters with CpG islands had an aligned pattern of nucleosomes carrying H3, whereas 

no clear alignment was observed for peak promoters (Figure 2.7 C). Broad promoters without 

CpG islands still showed an aligned pattern of nucleosomes having H3 (although the pattern 

was less clear than in those with CpG islands), whereas peak promoters had little alignment in 

the pattern (Figure 2.7 D). These results show that the enrichment of nucleosomes having 

certain histones around a broad promoter is independent of the existence of CpG islands. 
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Figure 2.7 Distributions of nucleosomes around transcription start sites (TSSs) 

with and without CpG islands 
Distributions of nucleosomes containing H3K4me3 (A, B) and H3 (C, D) around broad and 

peak promoters are shown. The analyses were conducted separately for TSSs that were 

associated with CpG islands (A, C) and those that were not (B, D). Broad promoters had aligned 

patterns of nucleosomes containing H3 and H3K4me3, regardless of the existence of CpG 

islands, and were enriched in H3K4me3. In contrast, peak promoters had little alignment of the 

H3 pattern, regardless of the presence of CpG islands. The proportion of nucleosomes 

containing H3K4me3 associated with peak promoters was lower than that associated with broad 

promoters, particularly in the absence of CpG islands. 
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2.3.6. Effect of histone modification on gene expression  

To explore whether histone modification around the promoter affects gene expression, we 

analyzed the difference in expression levels of RNAs transcribed from peak and broad 

promoters in terms of the existence of modified/unmodified histones in their surrounding 

regions. We compared data sets of methylated/unmethylated histones and 

acetylated/unacetylated histones measured under resting conditions in human CD4+ T cells 

(Barski et al., 2007; Wang et al., 2008). Gene expression data for resting CD4+ T cells were 

obtained from a previous study (Schones et al., 2008); we used only those genes for which the 

expression levels had been measured. We classified promoters having at least one 

methylated/acetylated histone within the region from –500 to +500 as “promoters with 

methylated/acetylated histones” and all others as ones with unmethylated/unacetylated histones 

(see Materials and methods). Expression levels of genes associated with broad promoters that 

had methylated histones were significantly higher than those of genes associated with broad 

promoters with unmethylated histones (P <  9.1 × 10–11, U-test; Figure 2.8). Conversely, the 

expression levels of genes associated with peak promoters having only unmethylated histones 

were as high as those of genes associated with peak promoters with methylated histones, and 

thus no significant difference was observed (P = 0.97, U-test; Figure 2.8). Likewise, in the 

comparison between acetylated and unacetylated histones, the expression levels of genes 

associated with broad promoters that had acetylated histones were significantly higher than 

those of genes associated with broad promoters with no acetylated histones (P < 2.2 × 10–16, 

U-test; Figure 2.8), but the expression levels of genes associated with peak promoters that had 

acetylated histones did not differ markedly from those of genes associated with peak promoters 

with only unacetylated histones (P = 0.69, U-test; Figure 2.8). These results suggest that the 

regulation of gene expression levels by histone modification is specific to broad 

promoter-associated genes. 
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Figure 2.8 Box plots of gene expression in human resting CD4+ T cells 
The box plots represent the distributions of gene expression levels. Distributions of the four 

groups of genes are drawn separately, i.e. those with broad or peak promoters, each of which 

was further associated with modified histones in activated cells or with unmodified histones. 

The y-axis shows the microarray intensities of the gene sets in each category. 
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2.4. Discussion 
We analyzed the global landscape of epigenetic relationships between histone modifications and 

transcription initiation by investigating genome-wide ChIP-Seq data and DeepCAGE data. The 

results presented here show differences in the architecture of the broad and peak promoters that 

regulate gene expression. Especially, we revealed that the broad promoters were strongly 

associated with histones immediately downstream of the TSS and they were frequently 

modified, presumably to regulate gene expression levels. 

In previous studies, aligned patterns of nucleosome positions around TSSs have been 

identified in yeasts and humans (Mavrich et al., 2008; Ramirez-Carrozzi et al., 2009; Segal et al., 

2006; Tolstorukov et al., 2009). However, we confirmed this alignment only for regions around 

TSSs derived from broad promoters, not for those around TSSs derived from peak promoters. 

Broad promoters have an aligned pattern of nucleosome positions around TSSs and have large 

nucleosome-free regions immediately upstream of TSSs. Studies in yeasts have validated the 

model of “open promoters”, which have large, nucleosome-free regions immediately upstream 

of the TSS and are often associated with TATA-less promoters and poly (dA:dT)-rich tracts, the 

sequences of which are unbendable and unstable for histone binding (Cairns, 2009). The broad 

promoter characteristics that we found in humans are consistent with this model, because in 

humans the sequence patterns in CpG islands located upstream of TSSs, in contrast to the yeast 

poly (dA:dT)-rich tracts, have been shown to be unstable (Ramirez-Carrozzi et al., 2009). 

Our data indicate that the nucleosomes that are immediately downstream of TSSs and 

associated with broad promoters are positioned in specific regions. We suggest that broad 

promoters have these aligned patterns of nucleosome positions around TSSs because the 

nucleosome position has a stronger impact on broad promoters than on peak promoters on the 

determination of TSSs by transcription factors in the cell. 

As an example of transcription factors that target broad promoters, we investigated the Sp1 

binding sites around TSSs. Sp1 recognizes binding region of DNA via its zinc finger domain 

whereas TBP recognizes TATA box via its DNA binding domain. Sp1 binding sites were 

enriched in the regions upstream of TSSs corresponding to the nucleosome-free regions. We 

observed similar tendencies for the binding sites of two transcription factors, PU.1 and MAZ. 

Although biological experiments are necessary to investigate molecular mechanism behind this 

observation, we speculate that the nucleosome-free regions serve as “landing sites” for 

transcription factors, including Sp1, which have less precise binding motifs (which are 

overrepresented among broad promoters) than the TATA box (Illingworth and Bird, 2009).  
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In addition to histone H3, we also analyzed the positions of the histone H2A variant 

H2A.Z, which is enriched around TSSs (Tirosh and Barkai, 2008), and we obtained similar 

results. In contrast, peak promoters did not have aligned patterns of nucleosome positions. One 

might suspect that the observation is due to high expression of genes associated with broad 

promoters, and low expression of those associated with peak promoters. However, even after we 

limited the analysis to broad and peak promoters both of which are associated with highly 

expressed genes, we still observed the preferences of H3 for broad promoters (region +100 to 

+130 bp with respect to TSSs) compared to peak promoters (P < 1.0 × 10–9, chi-squared test, 

data not shown). Although TSSs for TATA promoters are often fixed to single positions, our 

results suggest that such strictly controlled positions of TSSs are not regulated by nucleosome 

position. However, there is some evidence that the nucleosomes around TATA promoters have 

regulatory roles in gene expression. In yeasts, the TATA promoter is one type of “covered 

promoter”, and expression of the genes associated with such promoters is more likely to be 

inhibited by the presence of nucleosomes than expression of the genes associated with “open 

promoters”, which are located in nucleosome-free regions (Cairns, 2009); in covered promoters, 

nucleosomes often cover transcription factor binding sites to repress the expression of 

downstream genes. It is also possible that, in humans, peak promoters associated with the 

TATA box belong to one type of “covered promoter” where the expression of downstream 

genes is repressed by the presence of nucleosomes. Therefore, we speculate that transcription 

factor binding is controlled by nucleosome position in the case of peak promoters. 

In our analysis of epigenetic control by histone modification, we uncovered a difference 

between broad and peak promoters. H3K4me1, -2, and -3 and H3K9ac, which are associated 

with gene activation, were more highly enriched around TSSs associated with broad promoters 

than around those associated with peak promoters. Thus broad promoters appeared to be under 

stronger epigenetic control than peak promoters. We found a trend that further supported this 

hypothesis: the expression levels of genes associated with broad promoters that had modified 

histones had higher expression levels than genes associated with broad promoters without 

modified histones. In contrast, peak promoters appeared to be under weaker epigenetic control, 

because far fewer of them harbored modified histones. Furthermore, there were no significant 

differences in the expression levels of genes associated with peak promoters that harbored or 

did not harbor modified histones. 

It has been shown that promoters with many CpG islands are more likely to harbor 

modified histones than promoters with fewer CpG islands (Bhandare et al., 2010). However, 
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even after we limited our analysis to promoters having CpG islands, number of broad promoters 

harboring H3K4me3 was still statistically higher than that of peak promoters. Even more 

remarkable differences were observed after we limited our analysis to promoters without CpG 

islands. Although these results may depend on the dataset of CpG islands we used, enrichment 

of H3K4me3 in downstream region (+100 to +130 bp) of broad promoters were still observed in 

the analysis using different dataset of CpG islands (Bock et al., 2007) (P < 1.0 × 10–20 for 

CpG-related genes, P < 1.0 × 10–30 for CpG-unrelated genes). 

Genes associated with broad promoters tend to be expressed ubiquitously, whereas those 

associated with peak promoters are likely to be expressed in specific tissues and may show low 

expression levels in most tissue types (Carninci et al., 2006). Therefore, if high levels of gene 

expression are directly associated with histone modifications around TSSs, then we may 

observe spurious correlations between promoter type and histone modification. In fact, 

H3K4me3 is known to upregulate the expression of downstream genes. We therefore compared 

the distribution patterns of nucleosomes containing H3K4me3 around broad and peak promoters 

in cases where the downstream genes showed similar expression levels (Figure 2.9). We found 

that the broad promoters also harbored more nucleosomes containing H3K4me3 in cases where 

the downstream genes showed similar expression levels (data not shown); the difference in the 

distributions of H3K4me3 around the broad and peak promoters was statistically significant (all 

positions from +100 to +130 showed significant differences; P < 1.0 × 10–3, chi-squared test), 

suggesting that promoter type was indeed associated with differences in epigenetic regulation 

by histone modifications. 

Peak promoters containing the TATA box are regulated at their transcription initiation step, 

generally by the assembly of a pre-initiation complex with three additional components: the 

TATA-associated factors, the so-called mediator complexes, and positive and negative cofactors. 

We presume that peak promoters containing no TATA box are regulated in a similar way. This 

transcription system is widely used in various species, and our results suggest that it is unlikely 

to use epigenetic controls. Thus, broad and peak promoters have distinct systems to regulate 

gene expression. 

Throughout this work, we employed widely-accepted definition of peak promoters, i.e. 

those which initiate transcription within the range of 4 bp. Changing this threshold to 10 bp did 

not have much effect on the distribution patterns of nucleosomes around broad and peak 

promoters as shown by Pearson’s correlation coefficients between histone distribution pattern 

around broad promoters (–5,000 to 5,000 bp with respect to TSS) defined by >4 bp threshold 
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and that defined by >10 bp threshold. For H3 distribution patterns, correlation coefficients were 

0.99 and 0.94 for broad and peak promoters, respectively. For H3K4me3 distribution patterns, 

the correlation coefficients were 0.99 for both broad and peak promoters. These results suggest 

the robustness of the relationships between the imprecision of TSS and patterns of histone 

distributions.  

TATA boxes are used in a wide range of organisms, including prokaryotes, and are thought 

to be part of an ancient transcriptional system. In contrast, broad promoters are thought to be 

newly evolved (Carninci et al., 2006) and have incorporated histone modification systems. Our 

results showed that peak promoters, which are frequently associated with such ancient TATA 

boxes, have not incorporated histone modification systems. 

By using a computational approach, we discovered the general relationships between the 

two types of promoter architecture and histone behavior, including positioning and modification 

(Figure 2.10). We first showed that the positions of histones around broad promoters were 

highly aligned and stable compared with those around peak promoters. Furthermore, we suggest 

that marked numbers of transcription initiations related to broad promoters are under the control 

of histone methylation and acetylation and are associated with gene expression level, whereas 

this is not the case with peak promoters. These results indicate that the expression of genes 

associated with broad promoters, but not peak promoters, is highly associated with histone 

position and modification. We believe that our study is a step in uncovering the general 

mechanisms underlying transcriptional systems and inferring how these systems have evolved. 

This should eventually help us to understand the complexity of mammalian transcription. 
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Figure 2.9 Distributions of expression levels of genes selected for comparison of 

broad and peak promoters associated with similar downstream gene expression 
The box plots represent the distributions of the microarray intensities of the gene sets that were 

selected from among those associated with broad and peak promoters and that had similar 

expression levels (from 250 to 750). 
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Figure 2.10 Summary of promoter types and epigenetic regulation 
We found that, in humans, broad promoters (but not peak promoters) generally had significant 

associations with nucleosome positioning and histone modification. Specifically, around broad 

promoters histones were aligned in an orderly fashion. This feature was more evident with 

histones that were methylated or acetylated; moreover, the nucleosome positions around the 

broad promoters were more stable than those around the peak ones. More strikingly, the overall 

expression levels of genes associated with broad promoters (but not peak promoters) with 

modified histones were significantly higher than the levels of genes associated with broad 

promoters with unmodified histones. 
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Chapter 3 
 
 

Single Nucleosome Imaging in Living 

Mammalian Cells 
 

 

3.1. Introduction 
Approximately 2 m of human genomic DNA is organized in the cell. DNA is wrapped around 

core histones and forms a nucleosome fiber known as “beads-on-a-string”. The nucleosome 

fiber has long been assumed to be folded into a regular 30-nm chromatin fiber and larger fibers 

folded into helical structures. However, several lines of evidence, including recent studies using 

cryo-EM and synchrotron X-ray scattering analyses (Eltsov et al., 2008; Joti et al., 2012; 

Nishino et al., 2012) demonstrated no regular structure >11 nm in interphase chromatin and 

mitotic chromosomes. These findings suggest that interphase chromatin and mitotic 

chromosomes consist of compact and irregularly folded nucleosome fibers without a 30-nm 

chromatin structure (i.e., a polymer melt-like structure) (Eltsov et al., 2008; Maeshima et al., 

2010). This structure implies a less physically constrained and more locally dynamic state. 

Nucleosome fibers may thus be constantly moving and rearranging at the local level, which may 

be crucial for protein factors in the search for genomic DNA. How can we observe such local 

behavior of the nucleosome in living human cells? The obvious question was whether 

nucleosome fluctuation could be detected in living mammalian cells. For this purpose, we 

newly developed and performed single particle imaging of nucleosomes in living cells. 
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3.2. Materials and methods 

3.2.1. Microscopy setup 
Nikon laser TIRF microscope system Ti was used to observe the distribution of single 

H4-PA-GFP molecules expressed in DM (Indian Muntjac) cells. 488-nm laser (100 mW and 

ND 50%) was introduced into the microscope through an optical path installed on a vibration 

insulation table. Through an objective lens (100× PlanApo TIRF, NA 1.49; Nikon), DM cells 

grown on a glass base dish (Iwaki) were exposed to the excitation light. The incident angle of 

the laser beam to the specimen plane was chosen so as to obtain a oblique illumination 

(Tokunaga et al., 2008). Collected fluorescence from the cells was focused on the sCMOS 

ORCA-Flash 4.0 camera (Hamamatsu Photonics). Movie of sequential 1,000 frames was 

acquired by MetaMorph software (Molecular Device) at a frame rate of 30 ms under continuous 

illumination. The observation stage was kept at a constant 37°C, 5% CO2, and humidity 

(Tokai-hit live-cell chamber and GM-8000 digital gas mixer).  

3.2.2. Detection of single fluorescent particle 
Subpixel accuracy positions of the PA-GFP dots were determined using the image-processing 

software u-track (Jaqaman et al., 2008; Rogers et al., 2007) and the accuracy for determining the 

position of fluorescent dots was estimated using the FIONA method (Ober et al., 2004; 

Thompson et al., 2002; Yildiz et al., 2003). With this procedure, the trajectory of each 

fluorescent dot was obtained. We calculated the displacement and the mean square of 

displacement (MSD) of fluorescent nucleosomes from the tracking data. The originally 

calculated MSD was in two dimensions. To obtain the 3D value, the two-dimensional value was 

multiplied by 1.5 (6Dt/4Dt). Using KaleidaGraph (Synergy Software, USA), histograms of the 

displacement were prepared. 

Histone H4-PA-GFP has some flexible regions, including the linker and histone tail, which 

is maximally 50 amino acid residues, corresponding to a length of ~17 nm. The previous study 

observed by FCS rapid movement of free GFP in the chromosomes at 15 mm2/s (Hihara et al., 

2012). If PA-GFP is rapidly mobile within a restricted area, like a “dog on a leash”, we consider 

that the effect of the flexible region on the nucleosome position determination is negligible. 
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3.3. Results and discussion 

To observe single nucleosomes and analyze their local dynamics in living human cells, histone 

H4 was fused with photoactivatable (PA)-green fluorescent protein (GFP) and expressed in DM 

cells at a very low level (Figure 3.1 A). For single nucleosome imaging, an oblique illumination 

microscopy (Figure 3.1 B) was used to illuminate a limited thin area within the cell (Nikon laser 

TIRF microscope system Ti with sapphire 488-nm laser). Generally, PA-GFP exhibits green 

fluorescence only after activation by a 405-nm laser. However, we unexpectedly found that a 

small fraction of H4-PA-GFP in DM cells was spontaneously activated without laser 

stimulation, and were observed as dots (Figure 3.1 A and C).  

Then, we observed single-step photobleaching of the H4-PA-GFP dots (Figure 3.1 D), 

although photobleaching of multiple H4-PA-GFP complexes should occur in multiple steps or 

gradually. Thus, each bright dot in the nucleus represents a single H4-PA-GFP in a single 

nucleosome (Figure 3.1 C). 

The estimated number of H4-PA-GFP was less than 5% of endogenous H4 (Kimura and 

Cook, 2001). In addition, since free H4-PA-GFP should have a much larger D value, we could 

trace only the H4-PA-GFP fraction that was stably incorporated into nucleosomes. To show the 

displacement distribution, we measured approximately 20,000 signal points with single 

nucleosome tracking with H4-PA-GFP from seven DM cells at a video-rate (~30 ms/frame) as a 

movie. For single nucleosome tracking, we used u-track software in MATLAB (Jaqaman et al., 

2008; Rogers et al., 2007). The dots were fitted to an assumed Gaussian point spread function to 

determine the precise centers of the dots with higher resolution. We were able to analyze the 

behaviors of the nucleosomes over short periods of time, ranging from 0 to 0.18 s.  

Local nucleosome fluctuation was observed (~50 nm/30 ms), presumably caused by 

Brownian motion. Three representative trajectories of fluorescently tagged single nucleosomes 

are shown (Figure 3.1 E; scale bar = 100 nm). Recently, the McNally group also published 

single-nucleosome tracking data using H2B-EGFP (Mazza et al., 2012), which appear to be 

consistent with our single nucleosome tracking with H4-PA-GFPs. 
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Figure 3.1 Single nucleosome imaging 
(A) Generally, PA-GFP shows GFP fluorescence only after activation by a 405-nm laser (right). 

However, a small fraction of H4-PA-GFP was spontaneously activated without laser activation 

(left) and was used for our single-nucleosome imaging. (B) A schematic representation of the 

oblique illumination microscopy (Tokunaga et al., 2008). We used Nikon laser TIRF 

microscope system Ti with Sapphire 488-nm laser (Coherent). Using a sheet light (blue), a 

limited area in the cell is illuminated. (C) Single-nucleosome image of a DM cell nucleus 

expressing H4-PA-GFP observed as a bright dot using the oblique illumination microscopy 

system. For single-nucleosome tracking, the software u-track, was used. The dots were fitted to 

an assumed Gaussian point spread function to determine the precise center of signals with 

higher resolution. (D) Single-step photobleaching of the H4-PA-GFP dots. (E) Representative 

trajectories of fluorescently tagged single nucleosome. 
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The displacement data of purified GFP fixed on a glass surface were obtained (Figure 3.2 

C and D). The average displacement values were 12.8 ± 0.2 nm/30 ms, which was much smaller 

than those of H4-PA-GFP observed in living cells (59.0 ± 0.2 nm/30 ms in Figure 3.2 A). To 

evaluate the contribution of whole cell or nuclear movements to the single nucleosome 

displacements, we again calculated the centroid movements for many nucleosomes in the same 

time flame (illustrated in Figure 3.3 A). The centroid movements (5.5 ± 0.1 nm/30 ms) 

(Figure 3.3 B) are much smaller than those in Figure 3.2 A and 3.2 B, suggesting that the 

detected nucleosome movement is not derived from the global motion of cells or nuclei. 

To analyze local nucleosome movement in DM cells further, the MSD values (µm2) of 

nucleosomes in the DM cells and fixed EGFP were plotted with their standard errors (Figure 3.3 

C). The plots for the nucleosomes fitted well with the exponential equation, MSD = 0.022t0.36 

(Figure 3.3 C). These results support the restricted nucleosome movement model. 

 It was reported that movements of large chromatin domains tagged with 

LacO-array/LacI-GFP (~100 kb and above) were on the 10 and 100 nm length scale for 30 ms 

(e.g., (Levi et al., 2005)). We could not exclude the possibility that movements of larger 

domains might contribute to the local nucleosome fluctuation that we observed. Their 

relationship would be an intriguing issue for further study. This study revealed local 

nucleosome fluctuation in living mammalian cells (Figure 3.4). Monte Carlo computer 

simulations suggested that nucleosome fluctuation facilitates the mobility of diffusing proteins 

in the environment (Hihara et al., 2012). In addition, such nucleosome fluctuation can expose 

DNA sequences to the surface of chromatin domains more often, while static regular folding 

structures, such as 30-nm chromatin fibers, can hide or mask most DNA sequences (Figure 3.4). 

It should be emphasized that both facilitation of protein mobility and DNA exposure lead to an 

increase in chromatin accessibility. This is in good agreement with our finding that tight 

cross-linking of nucleosomes blocked antibody accessibility and targeting in dense chromatin 

regions (Hihara et al., 2012). 
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Recently, some papers suggested that interphase chromatin forms numerous compact 

chromatin domains resembling “chromatin liquid drops” in interphase cells (Joti et al., 2012; 

Maeshima et al., 2010). This chromatin liquid drops view is in line with predictions of the 

chromosome territory-interchromatin compartment (CT-IC) model (Cremer and Cremer, 2001; 

Cremer et al., 2000). In the CT-IC model, each CT is built up from a series of interconnected, 

megabase-sized chromatin domains, which were originally identified using a pulse labeling as 

the DNA replication foci (Albiez et al., 2006; Berezney et al., 2005; Schermelleh et al., 2001). 

Recent high-throughput 3C studies, such as Hi-C and 5C, have also proposed physical 

packaging of genomic DNA, termed “topologically associating domains” (Nora et al., 2012), 

“topological domains” (Dixon et al., 2012) or “physical domains” (Sexton et al., 2012). Local 

nucleosome fluctuation would play an especially important role in such compact chromatin 

domains because the effect of nucleosome fluctuation on the facilitation of chromatin 

accessibility is more significant in a compact chromatin environment (Hihara et al., 2012). 

Many biological processes, including transcription, DNA repair, replication, and 

recombination, are based on “scanning genomic DNA and targeting” (Figure 3.4). For example, 

in transcriptional regulation, the dynamic movement of nucleosome fibers assists with the 

targeting of transcription factors and complexes. Dynamic irregular folding can easily form 

loops, facilitating interaction between promoters and enhancer sequences. Since the flexible and 

dynamic nature of nucleosome fibers in living mammalian cells drives such biological processes, 

regulation of local nucleosome dynamics, possibly by histone modification and/or specific 

proteins, will be an important factor in their regulation. 
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Figure 3.2 Single nucleosome analysis of H4-PA-GFP  
(A) Displacement (movement) histograms of single nucleosomes in interphase DM cells for 30 

ms (left), 60 ms (center), and 90 ms (right; n = 20,000 in seven cells). The mean displacement ± 

standard error for the 30 ms time point was indicated. (B) Distribution of nucleosome 

displacements in the x-y plane for 30 ms (left), 60 ms (center), and 90 ms (right). n = 3,000 in 

seven cells. Standard deviations (SDx and SDy) were shown. In panels (A) and (B), the 

originally calculated displacement were in two dimensions. To obtain their 3D values, the 

two-dimensional values of displacement were multiplied by 

€ 

1.5  (

€ 

(6Dt /4Dt) ). (C) 

Displacement histograms of single EGFP on a glass surface for 30 ms (left), 60 ms (center) and 

90 ms (right; n = 1,300). The mean ± standard error for the 30 ms time point was indicated. (D) 

Distribution of EGFP displacements in the x-y plane for 30 ms (left), 60 ms (center), and 90 ms 

(right; n = 1,300). Standard deviations (SDx and SDy) were shown. The insets are 3-fold 

magnified images of the distributions. 
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Figure 3.3 Local nucleosome fluctuation in living mammalian cells  
(A) Schematic representation for calculating centroid movement for many nucleosomes in the 

same time frame. The black arrows represent the movements of nucleosomes and the small red 

arrow represents centroid movement in the frame. (B) Displacement histogram (left) and 

distribution in the x-y plane (right) of centroid movement in the frame for 30 ms (n = 350 in 

seven cells). The inset is 10-fold magnified image of the distribution. (C) Plots of the mean 

square displacements (MSDs) with standard errors of single nucleosomes in interphase 

chromatin (left) and single EGFPs on a glass surface (right) from 0 to 0.18 s. The plots for 

single nucleosomes were fitted as an anomalous diffusion, suggesting that nucleosome 

movement supports a restricted diffusion model. Error bars represent the standard errors of the 

mean value. In the panel of MSD for single nucleosomes, the originally calculated MSD were in 

two dimensions. To obtain their 3D values, the two-dimensional values of MSD were multiplied 

by 1.5 (6Dt/4Dt). 
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Figure 3.4 Flexible and dynamic nucleosome fiber in living mammalian cells 
We demonstrated the flexible and dynamic nature of the nucleosome fiber in living mammalian 

cells with the newly developed single nucleosome imaging. Since the flexible and dynamic 

nature of nucleosome fibers in living mammalian cells drives biological processes, regulation of 

local nucleosome dynamics, possibly by histone modification and/or specific proteins, will be 

an important factor in their regulation. 
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Chapter 4  
 

 

Dynamic Chromatin Domains Are Organized by�  

Nucleosome-nucleosome Interactions and 

Cohesin in Living Mammalian Cells 
 

 

4.1. Introduction 

Genomic DNA is wrapped around core histones and forms a nucleosome fiber (10-nm fiber) 

(Kornberg and Lorch, 1999). Recent evidence has demonstrated that the nucleosome fiber is 

irregularly folded in the cell as chromatin (Eltsov et al., 2008; Fussner et al., 2012; Nishino et 

al., 2012). For higher order chromatin structure, the chromosome conformation capture and 

related methods (Dekker et al., 2013) have suggested that genomic DNA forms numerous 

chromatin domains such as “topologically associating domains” (TADs) (Dixon et al., 2012; 

Nora et al., 2012; Rao et al., 2014; Sexton et al., 2012) that are of hundreds kilobases in size and 

are considered to be as functional units of genome for RNA transcription and DNA replication. 

However, since such domains were identified using chemically fixed cells, how such chromatin 

domains form, distribute and behave in the living cells remains unclear. Here, by combining 

two imaging methods based on single nucleosome imaging (Chapter 3): super-resolution 

imaging PALM (photoactivated localization microscopy) (Betzig et al., 2006; Rust et al., 2006) 

and single nucleosome tracking, we developed a novel nuclear imaging system, which allows us 

to integrate information for chromatin domains and dynamics in living mammalian cells. We 

created a chromatin domain map and also its “heat map” in the nucleus, revealing that the more 

heterochromatic regions are, the less chromatin movement (or “colder”). Our study 

demonstrated that the formation of the chromatin domains is orchestrated by electrostatic force 

(Maeshima et al., 2014) and molecular crowding effect (Marenduzzo et al., 2006) as well 
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involving the cohesin complex (Nasmyth and Haering, 2005; Shintomi and Hirano, 2010) and 

nucleosome-nucleosome interactions (Kalashnikova et al., 2013). Notably, the chromatin 

domains were observed throughout the cell cycle. We provide a novel mechanistic insight into 

mitotic chromosome assembly with keeping epigenetic information: the chromatin domains 

formed in interphase cells are assembled together to create a rod-like chromosomal shape during 

mitosis to function as building blocks of chromosomes. 
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4.2. Materials and methods 

4.2.1. PALM imaging 
PALM imaging was carried out using an inverted Nikon Eclipse Ti microscope with 100 mW 

Sapphire 561-nm laser (Coherent) and sCMOS ORCA-Flash 4.0 camera (Hamamatsu 

Photonics). Cells were exposed to the excitation laser through an objective lens (100× PlanApo 

TIRF, NA 1.49; Nikon). The images were taken by oblique illumination system with TIRF unit 

(Nikon) to illuminate a limited thin area in the cell nucleus. Movie of sequential 1,000 frames 

was acquired by MetaMorph software (Molecular Device) at a frame rate of 50 ms under 

continuous illumination. To maintain cell-culture condition (37°C, 5% CO2, and humidity) 

during the imaging, Tokai-hit live-cell chamber and GM-8000 digital gas mixer were used.  

 

4.2.2. Plasmid construction 
Construction of pEF1α-H2B-PA-mCherry-FRT is the following: PA-mCherry sequence was 

amplified with the addition of BamHI and NotI sites on the ends from pPA-mCherry-N1 

(Clontech) using the following primer pair:  

5’-CGCGGATCCACCGGTCGCCACCATGGTGAGCAAGGG-3’  

and  

5’-AAGGAAAAAAGCGGCCGCTTACTTGTACAGCTCGTCCA-3’.  

The amplified PA-mCherry fragment was replaced with PA-GFP region of pH2B-PA-GFP 

vector (EUROSCARF, Ellenberg lab) via BamHI and NotI sites. H2B-PA-mCherry sequence 

was then amplified using the following PCR primer pair:  

5’-CTAGCTAGCATGCCAGAGCCAGCGAAGTC-3’  

and 

5’-AAGGAAAAAAGCGGCCGCTTACTTGTACAGCTCGTCCA-3’.  

This fragment was inserted into EcoRV site of pEF5/FRT/VS-DEST Gateway Vector 

(Invitrogen) to obtain pEF1α-H2B-PA-mCherry-FRT.  

To construct pEF1α-H2B-PA-mCherry in PiggyBac vector 

(pPB-EF1α-H2B-PA-mCherry-PGKneo), H2B-PA-mCherry sequence was amplified from 

pEF1α-H2B-PA-mCherry using the following primer pair:  

5’-AAAGATATCGGTCTTGAAAGGAGTGCCTCG-3’ 

and  

5’-AAAGATATCAAGCCATAGAGCCCACCGCAT-3’.  

The amplified fragment was digested with EcoRV and then inserted into EcoRV site of 
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pPB-PGKneo vector.  

4.2.3. Cell culture and isolation of stable cell lines  
The cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 

10% (HeLa cell) and 15% (DM cell) fetal bovine serum at 37°C in 5% CO2. ES E14Tg2a cells 

were cultured in Glasgow minimum essential medium (GMEM) supplemented with 10% fetal 

bovine serum, 1% non-essential amino acids, 1 mM sodium pyruvate solution, 2 mM 

L-glutamine, 1 mM 2-mercaptoethanol, and 100 U/ml leukemia inhibitory factor (LIF). For 

LIF(-) condition, ESCs were cultured for 5 days after LIF withdrawal. For the establishment of 

HeLa or DM cells stably expressing H2B-PA-mCherry, Flp-In system (Invitrogen) was used as 

described previously with Effectene Transfection Reagent (QIAGEN) and then transformants 

were selected with 200 µg/ml Hygromycin. For the establishment of ESCs stably expressing 

H2B-PA-mCherry, PiggyBac transposon system was used. 

pPB-EF1α-H2B-PA-mCherry-PGKneo and pCMV-hyPBase were transfected into the cells with 

Effectene Transfection Reagent (QIAGEN) and then transformants were selected with 600 

µg/ml neomycin G418. For PALM imaging, all types of cells were plated onto glass bottom 

dishes (Iwaki) treated with poly-lysine. Before the microscopy imaging the medium was 

replaced by DMEM (no Phenol Red and 15% FBS). 

 

4.2.4. Chemical treatment 
To increase histone H4 tail acetylation, cells were treated with 500 nM tricostatin A (TSA) 

(Sigma-Aldrich) for 8 hours. To deplete ATP, cells were incubated in the medium supplied with 

10 mM sodium azide (Sigma-Aldrich) and 50 mM 2-Deoxy-Glucose (Sigma-Aldrich) for 30 

minutes. For transcription inhibition, cells were cultured in the medium with 100 µM DRB 

(Sigma-Aldrich) for 2-3 hours. For hypotonic treatment, cells were incubated in the medium 

including 1 ml DMEM and 1 ml MilliQ water for 2 hours.  

 

4.2.5. Cell cycle synchronization for PALM imaging 
HeLa cells were synchronized by 0.08 µg/ml of nocodazole (Wako) for 4 hours, and mitotic 

cells were harvested by shake off. Cells were washed with PBS(-) and plated on the glass base 

dishes. 

 

4.2.6. Conventional and correlative immunostaining 
Immunostaining was carried out as described previously (Chereji and Morozov, 2011; 
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Ghirlando and Felsenfeld, 2013; Hiratani and Gilbert, 2010; Koch et al., 1987; Meluzzi and 

Arya, 2013; Rust et al., 2006). Primary antibodies were mouse anti-Rad21 (Millipore, 05-908), 

rabbit anti-CTCF (Millipore, 07-729), mouse anti-NIPBL (Santa Cruz, sc-374625), rat 

anti-CAP-H2 (5F2G4), rabbit anti-Sox2 (abcam, ab97959), mouse H3K9me3 (a kind gift from 

Prof. Hiroshi Kimura), and mouse Polymerase II Ser5ph (a kind gift from Prof. Hiroshi Kimura). 

Images were obtained with Delta Vision microscopy (Applied precision). For DNA staining in 

living cells, Hoechst 33342 (500 ng/ml) was added to the cells for 30 minutes and washed by 

PBS(-).  

For correlative immunostaining, cells were plated on a glass base dish with a grid 

(Matsunami) coated with poly-lysine. After live PALM imaging, cells were fixed with 2% 

formaldehyde, followed by the conventional immunostaining. After the staining, the same cell 

was sought based on coordinates of a grid and the images were obtained with Delta Vision 

microscopy or Nikon Eclipse Ti microscope.  

 

4.2.7. RNA interference 
The siRNA transfection was performed with Lipofectamine RNAiMAX (Invitrogen) according 

to manufacturer’s instruction. siRNA oligos were used as reported previously: Rad21 (Wendt et 

al., 2008); CTCF (Wendt et al., 2008); CAP-H2 (Ono et al., 2003); CAP-G2 (Ono et al., 2003); 

NIPBL (Zuin et al., 2014b). Low GC content oligo (Invitrogen, 45-2002) was used as control. 

For double treatments of Rad21-KD and TSA, cells were cultured for 48 hours after Rad21 

siRNA transfection and then treated with TSA (500 nM) for 4 hours. 

 

4.2.8. EU and EdU labeling 
EU and EdU incorporations were performed with Click-iT RNA Imaging kits (Invitrogen) using 

Alexa Fluor 594 according to manufacturer’s instructions. 

 

4.2.9. DNA replication foci formation 
To make DNA replication foci with Cy3-dCTP labeling, the scratch method was used as 

(Schermelleh, 2005). With 200 nM of Cy3-dCTP (GE), cells were scratched 200 times with a 

G27 fine needle.  
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4.2.10. Biochemical fractionation of nuclei from the cells expressing 
H2B-PA-mCherry 
Nuclei were isolated from HeLa cells expressing H2B-PA-mCherry as described previously 
(Rust et al., 2006). The nuclei were incubated on ice for 15 minutes with a series of the buffers: 

HE (10 mM Hepes-NaOH pH 7.5, 1 mM EDTA and 0.1 mM PMSF), HE + 100 mM NaCl, HE 

+ 500 mM NaCl, HE + 1 M NaCl, HE + 2 M NaCl. After incubation with salt, centrifugation 

was performed to separate the nuclei solutions into supernatant and pellet fractions. The 

proteins in supernatant fractions were precipitated with 17% TCA and cold acetone. Both 

pellets were suspended in SDS-PAGE buffer and subjected to 12.5% SDS-PAGE and 

subsequent CBB staining and Western blot with anti-H2B (Millipore) and anti-mCherry (RFP) 

(MBL) antibodies. 

 

4.2.11. Data analysis for PALM imaging and single nucleosome tracking 
Sequential microscopy images were converted to 8-bit gray scale and the background signals 

were subtracted with ImageJ. The nuclear regions in the images were extracted. Following this 

step, the centroid of each fluorescent dot in every image was determined and its trajectory was 

tracked by u-track (MATLAB package). To make PALM image based on the data, the 

nucleosome positions were mapped using R software (65 nm/pixel), and then a Gaussian blur 

(sigma = 1 pixel) was added to obtain a smoother rendering with ImageJ.  

For single nucleosome movement analysis, the displacement and MSD of fluorescent 

signals were calculated based on the u-track data. The originally calculated MSD was in two 

dimensions. To obtain the 3D value, the two-dimensional value was multiplied by 1.5 (4Dt -> 

6Dt). Using KaliedaGraph (Synergy Software, USA), histograms of the displacement were 

prepared.  

To make the heat map of domain dynamics, the median of movements of nucleosomes 

(during 50 ms) in 3 × 3 pixels (65 nm/pixel) was calculated and plotted with a color scale (from 

blue to red) using R. 
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4.2.12. Clustering analyses of nucleosomes in PALM images 
The two-dimensional radial distribution function (RDF) is given by 
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where ∆r=10 nm is the binning width and (N – 1)/S is the average particle density of the S, 

which is the square of the total area. N is the total number of particles which area contains. The 
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where (N – 1)/S is the average particle density of the S, which is the square of the total area. N is 

the total number of particles which area contains. Delta function is given by 

δ r − ri, j( ) =
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0, ri, j > r
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ri,j is the distance between ri and rj. 

L function is given by 

L(r) = K(r)
π

.
 

Area (S) of the total region of nucleus was estimated using Fiji plugin Weka and the area of the 

whole region was measured by Analyze Particles. 
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4.2.13. Computer modeling of sparse and crowded chromatin domains 
To qualitatively verify existence of domain structures in the mitotic chromosome, we performed 

computer simulations using a coarse-graining model. Here we represent a chromatin fiber as a 

polymer with single chain structure. Neighboring monomers are connected by harmonic bonds 

with a potential; Eb = kb(b – b0)2/2, where kb, b and b0 are a force constant, a distance between 

neighboring monomers and a targeting distance, respectively. All monomers except neighbors 

interact via a Lennard-Jones potential; ELJ = e(r0
12/r12 – 2r0

6/r6), where e, r and r0 are a depth of 

the potential well, a distance between the monomers and the distance where ELJ has the 

minimum value, respectively. To mimic domain structures in the chromatin fiber, we add a 

constraint potential; Ud = kd|ra – Sri/Nd|2/2Nd, to each monomer a, where kd, ri and Nd are a force 

constant, the positional vector of a monomer i and the number of monomers within the domain 

that includes monomer a, respectively. The summation in the potential energy formula, Ud, is 

taken for monomers in the domain. We defined the region of domains arbitrary in this 

qualitative model simulation. To model chromatin structure that satisfies the contact map by 

Hi-C, we also add a constraint potential; Uexp = kexp(r – rexp)2, for all monomer pairs to be 

contacted. kexp and rexp are a force constant and the distance that mimics contact in Hi-C map, 

respectively. The number of monomers is 4,000, kb=100kT, b0=3.8 nm, e=0.25kT, kd=0.1kT, 

kexp=0.001kT and rexp=19 nm in this manuscript. To simulate a band-like structure in Hi-C map, 

two monomers within 400 units along the polymer chain are defined as “contacted” here. To 

simulate a stable conformation of the chromatin fiber, we conducted a simulated annealing 

method. We started a molecular dynamics simulation of the polymer model with kT=1,000, then 

temperature was gradually decreased after every 5,000 time steps until it reaches kT=0.1. We 

adopted a constant temperature MD simulation with the Gaussian constraint method. 
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4.3. Results 

4.3.1. Single nucleosome imaging in a living HeLa cell 
To get an entire view of chromatin domain structure and dynamics in living mammalian cells, 

we utilized a live-cell PALM (photoactivated localization microscopy) that allows obtaining 

images with a resolution beyond the diffraction limit (Betzig et al., 2006; Rust et al., 2006). We 

fused histone H2B with photoactivatable (PA)-mCherry (Subach et al., 2009), which acquires 

fluorescence upon laser stimulation (Figure 4.1 A), and expressed the fusion protein at a low 

level in human HeLa cells (Figure 4.2 A). The histone H2B is considered to be incorporated 

into the nucleosomes throughout the genome by frequent histone replacement (Kimura and 

Cook, 2001). For the chromatin domain imaging, we used an oblique illumination microscopy, 

allowing us to illuminate a thin optical layer within a single nucleus (Figure 4.1 B) (Tokunaga 

et al., 2008). Using this microscopy imaging, we found that a relatively small number 

(~100/frame) of H2B-PA-mCherry in the cells was spontaneously and continuously activated 

without the laser stimulation (Figure 4.1 A for the scheme), and observed as clear dots (Figure 

4.1 C). Notably, these dots showed single-step photobleaching (Figure 4.1 D and E), suggesting 

that each dot represents a single H2B-PA-mCherry molecule in a single nucleosome. In addition, 

a stepwise salt washing of the isolated nuclei from the expressed cells confirmed that 

ectopically expressed H2B-PA-mCherry behaved similarly to endogenous H2B, suggesting that 

the H2B-PA-mCherry molecule was properly incorporated into the nucleosome structure in the 

cells (Figure 4.2 A and B).  

We recorded the nucleosome dots in the interphase chromatin at 50 ms/frame (~1,000 

frames, totally 50 sec total) as a movie and then fitted the dots in each image frame to an 

assumed Gaussian point spread function to determine the precise center of dots with a higher 

resolution below the diffraction limit. Note that our microscopy camera was able to detect the 

PA-mCherry signals only in a thin optical layer with ~250 nm thickness, which were in focus, 

as shown by the point spread function (PSF) of the H2B-PA-mCherry signal measured in the 

cells (Figure 4.1 F).  
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Figure 4.1 Single nucleosome imaging 
(A) A small fraction of H2B-PA-mCherry was activated spontaneously without 405-nm laser 

activation and was used for live PALM imaging and single nucleosome tracking. (B) Schematic 

representation of the oblique illumination microscopy. We used Nikon laser TIRF microscope 

system Ti with Sapphire 564-nm laser. Using a sheet light (green), only a thin optical layer 

within the nucleus (red) is illuminated with very low background. (C) Single-nucleosome 

(H2B-PA-mCherry) image of a living HeLa nucleus. Scale bar shows 5 µm. (D) Single-step 

photobleaching of the H2B-PA-mCherry dots. The vertical axis represents the fluorescence 

intensity of each H2B-PA-mCherry dot. The horizontal axis is the tracking time series 

(photobleaching point is set as time 0; n = 100). Due to the clear single-step photobleaching 
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profile of the H2B-PA-mCherry dots, each dot represents a single H2B-PA-mCherry molecule 

in a single nucleosome. (E) A rare example of multiple (two)-step photobleaching of the 

H2B-PA-mCherry dots. The bright dot with such bleaching pattern was assumed to be derived 

from multiple H2B-PA-mCherry molecules. (F) PSF of observed H2B-PA-mCherry in a fixed 

HeLa cell. The xy-z kymograph shows that H2B-PA-mCherry can be detected in an optical layer 

with ~250 nm thickness. The vertical axis represents the depth of optical layer (z-plane) (50 

nm/pixel), and the horizontal axis represents the xy-plane (65 nm/pixel). Scale bar shows 250 

nm. 
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Figure 4.2 H2B-PA-mCherry molecule was properly incorporated into the 
nucleosome structure 
(A) Lysates of the cells expressing H2B-PA-mCherry were subjected to SDS-PAGE and 

subsequent CBB staining and western blot with anti-mCherry (RFP) and anti-H2B antibodies. 

Expression of H2B-PA-mCherry was detected by the anti-mCherry antibody. We could not 

detect the H2B-PA-mCherry by anti-H2B antibody, most likely because the expression level of 

H2B-PA-mCherry is estimated at less than ~5% of endogenous H2B. (B) The nuclei isolated 

from the HeLa cells expressing H2B-PA-mCherry were washed with indicated buffers 

including various concentrations of NaCl. The resultant nuclear pellets (left) and supernatants 

(right) were electrophoresed. The gel was subjected to CBB stain (upper) and western blot 

(bottom) with anti-mCherry and anti-H2B antibodies. Positions of histone H1 and core histones 

in CBB stain and H2B-PA-mCherry and H2B in western blot are indicated with arrows. Note 

that H2B and H2B-PAmCherry started to dissociate from chromatin with 1 M NaCl and went to 

supernatant fraction, suggesting that H2B-PA-mCherry was incorporated into nucleosome 

structures as endogenous H2B. 
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4.3.2. Live PALM imaging of chromatin structure 
From the movie data, which contains information for nucleosome position in a thin optical layer, 

we extracted the position information and mapped them to obtain live PALM image. The 

number of mapped nucleosomes are around 80,000/nucleus in a thin layer (~1,300/mm2). This 

roughly corresponds to about 5% of the total nucleosomes in the region.  

The resultant live PALM image showed that the nucleosomes seem to be highly clustered 

(Figure 4.3 and 4.4 A), reminiscent of the chromatin domains including topologically 

associating domains (TADs) identified by 5C or Hi-C related method (Dixon et al., 2012; Nora 

et al., 2012; Rao et al., 2014; Sexton et al., 2012). Nuclear periphery and nucleoli edges, which 

are heterochromatic regions, appear as dense nucleosome clusters (Figure 4.4 B). This 

characteristic was also supported by a correlative Hoechst (DNA) staining of the same cells 

after the live PALM imaging (Figure 4.3). To quantitatively verify the nucleosome clustering, 

we first performed the radial distribution function (RDF) analysis, which describes how 

nucleosome density varies as a function of distance from a reference point (Figure 4.5 and 4.6 

A) (Bohn et al., 2010). RDF of a random distribution is nearly equal to 1 and clustering 

tendency gives higher than 1. Note that the plots of chromatin are higher than 1 in the wide 

range from 0 to ~250 nm (control in Figure 4.6 A). This analysis demonstrated that the 

nucleosome distribution is not at random and indeed forms many compact chromatin domains 

in the living cells (control in Figure 4.6 A).  

To further investigate the property of chromatin domains, we used L-function [L(r)-r 

versus r plot; r, correlation distance], which is a similar statistics to RDF to detect clustering, 

but can visualize clustered domains in a more quantitative manner (Figure 4.5 and 4.6 B) 

(Kiskowski et al., 2009). A control plot in Figure 4.6 B shows a curve with a peak at ~115 nm 

(i.e. ~230 nm diameter) while the plot of the random distribution model with the same density 

dots as the PALM image (Figure 4.5 A) is almost zero (dot line in Figure 4.6 B). This calculated 

domain size is similar to that of the domains recently identified by high resolution Hi-C method 

(~185 kb, ~181 nm diameter) (Rao et al., 2014), suggesting that both methods observed similar 

domain structures. 
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Figure 4.3 PALM image of histone H2B and Hoechst staining of DNA in a living 
cell 
PALM image of histone H2B (left) and correlative Hoechst 33342 DNA staining of the same 

cell (right). Scale bar shows 5 µm. 
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Figure 4.4 PALM images of interphase chromatin based on H2B-PA-mCherry 
(A) PALM images of interphase chromatin based on H2B-PA-mCherry in living cells: from left 

to right, a control HeLa cell, TSA-treated cell, Rad21-KD cell, hypotonic treated cell and DRB 

treated cell. Scale bar shows 5 µm. (B) Magnified images from boxed regions in the control 

PALM image in (A): nucleoplasm region, nuclear periphery, and nucleolar periphery. Scale bar 

shows 1 µm. 
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Figure 4.5 Description of RDF and L-function 
(A) The examples of actual clustered distribution (top) and random distribution (bottom) of 

H2B are shown. Random distribution of dots was artificially generated at the same density to 

actually observed H2B in the nucleus. (B) A simplified scheme for RDF and L-function 

analyses. Total 49 particles were set in a clustered (red spheres, left top) or random manner 

(blue spheres, left bottom) around the origin point (black circle). Particles in the shell (middle 

top) and cumulative particles in the circle (middle bottom) were counted. The RDF (right top) 

and L-function (right bottom) plots are essentially obtained by taking the ratio between actual 

density and random density from particles in the shell and cumulative particles in the circle 

respectively. Horizontal axis represents correlation distance (r). RDF and L-function plots of a 

random pattern (blue) are nearly equal to 1 and 0, respectively.  
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Figure 4.6 RDF plots and L-function plots of interphase chromatin 
(A) RDF plots of interphase chromatin (black) are higher than 1 in the wide range from 0 to 

~250 nm while the random distribution plots (gray dot line) show nearly equal to 1 in the same 

range, indicating that chromatin indeed forms compact domains. n = 75 cells. (B) L-function 

plots of chromatin with the same conditions as panel (Figure 4.4 A). The cells with TSA 

treatment (blue), Rad21-KD (red), and hypotonic treatment (orange) declined L-function plots, 

compared to the control cells (black), indicating decondensation of chromatin domains. In 

contrast, L-function plot of DRB treated cells (green) is similar to control. For each condition, n 

= 25-75 cells. (C) L-function plots of chromatin in hypertonically treated cells (yellow), 

ATP-depleted cells (red), CAP-H2/G2-KD cells (blue), CTCF-KD cells (green), cells cultured 

in room temperature (18°C) (cyan), formaldehyde-fixed cells (orange), and NIPBL-KD cells 

(purple). For each condition, n = 25-30 cells. 
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4.3.3. Chromatin domains are organized by nucleosome-nucleosome interactions 
and cohesin 
We then wondered what kind of factors are involved in the domain formation. We first 

examined the effect of histone deacetylase (HDAC) inhibitor tricostatin A (TSA) on the domain 

formation (Gorisch et al., 2005; Yoshida et al., 1990). TSA treatment increases histone-tail 

acetylation including Lysine 16 of Histone H4 (H4K16) (Figure 4.7 A), which can inhibit the 

nucleosome-nucleosome interaction by preventing binding of the H4 tail to the acidic patch of 

the neighbor nucleosomes (Kalashnikova et al., 2013). TSA treatment led to domain 

decondensation in the cells (Figure 4.4 A and 4.6 B), suggesting that nucleosome-nucleosome 

interactions are required for chromatin domain formation. DNA staining by DAPI showed 

decondensed chromatin texture (Gorisch et al., 2005) and good agreement with the L-function 

analysis (Figure 4.7 B). This finding also implies that the chromatin domain organization can be 

controlled by histone modifications. 

We next investigated if cohesin complex is involved in the formation of chromatin 

domains. Cohesin can capture chromatin fibers in its ring structure, and form loops and 

subsequent higher-order chromatin structure (Nasmyth and Haering, 2005; Shintomi and Hirano, 

2010). Knock-down (KD) of a cohesin subunit Rad21 after 60 hours siRNA (Wendt et al., 

2008) decondensed the domains (Figure 4.4 A and 4.6 B). The reduction of Rad21 protein was 

confirmed by immunostaining with anti-Rad21 antibody (Figure 4.8 A). KD of a cohesin loader 

NIPBL by siRNA (Zuin et al., 2014b) also decondensed the domains with a NIPBL-reduction 

Figure 4.6 C, 4.8 B, and 4.10), again supporting a critical cohesin function in the chromatin 

domain organization. In addition, double treatments of TSA and cohesin-KD further 

decondensed the domains (Figure 4.9 A and B), suggesting their coordination in the process. On 

the other hand, KD of CCCTC-binding factor (CTCF) (Wendt et al., 2008), which is also 

involved in loop formation, partly together with cohesin, did not change the L-function plots 

(Figure 4.6 C and 4.10) although the CTCF protein was not detectable (Figure 4.8 C). This 

finding implies their functional difference. Double KD of CAP-H2 and G2 in the condensin II 

complex, which locates in the interphase nuclei and functions in sister chromatid resolution 

during S phase (Ono et al., 2013), almost completely suppressed the protein level (Figure 4.8 D), 

but did not alter domain formation as cohesin (Figure 4.6 C and 4.10). Taken together, our 

results demonstrate the key role of cohesin in the chromatin domain organization (Figure 4.24), 

in agreement with previous reports (Mizuguchi et al., 2014; Sofueva et al., 2013; Zuin et al., 

2014a). 
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Since macromolecular crowding force and cations play an important role in chromatin 

organization in the cells, we examined them by changing osmotic pressure. Hypoosmotic 

conditions with diluted medium (~140 mOsm, instead of normal condition, ~290 mOsm) 

(Albiez et al., 2006), which can lower the cations and crowding effect, decondensed the 

domains (Figure 4.4 A and 4.6 B): the molecular crowding force and cations can contribute to 

the domain formation. On the other hand, as expected, a hypertonic treatment (~570 mOsm) had 

an opposite effect: chromatin hyper-condensation (Figure 4.6 C and 4.10). 

Furthermore, to test the role of the transcriptional process in the domain formation, we 

treated the cells with 6-Dichlorobenzimidazole 1-β-D-ribofuranoside (DRB), which is a 

selective inhibitor of transcription elongation by RNA polymerase II in eukaryotic cells and 

dissociates the transcriptional complexes (Kimura et al., 2002). Although the treatment severely 

suppressed the global RNA synthesis in the cells (Figure 4.8 E), it was not effective in the 

domain formation (Figure 4.4 A and 4.6 B). This suggests that transcription and its complexes 

are not directly involved in the domain formation. Consistent with this finding, a correlative 

immunostaining of the same cell after the live PALM imaging with active RNA Pol II marker 

anti-phosphorylated serine 5 antibody revealed that the active RNA Pol II clusters often locate 

outside the chromatin domains (Figure 4.11 and 4.24) in accordance with some previous reports 

(Markaki et al., 2010; Niedojadlo et al., 2011).  
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Figure 4.7 Western blotting and imaging of TSA-treated cells 
(A) Detection of histone H4 acetylation in the cell lysates for TSA-treated cells (right) and 

untreated cells (left) by western blotting with anti-acetylated histone H4 tail antibody including 

acetylated K16. Note the specific increase in histone H4 acetylation in the TSA-treated cells. As 

controls, blotting results using anti-tublin and anti-histone H3 antibodies are shown. (B) 

TSA-treated cells (right) and untreated cells (left) by Hoechst DNA staining are shown. The 

corresponding scan plots to the dot lines are also shown at the bottom. Note the chromatin 

decondensation apparent in the TSA-treated cells. 
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Figure 4.8 Immunostaining of protein knock down or drug treated cells  
(A-D) Verification of KD for the indicated chromatin associated proteins by immunostaining: A, 

Rad21; B, NIPBL; C, CTCF; D, CAP-H2/G2. The images show significant reductions of 

targeted proteins, compared to the control siRNA cells. Scale bar shows 10 µm. (E) EU labeling 

of newly synthesized RNA in control and DRB-treated cells. DRB-treatment drastically 

decreased the efficiency of EU labeling. 
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Figure 4.9 PALM images of interphase chromatin in the cell with both TSA 

treatment and Rad21-KD 
(A) PALM images of interphase chromatin in the cell with both TSA treatment and Rad21-KD. 

Scale bar shows 5 µm. (B) L-function plots of chromatin in the cells (red, n = 20 cells). Double 

treatment of TSA and Rad21-KD further declines L-function plots and domain decondensation, 

compared to TSA treatment (blue) or Rad21-KD (green) alone. 
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Figure 4.10 PALM images of chromatin in various conditions 
PALM images of chromatin in NIPBL-KD cell, CTCF-KD cell, CAP-H2/G2-KD cell, 

hypertonically treated cell, ATP-depleted cell, cell cultured in room temperature (18°C), and 

formaldehyde fixed cell. Scale bar shows 5 µm. 



 
4. Chromatin structure and dynamics 

 78 

 

 

 

 

 

 

 

 

 

Figure 4.11 Correlative immunostaining with active RNA Pol II after PALM 
imaging 
Correlative immunostaining with active RNA Pol II marker, anti-RNA Pol II phospho-Ser5 

antibody, on the same cell after PALM imaging. (left) Overlayed images of PALM (green) and 

Pol II phospho-Ser5 staining (red). Active RNA Pol II clusters seem to localize outside the 

chromatin domains. Scale bar shows 5 µm. (right) Magnified image from the boxed region in 

the left image. Scale bar shows 500 nm. Mutually exclusive pattern of chromatin (green) and 

active Pol II (red) on the white line is also indicated by intensity line-scan. 
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4.3.4. Chromatin domains were observed throughout the cell cycle 
To investigate the behavior of the chromatin domains during cell cycle, a time course 

experiment for PALM imaging was performed using the synchronized cells that were released 

from mitotic phase (Figure 4.12 A and B). We observed similar chromatin domains from G1, S, 

to G2 phases, which are in a good agreement with the finding on TADs by Hi-C technique 

(Naumova et al., 2013). However, differently from the case of TADs (Naumova et al., 2013), 

we found that mitotic chromosomes still retain chromatin domain structures: The PALM image 

demonstrated highly clustered nucleosome signals on whole mitotic chromosomes (Figure 4.13 

A). L-function plot shows that the mitotic chromosomes have a notable peak (Figure 4.13 B). 

The RDF plot is also higher than 1 (Figure 4.13 C). The both plots indicate existence of 

chromatin domain structures (Figure 4.13 B and C). This observation became more prominent 

when used Indian Muntjac DM cells, which have large chromosomes and are advantageous for 

this analysis (Figure 4.14 A-C) (Hihara et al., 2012). Taken together, our results suggest that the 

chromatin domains are retained throughout cell cycle (Figure 4.24). 
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Figure 4.12 Chromatin structure during cell cycle 
(A) To obtain the synchronized cells, mitotic cells were collected by shake off using nocodazole 

and released. Each panel shows FACS profiles of synchronized cells at a certain time point after 

the release. To verify the cell cycle stages, labeling intensity with BrdU to visualize DNA 

replication (vertical axis) and Hoechst DNA staining (horizontal axis) to determine DNA 

content are shown. (B) L-function plots of chromatin in various cell-cycle stages (8 hours after 

mitotic release, red; 13 hours, orange; 16 hours, blue; 19 hours, purple; 22 hours; control, black). 

L-function shows that chromatin structure does not significantly change throughout interphase. 
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Figure 4.13 PALM image of mitotic chromosomes in a HeLa cell 
(A) PALM image of mitotic chromosomes in a HeLa cell. Scale bar shows 5 µm. The domain 

structures are notable. (B) L-function plots of chromatin in mitotic chromosomes (n = 20 cells), 

suggesting that mitotic chromosomes have similar chromatin domains to those of interphase 

chromatin. (C) RDF plots for mitotic HeLa cells demonstrate that the nucleosomes indeed form 

compact chromatin domains even during mitosis.  
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Figure 4.14 PALM images of mitotic chromosomes in a DM cell 
PALM images of mitotic chromosomes in living (A) and formaldehyde fixed (B) DM cells. 

Scale bar shows 2 µm. (C) L-function plots for mitotic DM cells demonstrate that the 

nucleosomes indeed form compact chromatin domains during mitosis. In (C), for living and 

fixed cells analyzed, n = 11 cells and 16 cells, respectively. 
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4.3.5. Chromatin dynamics in a living cell 
Since our movie data (20 frames/sec) also contains information for nucleosome movements in a 

thin optical layer, we next pursued dynamics of the chromatin domains based on movements of 

individual nucleosomes (Figure 4.15 A). We first tracked each nucleosome movement from 0 to 

~0.5 sec (~11 frames) by a tracking software u-track (Figure 4.15 B) (Jaqaman et al., 2008). 

About 60 nm of nucleosome movement for 50 msec was observed (Figure 4.15 C), consistent 

with the result of Chapter 3. The plots of calculated mean square displacement (MSD) were 

well fitted to an anomalous diffusion model (control in Figure 4.16 A). Chemical fixation of the 

cells with disuccinimidyl glutarate (DSG) and formaldehyde (FA) to crosslink nucleosomes 

severely suppressed the movements (Figure 4.16 A), demonstrating that majority of the 

observed movement derived from real nucleosome movements in living cells.  

We then asked whether the observed movement of the individual nucleosomes is related to 

the domain dynamics or not. To address this question, we measured the movements of DNA 

replication foci, which were composed of a megabase-sized genomic DNA labeled by 

Cy3-dCTP (Albiez et al., 2006) and reported to cover a large area of TADs (Figure 4.17) (Pope 

et al., 2014), and compared them to the nucleosome movements (Figure 4.16 B). Interestingly 

the MSD plot of the nucleosome movement is similar to that of DNA replication foci, 

suggesting that a substantial fraction of the observed nucleosome movements could be derived 

from those of chromatin domains to which the nucleosomes belong (Figure 4.16 B). Indeed 

using a dual color labeling and imaging of the nucleosomes and domains (Figure 4.18 A), we 

found that some of them move similarly (Figure 4.18 B and C), suggesting a correlative 

movement between the nucleosome and domain. We thus approximately used the nucleosome 

movement as a proxy for the domain dynamics. 

In addition to MSD analysis, which calculates ensemble average of the domain movement, 

we also integrated the movement data on a 2D plane to visualize magnitude of chromatin 

domain dynamics as a 2D “heat map”: more domain movement is in more red (or “hot”) pixels 

and less movement in more blue (or “cold”) (Figure 4.19 A). This heat map provides a spatial 

domain dynamics in a whole nucleus of the living cell (Figure 4.19 B). On the heat map, the 

nuclear periphery and nucleoli edges, which are presumably heterochromatin-rich regions, 

showed more blue, suggesting that the domain dynamics is suppressed in the heterochromatic 

region (Figure 4.19 C). The inner nucleoplasmic regions with less heterochromatin appear more 

red (Figure 4.19 C).   
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Figure 4.15 Scheme for visualization of chromatin domain dynamics 
(A) Scheme for visualization of chromatin domain dynamics based on the single nucleosome 

tracking. Following the movement of chromatin domain, nucleosomes move around. (B) 

Representative tracked trajectories of single nucleosomes. Scale bar shows 100 nm. (C) 

Displacement (movement) distributions of single nucleosomes in interphase chromatin of living 

HeLa cells for 50 ms. n = 75 cells. 
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Figure 4.16 Mean square displacements plots of single nucleosomes in interphase 
chromatin of living HeLa cells 
(A) Mean� square displacements (MSDs) plots of single nucleosomes in interphase chromatin of 

living HeLa cells (black), formaldehyde fixed (red), and DSG fixed cells (blue) from 0 to 0.5 s. 

The plots for single nucleosomes were fitted to an anomalous diffusion model. For each sample, 

n = 25-75 cells. In the MSD analyses for single nucleosomes, the originally calculated MSD 

was in two dimensions. To obtain their 3D values, the original values of MSD were multiplied 

by 1.5 (6Dt/4Dt). (B) MSD plots of DNA replication foci labeled by Cy3-dCTP (red, n = 30 

cells) compared to those of H2B-PA-mCherry (black, n = 75 cells) from 0 to 0.5 s. Nucleosome 

movement seems to be similar to that of DNA replication foci, and a substantial fraction of the 

nucleosome dynamics could be derived from those of chromatin domains to which the 

nucleosomes belong. (C) MSD plots of the domains in Rad21-KD cells (blue), TSA treated cells 

(red), DRB treated cells (green), Hypotonic treated cells (orange), and control cells (black) from 

0 to 0.5 s. For each condition, n = 20-75 cells. (D) MSD plots for NIPBL-KD cells (purple), in 

CAP-H2/G2-KD cells (blue), CTCF-KD cells (green), ATP-depleted cells (red), cells cultured 

in room temperature (18°C) (cyan), and control cells (black) from 0 to 0.5 s. 
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Figure 4.17 Imaging of DNA replication foci 
Image of DNA replication foci labeled by Cy3-dCTP in a living HeLa nucleus. Scale bar shows 

5 µm. 
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Figure 4.18 Scheme for a dual color labeling and imaging of the nucleosomes and 
DNA replication domain 
(A) Scheme for a dual color labeling and imaging of the nucleosomes with H2B-Halo (R110) and 

Cy3-incorporated DNA replication domains. For this, the cells expressing H2B-Halo was used 

and labeled with 1 nM of R110 fluorescent dye. A dual color imaging was performed through 

W-VIEW GEMINI (Hamamatsu Photonics). (B) An example that nucleosome and replication 

domains move similarly. (C) A correlative movement between the nucleosome and domain.  
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4.3.6. Chromatin dynamics are organized by nucleosome-nucleosome interactions 
and cohesin 
To test functional relevance of these domain dynamics, we performed a series of perturbation 

experiments. KD of a cohesin subunit Rad21 increased the dynamics in MSD (Figure 4.16 C 

and 4.19 B), suggesting that release of the two sister chromatin and/or loops folded by cohesin 

facilitates the domain dynamics (Figure 4.20 and 4.24). Increased histone acetylation by TSA 

treatment, which can break nucleosome-nucleosome interactions and decondense the chromatin 

domains (Figure 4.4 A and 4.6 B), led to an upregulation of the dynamics (Figure 4.16 C and 

4.19 B), presumably because decondensation of the chromatin domain makes chromatin more 

flexible and mobile (Figure 4.20). ATP-depletion of the cells also decreased the dynamics 

(Figure 4.16 D). By contrast, hypo-osmotic conditions with diluted medium (~140 mOsm), 

which can lower the cations and crowding effect, did not change the domain dynamics (Figure 

4.16 C, 4.19 B, and 4.20). 

Very interestingly, treatment of DRB to dissociate the transcription machinery increased 

the domain dynamics (Figure 4.16 C and 4.19 B) although it was not so effective in the domain 

formation (Figure 4.4 A and 4.6 B). Considering that the transcriptional complexes often locate 

outside the domains (Figure 4.11), this finding suggests that the domains are tethered to each 

other through the transcriptional machinery or factories (Figure 4.24). Dissociation of the 

transcriptional machinery by DRB treatment would lead to release of constraint of the domains 

and increase the domain dynamics (Figure 4.20). On the other hand, reduction of the 

temperature of cells from 37ºC to 18ºC caused a dramatic chromatin domain slow-down (Figure 

4.16 D), although the domain organization did not change significantly (Figure 4.6 C). This 

finding is well consistent with the notion that the domain dynamics is partly driven by 

Brownian motion. 
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Figure 4.19 Heat maps of chromatin dynamics 
(A) Schematic representation of chromatin heat map. The color of heat map represents the size 

of nucleosome movement. Small movements are colored in blue and large are in red. (B) 

Chromatin heat maps for 50 ms in a living HeLa cell (control), Rad21-KD cell, TSA treated cell, 

hypotonic treated cell, and DRB treated cell. Blue dots represent smaller movement and red dots 

represent larger movement. Color bar shows the scale of nucleosome movement in the heat map. 

Scale bar shows 5 µm. (C) Magnified images of the nucleoplasm, the nuclear periphery and 

nucleolar edge marked with boxes in (B). Domain dynamics near the nuclear periphery and the 

nucleoli edge are suppressed as compared to the nucleoplasm region.  
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Figure 4.20 Plots of domain dynamics versus domain size 
Plots of domain dynamics (movement/150 ms) versus domain size (maximum values in 

L-function): control cells, black; DRB treated cells, green; hypotonically treated cells, orange; 

Rad21-KD cells, red; TSA treated cells, blue. Data are mean ± S.D. 
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4.3.7. Property of chromatin of ES cells during differentiation 
Since we so far focused on the HeLa cells expressing H2B-PA-mCherry, to apply the 

established imaging method to another type of cells, we established mouse embryonic stem cells 

(ESCs) expressing H2B-PA-mCherry. Interestingly, L-function plot in ESCs is a rather flat 

(Figure 4.21 A and B), suggesting that ESCs have more decondensed chromatin than HeLa cells, 

the domain structure might not be well defined and the dynamics is greater (Figure 4.21 A-C), 

which is consistent with previous reports (Mattout and Meshorer, 2010; Ricci et al., 2015). 

Chromatin heat map analysis showed that generally the domain dynamics seem upregulated in 

ESCs (Figure 4.21 A). On the other hand, in the nuclear periphery and the chromocenters 

(peri-centromeric heterochromatin), which were confirmed by the correlative immunostaining 

of histone H3K9me3, a heterochromatin marker, the domain dynamics slow down (Figure 

4.22).  

Since the rather ambiguous chromatin domains and hot chromatin property of the ESCs 

might be related to their pluripotency, we induced embryoid body cells by depletion of LIF the 

ESCs (Meshorer et al., 2006). The pluripotent marker Sox2 was not detectable in the cells 

(ESC(-)LIF in Figure 4.21 A). After the differentiation, the nuclei became larger (Figure 4.21 

A) and L-function plots showed a sharper peak (ESC(-)LIF in Figure 4.21 B), indicating that the 

chromatin domain becomes more defined. MSD analysis also showed that the domain dynamics 

decrease with the heat map becoming more blue, suggesting a hot property of chromatin in 

pluripotent cells (Figure 4.21 A and C). So far chromatin behavior in ESC had been mainly 

studied in indirect ways such as FRAP experiment for histone H2B replacement (Mattout and 

Meshorer, 2010). As far as we know, this is first direct visualization of chromatin dynamics in a 

whole nucleus. Our finding strengthens the notion of chromatin plasticity in pluripotent cells 

and would provide a powerful tool to investigate genome-wide chromatin structure and 

dynamics during differentiation. 
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Figure 4.21 PALM images and chromatin heat maps for ESCs 
(A) PALM images and chromatin heat maps for ESCs and ESCs cultured in medium without 

differentiation inhibitory factor LIF for 5 days. Immunostaining with anti-Sox2 antibody and 

DAPI staining are also shown. Scale bar shows 5 µm. (B) L-function plots of chromatin in 

ESCs (red) and ESCs 5 days after LIF withdrawal (blue). n = 35-40 cells. During culture with 

LIF-withdrawal, chromatin structure was condensed. (C) MSD plots of nucleosomes in ESCs 

(red) and ESCs 5 days after LIF withdraw (blue) from 0 to 0.5 s. Five days culture with 

LIF-withdrawal declines the domain dynamics compared to ESCs. n = 35-40 cells. 
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Figure 4.22 Live PALM image and chromatin heat map in chromocenter 
Live PALM image (top left) and chromatin heat map (top right) in chromocenter (box) of an 

ESC, showing chromatin condensation and the decrease in domain dynamics in the region. The 

chromocenter region was confirmed by correlative immunostaining against anti-H3K9me3 

antibody (bottom left) and DAPI staining (bottom right) after the PALM imaging. Scale bar 

shows 5 µm. 
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4.4. Discussion 

In this study, we developed a novel nuclear imaging system, which allows us to integrate 

information for chromatin domains and dynamics in living mammalian cells. Subsequent 

correlative immunostaining of the same cell after the live PALM imaging provided further 

functional information at high resolution (Figure 4.11, 4.21 A, and 4.22).  

Our study demonstrated that the formation of chromatin domains is orchestrated by both 

protein factor and physical forces: cohesin complex and nucleosome-nucleosome interactions, 

as well as cations (electrostatic force) and molecular crowding effect (Figure 4.4 A and 4.6 B). 

Interestingly upon transcription, the domains appear tethered by their machinery and become 

stable (Figure 4.24). This finding agrees with previous reports that a certain genomic loci 

became stable upon their transcription (Ochiai et al., 2015). The domain dynamics seems to be 

temperature-dependent, suggesting that the dynamics are essentially driven by Brownian motion.�

Temperature appeared the largest parameter affecting domain dynamics. On the other hand, 

although we observed that ATP-depletion decreased the domain dynamics, we cannot conclude 

energy-dependence of the movement because simultaneously chromatin condensation was also 

observed (Figure 4.6 C and 4.16 D), presumably due to the reported rapid rise in Ca2+ upon 

ATP-depletion (Martin et al., 2007). Systematic KDs of ATP-dependent chromatin proteins 

such as remodelers will provide a clue on this issue.  

We found that the chromatin domain structures are retained throughout the cell-cycle 

including mitosis (Figure 4.24) although Hi-C analysis did not show notable TADs structures in 

human mitotic chromosomes. A possible reason for this discrepancy is the following: In the 

mitotic chromosomes, the nucleosome concentration is much higher (>0.5 mM) than that in 

interphase nuclei (~0.05 mM) (Hihara et al., 2012). This highly crowding environment 

generally produces higher contact probability in Hi-C and higher background, which might 

make it more difficult to identify the chromatin domains, especially by the Hi-C method. Indeed, 

our computational modeling study suggested that certain modeled TADs structures can diminish 

in the distance map when chromatin domains are highly compacted like mitotic chromosomes 

(Figure 4.23). In addition, it is known that the DNA replication foci with a megabase-sized 

genomic DNA have been also observed using pulse labeling (Schermelleh et al., 2001) and were 

retained stably during the cell cycle including mitosis and subsequent cell generations (Jackson 

and Pombo, 1998; Ma et al., 1998; Zink et al., 2003), which is in agreement with our finding. 

We consider that retention of the chromatin domains throughout cell cycle has a couple of 

advantages for the genome functions. First, since the chromatin domains function as building 
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blocks of chromosomes, chromosome assembly and disassembly processes become smoother: 

The chromatin domains formed in the interphase are assembled together, presumably condensin, 

topoisomerase IIα and other factors, to create a rod-like chromosomal shape during mitosis 

(Figure 4.24). Second, since the chromatin domains are functional units of the genome, the 

memories of epigenetic marks in these units could be easily kept throughout cell cycle. 
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Figure 4.23 Computational simulation of chromatin domains 
(A) A model for extended chromatin domains, corresponding to interphase chromatin domains. 

(B) Distance map shows clear domain structures on a diagonal line. (C) A model for highly 

crowded chromatin domains for mitotic chromosomes. (D) The distance map of these highly 

crowded chromatin domains shows no clear domain structures, suggesting that TADs structures 

can diminish in the distance map in case that they are highly compacted. 
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Figure 4.24 Various domains are formed by several factors including cohesin and 
nucleosome-nucleosome interactions 
Summary Figure. In interphase (left), various domains are formed by several factors including 

cohesin and nucleosome-nucleosome interactions. Cohesin folds the domain itself (enlarged 

domain in the circle), possibly via loop formation, and also the sister domains (two pink 

domains in the square). For transcription, the chromatin domains are tethered by transcriptional 

machinery (gray spheres). The release of cohesin and transcriptional machinery increase domain 

dynamics. During mitosis (right), the chromatin domains are assembled together, presumably by 

condensin (and topoisomerase IIα) and other forces, to make a rod-like shape. The retained 

domains are visualized. 
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Chapter 5 
 
 

Conclusions 
 

 

5.1. Summary 
In this thesis, I have mainly discussed chromatin and epigenetics. First, the epigenetic regulation 

and promoter types were analyzed based on genome-wide ChIP-Seq and DeepCAGE data. 

Secondly, a single nucleosome imaging method that can be implemented in a living nucleus was 

developed. Lastly, the chromatin structure and dynamics at the single nucleosome level and 

their variation related to different types of histone modifications and chromatin-associated 

proteins were successfully observed. 

Currently, the tool “ChIP-Seq”, which detects the histone modification patterns 

genome-widely, can be utilized to tackle the epigenetic phenomena. In the study in this thesis, a 

systematic analysis of transcription promoters and gene expression was performed. In addition, 

the epigenetic histone behaviors containing several types of histone modification and genomic 

positioning were also systematically analyzed. It was found that, in humans, the broad 

promoters, which initiate transcription from a wide-ranging region, had significant associations 

with histone modification and nucleosome position. However, this was not the case in peak 

promoters, which initiate transcription from a narrow genomic region. Specifically, the histones 

were highly distributed and aligned in an orderly fashion around broad promoters; this feature 

was more evident in the case of methylated or acetylated histones. Moreover, the nucleosome 

positions around the broad promoters were more stable than those around the peak promoters. 

The findings of nucleosome positioning and transcriptional factor binding support the strong 

connection between nucleosome-free region and accessibility of transcription factors, which is 

specific to broad promoters. More strikingly, the overall expression levels of genes associated 

with broad promoters (but not peak promoters) and modified histones were significantly higher 

than the levels of genes associated with broad promoters and unmodified histones. These results 
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shed light on how epigenetic regulatory networks of histone modifications are associated with 

promoter architecture (Chapter 2).  

ChIP-Seq analysis is adequate for the correlation analysis of epigenetic regulation and gene 

expression but is insufficient to investigate chromatin environment and the process of epigenetic 

regulation. Therefore, there is a requirement for a tool that can directly observe the chromatin 

structure and dynamics. Thus, in the study in this thesis, a single nucleosome imaging method 

was developed to visualize chromatin structure and dynamics at single nucleosome level. The 

simultaneous activation of PA-GFP or PA-mCherry without 405-nm laser activation and the 

oblique illumination enabled us to observe the single molecules in the nucleus. The mean square 

displacement of nucleosomes showed abnormal diffusion, suggesting that the movement of 

nucleosome was restricted by DNA. Furthermore, the validity of single nucleosome imaging 

methods was carefully evaluated compared to EGFP or the movement of the nucleus. These 

results show the flexible and dynamic structure of chromatin in the nucleus (Chapter 3).  

Although previous studies have proposed static chromatin nature, our results suggested the 

dynamic nature of chromatin. The newly developed imaging method of single nucleosomes in a 

living nucleus helped reconstruct a super-resolution image of chromatin that showed the 

clustered pattern of nucleosomes. The statistic analysis showed the existence of a chromatin 

domain but not its random distribution. This result supports the irregular folding model, and the 

average size of radius ~115 nm (i.e. ~230 nm diameter) is consistent with the previous X-ray 

scattering analysis (Joti et al., 2012). This calculated domain size is similar to that of the 

domains recently identified by high-resolution Hi-C method (~185 kb, ~181 nm diameter) (Rao 

et al., 2014). This suggested that both methods observed similar domain structures. Since TADs 

or chromatin domains are functional units of the genome, keeping these units throughout the 

cell cycle will prove to be efficient for the cells. This point is also the case for the memory of 

epigenetic marks on the chromatin domains during the cell cycle. Subsequently, our results 

propose a novel mechanistic insight into mitotic chromosome assembly: the chromatin domains 

formed in the interphase are assembled to create a rod-like chromosomal shape during mitosis 

and the chromatin domains function as building blocks of chromosomes. Furthermore, a “heat 

map” was successfully created that revealed the chromatin movement in the local position of the 

nucleus. It was found that the more the extent of heterochromatic regions, the less was the 

chromatin movement. The heat map and MSD analysis showed that the chromatin domain 

fluctuated by the alteration of histone modification and hypotonic condition and the depletion of 

chromatin-associated proteins. Especially, TSA, which inhibits histone deacetylation and 
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increases acetylated marks, showed a decondensation of the chromatin domain and an increase 

in chromatin mobility. Additionally, the heterochromatin region enriched with methylated 

histones showed the condensed pattern and low mobility of chromatin, and through the 

differentiation of ESCs, the chromatin becomes more condense and experiences more decrease 

in its mobility. These results suggested that the change in chromatin environment at a single 

molecule level is related to histone modification patterns (Chapter 4). 

 

5.2. Future directions 
The experimental techniques such as ChIP-Seq, Hi-C, and single nucleosome imaging were 

collected for the study of chromatin and epigenetics. However, there remain many issues that 

need to be studied: 

1. The direct function of chromatin environment  

2. The relationships between chromatin environment and various histone modification types 

3. Chromatin environment on specific genomic loci  

4. Histone modification imaging in a living cell 

5. Genotype, epigenotype, and phenotype 

 

In this thesis, the variation of chromatin structure and dynamics at the euchromatic region 

and heterochromatic region was revealed, suggesting that the difference in chromatin 

environments is directly related to the cellular function. For the first issue mentioned above, it is 

required to investigate how the chromatin environment interacts with proteins and has a 

function through the combined single nucleosome imaging with single molecule imaging of 

proteins that interrogate the target site.  

It was observed in the present study that the methylated or acetylated histones contributed 

to the chromatin environment; however, currently, numerous histone modification types are 

assumed to interact with the chromatin environment (Strahl and Allis, 2000). Thus, the second 

issue mentioned above can be resolved by performing knock-out or knock-down experiments on 

histone modifier or binding proteins on modified histones. 

The chromatin environment in the total nucleus was observed in this thesis (Chapter 4); 

therefore, to further understand the detail of chromatin, it is important to observe the chromatin 

structure and dynamics on specific genomic loci, especially around the target gene. To resolve 

the third issue mentioned above, the TALEN and CRISPR systems (Chen et al., 2013; Miyanari 
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et al., 2013) can be considered, but at present, it is not sufficient and needs improvement in the 

background level. 

Furthermore, it is hard to observe the only the specifically modified histones in a living cell. 

Thus, for the fourth issue mentioned above, it is important to improve the method for observing 

specific histone modification based on Fab or other techniques (Stasevich et al., 2014). 

The biggest question is to reveal the relationships among “genotype, epigenotype, and 

phenotype”. Epigenotype is the bridge between genotype and phenotype; thus, it is crucial to 

carry out more research on chromatin and epigenetics. 

 

5.3. Conclusion 
Chromatin led the biological research in the 20th century, and epigenetics is currently one of the 

most popular areas for biological research in the 21th century. Although the majority of 

epigenetic research is related to histone modification and DNA methylation, the research that 

makes the bridge between chromatin and epigenetics is not sufficient. Epigenetics is one of the 

most important concepts to understand the highly complicated eukaryotic body, but the types of 

histone modifications and related regulations are diverse and complicated. Although there are 

diverse aspects of living organisms, it is crucial to describe the more generalized phenomena for 

understanding chromatin, which is the vessel of epigenetic components. The results of imaging 

and bioinformatics approaches in this thesis will provide a basis of dynamic and flexible nature 

of chromatin toward the better understanding of the chromatin function in the eukaryotic 

epigenetic system and stimulating the mind of researchers. 
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“The History of the Earth is recorded in the Layers of its Crust;  
The History of all Organisms is inscribed in the Chromosomes.” 

Hitoshi Kihara (1946) 


