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Thesis Summary

Simultaneous spatial autoregressive model is one of models frequently used for spatial data observed
at a lattice on a space. An approximation on space domain of the log-likelihood of simultaneous spatial
autoregressive model is proposed. It is proved that the estimation procedure so as to maximise the
approximation provides us a consistent and asymptotically efficient estimator under the assumption that
the underlying process is weakly stationary. Simultaneous spatial autoregressive model is however not
always identifiable. The non-identifiability causes not only problem in finding a global solution of the
maximum likelihood equation but also non-estimable problem in the estimation. It is shown that several
types of sub-models of the simultaneous spatial autoregressive model are effective to avoid such a
non-identifiability problem. Chapter 1 is a brief introduction to spatial data and its model. Various models
including simultaneous spatial autoregressive model are introduced together with the parameter
estimation procedure ever proposed. A handy weak stationarity condition for spatial autoregressive
model is also given with the proof. In Chapter 2 an approximation on space domain to the log-likelihood
of the model is proposed. It looks a mimic to that for time series autoregressive model but several new
ideas will be introduced to accommodate simultaneous spatial autoregressive model. One is to modify
the translation matrix of observations to errors to be a circulant matrix. The other is an introduction of
shrinkage factor to the quadratic form of observations to retain the asymptotic efficiency of the estimator
which maximises the approximation. It is in fact proved that the estimator based on this new
approximation is consistent and asymptotically efficient. The result of random number experiments
supports that the estimation procedure provides us estimates which have less bias and variance than
the another procedure even if the number of observations is small. An effective random number
generation algorithm is also developed. In Chapter 3, it is shown that simultaneous spatial
autoregressive model is not always identifiable for the given 2nd moments. This implies that there could
be multiple global solutions of the maximum likelihood equation. It is also shown that Fisher information
matrix could become singular if some of models were overlapped which share the same 2nd moments.
The singularity of Fisher information matrix dose not only destroy the asymptotic efficiency of the
estimator but also results in non-estimability of some of parameters or the instability of the solution of the
maximum likelihood equation. This suggests that we need to check if the Fisher information matrix is
singular or not when the parameters are estimated. Several types of necessary and sufficient conditions
are given for the check. Also it is shown that unilateral or symmetric sub-model of simultaneous spatial
autoregressive model is free from such a non-identifiability problem. Chapter 4 is concluding remarks of

this thesis. Summarising the results in this thesis, several problems left for future works are raised.
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