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A Study on Task Models for High-performance and Efficient Intra-node Communication in Many-core 

Environments 

Thesis Summary 

Having reached the evolutionary limits of single-core performance in terms of power-efficiency, increasing 

the number of cores being incorporated into processors is becoming popular in recent years. Thus, the number of 

cores in High-performance Computing (HPC) system is growing rapidly. Meanwhile, per-core memory size is 

becoming smaller. In such many-core environments, the number of parallel processes running in a node becomes 

larger. Therefore, the number of times of intra-node communications (communications among parallel processes 

in the same node) taking places in a node becomes larger than that in multi-core environments. Then, the 

performance of intra-node communication gives a greater impact on parallel application performance. As a result, 

high-performance intra-node communication is required. Moreover, reducing memory footprint for intra-node 

communication is required because per-core memory size becomes smaller in many-core environments. However, 

in case of intra-node communication for multi-core environments, transmitting data crossing address space 

boundaries among parallel processes results in large communication latency and large memory footprint. 

In this thesis, Partitioned Virtual Address Space (PVAS), which is a new task model for achieving 

high-performance and efficient intra-node communication in many-core environments, is proposed. PVAS task 

model enables parallel processes in the same node to run in the same address space. Parallel processes running in 

the same address space can perform intra-node communication without crossing address space boundaries. As a 

result, the intra-node communication for many-core environments, which is high-performance and whose memory 

usage is small, can be achieved. PVAS task model was implemented by modifying the memory management of 

Linux kernel. 

In this thesis, the effectiveness of PVAS task model is verified by applying it to Message Passing 

Interface (MPI) communication. MPI intra-node communication for many-core environments, 

which is high-performance and whose memory usage is small, can be achieved by utilizing PVAS 

task model. PVAS task model is applied to MPI intra-node communications for transmitting both 

contiguous and non-contiguous data. Intra-node communication module for many-core 

environments, which utilizes PVAS task model, has been implemented into Open MPI (Open MPI 

is one of the open source MPI implementations) and compared to existing intra-node 

communication module for multi-core environments by micro-benchmarks and mini-applications. 

Micro-benchmark results show that PVAS task model accelerates MPI intra-node communication 

for transmitting contiguous data and accelerates MPI intra-node communication for transmitting 

non-contiguous data excluding several communication patterns, which sends a large number of 

small data discontinuously stored on the memory. PVAS task model improves the performance of 

mini-application performing contiguous data transfer by up to 18%, and the performance of 

� 



�	��

���� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � Keio University 

                                                                             

mini-application performing non-contiguous data transfer by up to 21%. Moreover, 

micro-benchmark results show that PVAS task model can reduce memory footprint for MPI 
intra-node communication by up to 18%	These results shows that PVAS task model achieves 

high-performance and high-efficient intra-node communication in many-core environments. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


