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Summary

Traffic to and within data centers have been increasing rapidly because of cloud service
adoption. In the near future, fiec to the data center will dominate the traffic in access
networks, and flows will be largest within the data center network. Therefore, it is as-
sumed that the power consumed by data centers will increase and the repercussions of
failure will worsen as the tféic increases. The network connection to the data center
(defined as access data center network hereinafter) and the network within the data center
(defined as intra data center network hereinafter), need network architectureffehat o
power savings and survivability for mission critical services in order to well handle the
increasing traffic.

The present access data center network basically consists of PON (Passive Optical Net-
work). However, PON is weak in terms of scalability and resource utilization because
splitters, which simply broadcast packets, are used between OLT (Optical Line Terminal)
and ONU (Optical Network Unit). Therefore, a new network architecture of the aggre-
gation type is needed as traffic to the data center and the number of users will increase
rapidly. This dissertation focuses first on the access data center networkférathogh
energy déiciency with significant scalability.

Current intra data center networks generally use electrical switches and routers. Un-
fortunately, the power consumption of these devices increases rapidly whenffitveotna
the data center network increases. Therefore, the intra data center network needs optical

technologies that can realize power savings and larger network scale are needed.



This dissertatiomlso focuses on the intra data center network tharsfiower savings
with high data center performance and high reliability. To achieve these goals, this disser-
tation proposes optical accessya data center networks with high enerdgii@ency and
reliability. For the optical access data center network, the proposed scheme realizes high
energy éiciency and scalability by minimizing the number of active OLT to suit user
traffic and maximizing unnecessary switching times and ONU sleep by accelerated slot
assignment. For the optical intra data center network, the proposed scheme realizes power
savings by minimizing working buffers and servers by assigning VMs (Virtual Machine)
based on VM groups thresholding for high data center performance. Furthermore, the
proposed scheme realizes high reliability of medium-priority services by rapidly suspend-
ing low-priority services upon the bidirectional failure notification issued by the failure
detecting node.

This dissertation is organized as follows. Chapter 1 describes the background of the
dissertation and clarifies the challenges in data center networks and the position of the
dissertation. Chapter 2 illustrates technologies of agiciss data center networks and
schemes for power saving and survivability. Chapter 3 examines the goal of high energy
efficiency in the optical access data center network. The scheme proposed therein offers
a 47% reduction in power consumption compared to PON. Chapter 4 proposes a high
energy diciency scheme for the optical intra data center network. The proposed scheme
can reduce network power consumption by 40% and server power consumption by 59%
compared to the conventional optical data center. Chapter 5 proposes a high reliability
scheme for the optical intra data center network. The proposed scheme can realize con-
stant recovery time regardless of the low-priorityffiiacondition. Chapter 6 draws this

dissertation to its conclusion with a useful summary of the advances raised herein.



Chapter 1

]
Introduction

Chapterl describes the background of the dissertation, and clarifies the requirements

placed on accegantra data center networks and the position of the dissertation.

1.1 Background

Traffic to data centers and that within data centers have been increasing rapidly because
of cloud service development. In the near future, most access netwéik wal that
generated by the data center, and 70% of flows which are generated in the data center go
to servers within the data center [1-1]. Figure 1.1 shows IP traffic growth triggered by the
data center. Both the access data center network and the intra data center network will
need network architectures thdfer greatly improved powelfiéciency and survivability
if the mission critical services are to be maintained in the face of the relentless increase in

traffic.

1.2 Access Data Center

The present access data center network is mainly implemented as a PON (Passive Opti-
cal Network). However, PON has a problem with both scalability and resource utilization
because splitters, which simply broadcast packets, are used between OLT (Optical Line
Terminal) and ONU (Optical Network Unit). Therefore, an aggregation type network ar-

chitecture is needed as fiia to the data center and the number of users are increasing
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Figure 1.1.IP traffic growth triggered by data center.

rapidly. In the near future, traffic to the data center will be most traffic in the access net-
works. This dissertation focuses enhancing the enefiggiency and scalability of the
access data center network.

In PON, an OLT (Optical Line Terminal) is deployed in a centréice, while one
ONU (Optical Network Unit) is deployed in each subscriber. Between the OLT and the
ONUs, there are splitters to connect all ONUs with the OLT. If the centifadeomust
accommodate more subscribers, more OLTs are needed due to splitter loss. AON (Ac-
tive Optical Network) was proposed for accommodating more subscribers and providing
flexible resource assignment [1-2, 3]. AON replaces the splitters with optical switches,
and optical wavelength resources are divided into slots that lie on a regular grid. AON
transfers content by assigning slots, and a network user can, in some slots, access large
bandwidth. However, AON uses many optical switches, and the switches are active in
every slot. Thus, the power consumption of a large scalable AON is a problem.

Therefore, an energy-efficient optical slot switching architecture is proposed for the

access data center network. The energy-efficient switching network minimizes working
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OLTsto suit user tric and maximizes unnecessary switching times and ONU sleep by

accelerated slot assignment.

1.3 Intra Data Center

Current intra data center networks use electrical switches and routers. Unfortunately,
the power consumption of these devices increases rapidly as the traffic within the data
center network increases. Therefore, optical technologies which can realize power savings
and larger scale networks are needed if the data center is to handle the incred$e.in tra
This dissertation focuses on raising the data center performance and reliability of the intra
data center network while realizing power savings multiple services including mission
critical services.

Annual global data center IP traffic is expected to reach 7.7 zettabytes by the end of
2017 given the compound annual growth rate of 31% from 2012 to 2017. Current data
center networks gter from excessive power consumption due to the sheer number of
electrical switches in their core parts. The power consumption of Cisco Nexus 7000,
commonly used in data center networks, is 2.85Bps [1-4]. Electrical routers are the
major power consumers in intra data centers, and the consumption rises with the size of
the intra data center network. Low latency is crucial for intra data center networks because
big data analyses, based upon real-time CEP (Complex Event Processing), demand the
exchange of huge quantities of data.

The power consumption of an optical switch is a just a few dozen@tW's. Therefore,
deploying more optical switches will lower the power consumption of the network [1-
5]. Some of the architectures proposed for the data center network use optical switch
technologies [1-6, 7, 8, 9, 10, 11]. Of interest is the HOPR-based data center network [1-
12]. HOPR uses CMOS-based electrical buffers in order to avoid packet contention and

to counter the optical power attenuation created by long hops as the bufters regenerate the
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packets.

In addition, VM (Virtual Machine) migration schemes have been proposed for power
saving in the intra data center network [1-13, 14]. The scheme tdfnsosed links and
switches by selecting which switches must be turned on to achieve the desired data center
network performance and fault tolerance [1-13]. However, the scheme tfiiliv&ke and
switches by monitoring just the ftifec, and does not reduce power consumption of the
data center network by considering VM situation in the servers. Another schemefiurns o
switches by considering VM situation in servers [1-14]. However, it assumes that only
one VM in a server is active. A real data center will have multiple VMs in a server for
more dficient server utilization. These schemes use the fat-tree topology which needs
switches with many ports, and thus are suitable for networks based on HOPR which have
fewer ports.

Therefore, an energyfiecient intra data center network is proposed here. The proposed
network minimizes working buftfers and servers to VM assignment based on VM group
thresholding for high data center performance.

In the intra data center network, multiple-class traffic is considered where each class
may have dterent traffic demands. In generak1lprotection is best for high-priority
traffic; it achieves high-speed protection as backup paths are always available for data
transmission, and destination nodes simply switch to the backup paths in the case of a
failure. Mission critical and broadcasting services, for example, are taken to be high-
priority class. In general, 1:1 protection [1-15, 16, 17, 18, 19] is best for middle priority
traffic. In 1:1 protection, the idle backup paths are used to carry low-priorttyctfa-

20]. The 1:1 protection scheme can thus achieve a good balance between high-speed
transmission and efficient path utilization. Enterprise services, for example, are classed
as middle-priority traffic. Low-priority trdic is not protected and is dropped in favor of

backup path trdic in case of failure. The Internet is classed as low-prioritftita If a
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networkfault occurs, the low-priority traffic is suspended, and the middle-priorifiicra

is switched to the backup paths. A scheme suspending low-priorfiictemables the net-

work to carry low-priority traffic between nodes [1-21, 22], but the process for requesting

acknowledgment and suspension makesfitailt to provide high-speed protection.
Therefore, a reliable intra data center network is proposed. The proposed intra data

center network suspends low-priority service rapidly upon failure notification by a failure

detecting node.

1.4 Target of Dissertation

Figure 1.2 shows the conventional access/intra data center networks. It is assumed that
the power consumption of data center networks increases féextseof failure are ex-
panded as the tfiac increases. Both the access data center network and the intra data
center network need a network architecture tharsfpower savings and survivability of
mission critical services. Figure 1.3 shows proposed agnéssdata center networks.

In the optical access data center network, the proposed scheme realizes high #irergy e
ciency with large scalability by minimizing the number of active OLT while supporting
user traffic and maximizing switching latency and ONU sleep by accelerated slot assign-
ment. In the optical intra data center network, the proposed scheme realizes power sav-
ings by minimizing working buffers and servers by assigning VMs based on VM group
thresholding while achieving high data center performance. Furthermore, the proposed
scheme realizes high reliability of middle-priority services by rapidly suspending low-
priority services upon failure notification. Table 1.1 shows an outline of the proposals

in this dissertation and the corresponding chapters. In this dissertation, the scale of intra
data center network is assumed to be the enterprise-level data center network and so has
several thousand servers. The access data center network supports not just for the data

center, but most tfic of access data center network will go to the data center.
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Tablel.1. Outline of proposal in this dissertation.

Chapter 3

Purpose High enegy efficiency in access data center n
work.

Problem More enegy efficiency with larger scalability.

Proposal Minimize working OLT according to user tfiac.

Maximize unnecessary switching times and O]
sleep.

Achievement

Reduce netark power consumption by 47% &
compared to PON.

et-

NU

S

K.
r-

19
ce.

d
en-
PR

Chapter 4 | Purpose High enegy efficiency in intra data center networl
Problem More enegy eficiency with higher data center pe
formance.
Proposal Minimize working buffers and servers by controllir
VM assignment based under high DC performan
Achievement Reduce netark power consumption by 40% ar
server power consumption 59% with high data c
ter performance as compared to conventional HC
based data center.
Chapter 5 | Purpose High reliability in intra data center network.
Problem High reliability of middle-priority service.
Proposal Suspend lwv-priority traffic rapidly by sending fail
ure notification on bidirectional sides.
Achievement Constant totafailure-recovery time of middle prior-

ity service even if low priority service is offered.

Figure 1.4shows a future image of data center migration. In inter data center networks,

data center migration will be needed for further energy and resource efficiencies. This

dissertation focuses on the enerdiicency and reliability of the access and intra data

center networks.
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Chapter 2

|
Access/Intra DataCenter

Network Technologies

Chapter 2 introduces technologies related to research in this dissertation. First, access
data center network technologies that target power saving and survivability are illustrated.
Second, intra data center network technologies for power saving and survivability are

illustrated. Finally, the specific position of this dissertation is described.

2.1 Access Data Center Network

This section shows access data center network technologies and schemes for power

saving and survivability.

2.1.1 Energy Hficiency

We start with raising the energyfeiency of access data center networks. Power saving

approaches for PON, AON, and Optical Mégtocess Integrated Network are discussed.

Power Saving Approaches in PON

The architecture and terminologies of PON systems are shown in Figure 2.1. The key
elements are OLT (Optical Line Terminal), usually located in a central office, ONU (Op-

tical Network Unit), typically placed at the subscriber’'s premises, and the ODN (Optical
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Figure 2.1.PON architecture and terminologies.

Distribution Network) made up of fiber and optical power splitters that forms the outside
plant [2-1]. There two main types of power saving approaches for PON. One is ONU

control [2-2], the other is OLT control [2-3].

ONU Control Inthe current PON, OLT physically broadcasts downstream traffic to all
ONUs which remain active even if they are not the destination of any data. Figure 2.2
shows the potential energy savings if the ONUs stay active only in the receiving time
slots (shaded) and switch to sleep mode in empty time slots (white). By exploiting the
statistical multiplexing property of the downstream traffic, a significant reduction in en-
ergy consumption can be achieved. In order to enable sleep mode in the current PON, an
ONU must wake up from the sleep mode and resynchronization with the network. Figure
2.3 illustrates the necessary phases for the ONU to wake up; the ONU must recover the
OLT clock (Trecovery @and regain synchronization with the networksf,c). This incurs
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Figure 2.2.Potential energy savings.
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Figure 2.3.Necessary phase for ONU to wake up.

assignment and send or receive data. The synchronization Tipg, depends on the
framing and the MAC protocol utilized. The following paragraphs assume the clock has
been correctly recovered and focuses on how the ONU can regain synchronization with
the network from sleep mode.

Figure 2.4 shows GPON (Gigabit PON) frames. In Fig. 2.4, GTC (GPON Transmis-
sion Convergence) specifies a GTC frame that lasts$23 he beginning of each GTC
frame holds PCB (Physical Control Block), which has 4 bytes for physical synchroniza-
tion (Psync) and variable bytes for upstream bandwidth allocation (US BW map). An
ONU waking from sleep mode would use Psync to gain synchronization so as to capture
the first bytes of the GTC frame. If the ONU wakes up in the middle of an active GTC
frame, it would receive a Psync header no later than&2plus the 4 bytes (32 ns) and
then commence synchronization to the GTC frame. Thus, the maximum synchronization

delay is 125us. After synchronizing to the GTC frame, the ONU can resume sending or
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PCB: Physical Control Block

GTC: GPON Transmission Convergence
GEM: GPON Encapsulation Method
PLI, PTI, HEC: GEM headers
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GTC Frame (125 ps) DS allocation
PCB, payload PCB, | payload |
Psync ree | US BW map
v v
Lock to start of Receive valid
GTC frame US BW allocation
Figure 2.4.GPON frames.

receiving data if it receives an upstream or downstream bandwidth allocation. In GPON,
this is done using either the US BW map field embedded at the end of the PCB or the Port
ID field from GEM (GPON Encapsulation Method) frame in the ensuing GTC payload
section.

Figure 2.5 shows the receiver architecture of current GPON ONUSs. In this architecture,
the received optical signal is first converted into an electrical signal by APD (Avalanche
PhotoDiode). Two stage electrical amplifiers, including TIA (Transimpedance Ampli-
fier) and LA (Limiting Amplifier), amplify the electrical signal before sending it to the
CM-CDR (Continuous Mode-Clock and Data Recovery) circuit. CM-CDR forwards the
recovered data and clock to the de-serializer (DMUX). DMUX then outputs parallelized
data to a lower speed, back-end digital circuit for further processing. The back-end digital
circuit consists primarily of memory and various digital data processing blocks. In this
architecture, when the ONU enters sleep mode, the entire front-end analog circuit and part
of the back-end digital circuit are turnedfoSome parts of the back-end digital circuit,
such as the clock and volatile memory, cannot be turredra thus the ONU still con-

sumes power during the sleep mode. The ONU uses CM-CDR to recover the OLT clock
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Figure 2.5.Receiver architecture of current GPON ONUs.

when it wakes from sleep mode. CM-CDR takes a significant amount of time, i.e. 2-5
ms, to recover the OLT clock. The long recovery tinTefovery significantly increases
the wake-up overhead, which in turn degrades the energy savings possible.

Figure 2.6 shows a modified ONU architecture [2-2]. In this architecture, the entire
frontend analog circuit is the same as in the ONU architecture of Fig. 2.5, except for the
additional sleep mode control circuit placed before DMUX. Unlike the ONU architecture
in Fig. 2.5, CM-CDR (as well as the APD photodiode, plus TIA and LA circuit) circuit
is left on to maintain OLT clock accuracy whereas DMUX is switché&drosleep mode.

The sleep control circuit selects the counter data path when the ONU enters sleep mode.
The counter uses the recovered clock to time sleep mode. When the counter expires, it
sends a WAKEUP signal to the controller and the controller reconnects the DMUX to the

recovered clock and data to resume receiving mode.

OLT Control  Existing proposals take advantage of the bursty nature of the traffic at the
user side to better control the sleep mode and provided an adaptive line réteiémiy

reduce ONU power consumption. It is, however, challenging to apply “sleep” mode to
the OLT to reduce its energy consumption for the following reasons. In PON, the OLT

serves as the central access node and so controls the network resource access of the ONUSs.
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Figure 2.6.Modified ONU architecture.

Putting the OLT to sleep can easily result in service disruption of the ONUs communi-
cating with the OLT. Thus, a more sophisticated scheme is needed to reduce OLT energy
consumption without degrading services of end users. An endfigyeat OLT structure

has been proposed [2-3]. The structure can activate its OLT line cards to suit the actual
traffic arriving. To avoid service degradation during the process of powerjiogf @1L.T

line cards, proper devices are added to the legacy OLT chassis to ensure that all ONUs
can communicate with active line cards.

In the central office, one OLT chassis typically comprises multiple OLT line cards, each
of which communicates with a number of ONUSs. In currently deployed GPON systems,
one OLT line card usually communicates with either 16 or 32 ONUs. To avoid service
disruptions of ONUs connected to the centrilae, all these OLT line cards are usually
kept active all the time. To reduce OLT energy consumption of OLT, the main idea is
to activate only as many OLT line cards in the OLT chassis as are needed to support the
real-time incoming tréic.

C denotes the provisioned data rate of one OLT line chrthe total number of OLT
line cards,N the number of ONUs connected to the OLT chassis, rftpthe arrival
traffic rate of ONUIi at timet. By activating all OLT line cards, the overall data rate

accommodated by the OLT chassis equalsL. C - L is likely to be greater than the
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real-time incomingraffic, i.e. Y., ri(t). | denotes the smallest number of OLT line cards

that can provisiory\, ri(t) data rate. Then,

N
=1 n/Cl.
i=1

The ultimate objective is to activate onlyOLT line cards to serve alN ONUs at any

given time t instead of activating all line cards. However, deactivating an OLT line

card may disrupt the service of ONUs using the card. To avoid service disruption, any
OLT line card should be able to provision bandwidth to any ONUs connected to the OLT
chassis. To address this issue, several modifications to the legacy OLT chassis have been
proposed.

In order to dynamically configure the communications between OLT line cards and
ONUs, one scheme places an optical switch in front of each OLT line card as shown
in Figure 2.7 [2-3]. The function of the optical switch is to dynamically configure the
connections between the OLT line cards and ONUs. When the network is heavily loaded,
the switches are configured such that each PON branch communicates with one OLT line
card. When the network is lightly loaded, the switches are configured that multiple PON
branches communicate with one line card. The idle OLT line cards are powéré¢aus
reducing energy consumption.

Itis assumed that the energy consumption of the optical switch is negligible. Compared
to the scheme of keeping allline cards active, the partial activation[ggY, r;(t)/C1 line
cards can achieve energy savings (relative) as large as

_IZhnm/c

1
L

The average energy saving over time spgequals to

[T1-reNn/ciL
= .

Figure 2.8(a)-(d) illustrates the configuration of switches for the case that one OLT chas-

sis contains four OLT line cards. We defineffimload asy., r;(t)/L - C, whereX X, ri(t)
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Figure 2.7.0LT with optical switch.

is the total arrival traffic rates of all ONUs ahdC is the capacity provisioned by all OLT
line cards. By dynamically configuring switches, the number of active OLT line cards is
reduced from four tox when the tréic load falls betweerx/4 and & + 1)/4. Thus, a
significant amount of power can be saved.

The power saving approaches in PON can reduce power consumption in the access data
center network. However, PON has problems in scalability and resource utilization due

to splitters.

Power Saving Approach in AON

Figure 2.9 shows the general architecture of AON. In AON, optical switches are used
as relay points.

The GE-OSAN (Gigabit Ethernet-Optical Switched Access Network) architecture real-
izes higher security and longer spans than the conventional PON [2-4]. Figure 2.10 shows
the basic configuration of GE-OSAN. It has a tree topology similar to PON. OSM (Opti-
cal Switch Module) switches optical signals frame by frame between OLT and ONUSs so

higher security than PON can be achieved. In additiorffé@rs longer transmission spans
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Figure 2.9.General architecture of active optical network.

since the optical switches have lower insertion loss than the optical splitters used in PON.
ActiON (Active Optical access Network) adopts PLZT high-speed optical switches [2-

5, 6]. PLZT is a new waveguide material and consists of Pb, La, Zr, and Ti. Figure 2.11

shows the structure of the PLZT waveguide switch. The thickness and width of the PLZT

channel waveguide are aboutuf and 3um, respectively. The electrode structure is

a simple capacitor type with electrode length of 3.5 mm. The switching time of a 1x2

PLZT switch element, less than 3 ns, is limited by the RC time constant of the capaci-

tor type electrode geometry. PLZT is very attractive due to its dense integration, device
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Figure 2.10Basic configuration of GE-OSAN.

miniaturization, high-speed control, and low power consumption. flisient voltage-
induced index change, that is, EO (Electro-Optiffpet, can enable miniaturization of
electrodes, and low power consumption [2-7, 8]. There are several optical switches that
offer high-speed switching including the LN (LINbO3) switch based on EO materials, In-
GaAs (Indium Gallium Arsenide) switch, and SOA (Semiconductor Optical Amplifier).
Major limitations of the LN are driving voltage versus device length, polarization depen-
dence, and DC drift. InGaAs has disadvantages of insertion loss, polarization dependence
and power consumption. The SOA haffidulty in terms of monolithic scalability and
power consumption. On the other hand, PLZT has the advantages of polarization inde-
pendence, switch size, and power consumption. The switching time of the PLZT optical
switch is better than 10 ns.

In AON, the power saving approaches mainly target ONU or OLT. Recent studies do

not consider the power consumption of the optical switches themselves.

Power Saving Approach in Optical Metro/Access Integrated Network

An optical metrgaccess integrated network should cover existing metropolitan and
access networks by employing optical access technologies. OLTs are deployed on the
boundaries of existing core and metropolitan area networks. The optical/atetss
integrated network accommodates many more ONUSs than the existing PON system. Ac-

tivities (SARDANA and ER2AN) towards the optical metfaccess integrated network are
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Figure 2.11 Structure of PLZT waveguide switch.

introduced. Diferent long-reach optical access networks have been studied with a view to
their power efficiency. The SARDANA project [2-9] introduced the hybrid TRAR)M
(Wavelength Division Multiplexing) PON, in which remote amplification is utilized for
reach extension [2-10].

Figure 2.12 shows the SARDANA architecture. The SARDANA network is an LR-
PON (Long Reach-PON) that transparently merges TDM single-fiber passive tree sections
with a main WDM double-fiber ring by means of passive RNs (Remote Nodes) [2-9]. The
100- km WDM ring transports 32 wavelengths forOD0 users, with a splitting ratio of
1:32 for a TDM tree and only 1 wavelength per TDM tree. Network protection affittra
balancing properties are provided by the ring configuration and the resilient design of
the RNs, guaranteeing a continuous connection of each RN to the CO (Cefiical) O
even in the case of fiber cut. The WDM ring is implemented by a double-fiber to avoid
main Rayleigh backscattering impairments. Bidirectional propagation takes place in the
single-fiber TDM trees.

The wavelength transparency of the ring and the ONUs, as well as the wavelength
add/drop feature of the RNs enables sharing of the same network infrastructure by sev-
eral operators, up to the RNs or even the ONU. It also allows users to select an operator

by switching easily exchangeable filters at the ONU. In this way, SARDANAre a
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possible solutiorio implementing multi-operability in the physical layer; a set of down-
stream/upstream wavelength channels is simply allocated to each operator.

The TDMMWDM overlay in the SARDANA network eases the migration process from
legacy PON solutions such as standard Gigabit Ethernet PONs to next-generation 10G
versions. At the same time, SARDANA aims to reduce the complexity of the network
infrastructure by implementing a fully passive (no power supply) plant from the CO to
the end user premises with several RNs interconnecting the WDM ring to the TDM trees.
This means a zero power consuming plant that focus on the hot spots of the CO and at the
end user premises where low cost devices are utilized.

By ensuring intelligent OLT location with both capillary fiber optidtdsion and the
implementation of a regional/sub-regional SARDANA infrastructure would, in principle,
make it possible to reduce the number of COs from 820 to 11, thus attaining a tremendous
reduction in the carbon footprint, as well as operator maintenance cost. The SARDANA
external fiber plant can be fully passive thanks to the design of the RNs, in the sense
that electrical power feeding is not needed, further reducing the carbon footprint and the
OPEX (OPerating EXpenditure) of this PON.

Figure 2.13 shows the architecture ofi&N [2-11, 12]. E1AN integrates today’s
metropolitan area and the access networks oéidifit network services. The transmission
distance between P-OLTs and P-ONUs is extended compared to current access network
systems. P-OLTs are located on the boundaries of today’s core and metropolitan area
networks.

The functions of each component are briefly described in the following paragraphs. The
virtual layer-2 network transfers data frames of each servyjéeto appropriate P-OLTs.

P-OLTs are deployed at a number of aggregated COs. Each P-OLT configures L
(Logical)-OLTs and provides the MAC and PHY functions required for each service such

as frame processing, time synchronization, MPCP (Multi-Point Control Protocol), DBA
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Figure 2.12SARDANA architecture.

(Dynamic Bandwidth Allocation), rate adaptation, and FEC (Forward Error Correction)
coding. Specific P-OLT implementation methods are still under study, but there is a high
possibility that P-OLTs will use programmable logic devices to process data frames at
high speed. Figure 2.14 shows one possible P-OLT implementation that uses FPGAs
(Field Programmable Gate Arrays). A single P-OLT hosts a number of configuration
boards to realize several L-OLTs. Each configuration board has two FPGAs for MAC and
PHY, and the FPGAs can be reconfigured to provide the aforementioned functions. In the
same way, P-ONUs are deployed at subscribers’ premises and support network services
by generating L-ONUSs. It is assumed that P-ONU has a single transponder.

The NMS (Network Management System) performs coordinated control of the virtual
layer-2 network, P-OLTs, and ODN. The NMS provisions a L-OLT configured on a P-

OLT and an access path to satisfy a new connection request from a subscriber.
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Figure 2.13 EAAN architecture.

Power Saving in EAAN EAAN introduced L-OLT migration to achieve more flexible
utilization of network resources [2-11, 13]. Figure 2.15 shows an image of L-OLT migra-
tion. In the migration procedure, a L-OLT is replicated from one P-OLT to another P-OLT
as directed by the NMS. The NMS also reconfigures the virtual layer-2 network and ODN
at the same time so that data frames are transferred via the newly replicated L-OLT. An
access path on the ODN is rerouted according to the replication of the L-OLT. Frequency
slots that are allocated to the access path may be changed. As a result, subscribers con-
tinue to receive the same network service via the other P-OLT. The now quiescent L-OLT
in the original P-OLT is released after L-OLT migration.

There are several advantages to implementing L-OLT migratiomiNE The most
notable merit is that the energy savings possible in the COs strengthen withftte tra
fluctuation. For example, L-OLTs are aggregated to a limited number of P-OLTs when

the total tréfic amount is low. By putting unused P-OLTs to sleep, the network operator
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Figure 2.14 P-OLT implementation using FPGAs.

can reduce the total power consumption, which reduces OPEX. In [2-13], the energy
reduction eféct of L-OLT placement optimization was evaluated on the assumption that
the arrival rate of connection requests fluctuates sinusoidally on a daily basis. The number
of P-OLTs in sleep mode increased 16.7% on average and 35.8% at maximum, compared
to the situation without L-OLT placement optimization. Another merit is the improvement
in fault tolerance. When a failure occurs in a P-OLT or optical devices on an access path,
P-ONUs under the P-OLT become unable to receive network services. If the control line
between the NMS and P-OLTs is still active, the NMS searches for another P-OLT that
can support an access path to these P-ONUs. The NMS then switches the L-OLTs from
the faulty P-OLT to the other P-OLT, which recovers the connections.

In the Optical MetrgAccess Integrated Network, the main power saving targets are

the ONU angbr OLT. Optical switches have not been targeted for reducing the power

consumption in recent research.
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Comparison of Energy Hficient Method in Access Data Center Network

Table 2.1 shows a comparison of energy-efficient methods for the access data center
network. PON [2-2, 3], AON [2-4, 5, 6], and Optical MetAxzcess Integrated Network
[2-11, 13] are also assessed. PON has problems in scalability and resource utilization.
AON has problems with power consumption and switch control. Optical Yktaess
Integrated Network has a slight problem with power consumption, but its complex archi-
tecture is costly. The scheme proposed in Chapter 3 [2-37] achieves low power consump-
tion while attaining excellent scalability and resource utilization by minimizing working

OLTs and maximizing unnecessary switching times and ONU sleep.

2.1.2 Reliability

Access data center networks thateofhigh reliability are discussed. PON protection,

AON protection, and Optical MetfAccess Integrated Network protection are explained.
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Table2.1. Comparison of energy-efiént methods in access data center network.

Scheme Power Con-| Pros Cons
sumption
PON [2-2,3] Good Cost Scalability,
Resource
Utilization
AON [2-4, 5, 6] Poor Scalability, Switch  Con-
Resource trol
Utilization
Optical MetrgAccess Inte-| Fair Scalability, Complex
grated Network [2-11, 13] Resource Architecture,
Utilization Cost
Proposed irChap. 3 [2-37] Good Scalability, -
Resource
Utilization
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Reliable Architecture in PON

A PON protection scheme is needed to ensure the system reliability required for busi-
ness use, because PON is based on sharing a single fiber via an ODN [2-14]. This means
that if a failure occurs in the feeder fiber, splitter, or OLT, all the users on that ODN
branch experience connection problems. A variety ffiedent protection architectures
and schemes have been proposed for PON systems. Three redundant PON topologies for
constructing practical systems are defined in ITU-T G.984.1. Types A, B, C, and D are
shown in Figures 2.16 and 2.17. Type A protects only the feeder fiber and is useful for
accidents or disasters that damage the fiber. Type B protects the OLT equipment with
separate OLT blades, but no equipment redundancy is provided in the ONUs or feeder
fibers. Type B oférs automated switching and puts an additional PON port on the OLT.
Type C provides two fully redundant links but is not coffieetive because it requires one
backup ONU for every working ONU. Type D protection is similar to type C, liters
response flexibility for failures. For example, when the feeder fiber of the primary path
is cut, type D allows subscribers to receive data from the spare OLT without switching
ONUs, while subscribers have to switch to spare ONUs with type C.

Type B protection is a highly effective solution, because the failure rate of fiber is very
low compared to that of OLTs. In Type B protection, the switching time is important.
However, the connection between the OLT and ONUs is broken during protection switch-
ing, so the ONUs cannot synchronize their local clocks to the OLT due to downstream
signal loss. As a result, the switching time is increased by the need to reestablish the
ONU link.

Figure 2.18 shows a protection scheme named type H [2-15]. Type H uses tRe 1 :
scheme to protects several PON trees, that is, a spare OLT is shakedidnking OLTSs.

The spare OLT is connected to power splitters of the PON trees byNdptical switch.

Type H deals with a single point failure in OLTs or feeder fibers more economically than
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Figure 2.17PON protection scheme (Type C and D).

type B.
The protection schemes in PON can realize high-speed protection in the simple archi-
tecture. However, PON has problems in resource utilization due to splitters, and cost due

to additional devices.

Reliable Architecture in AON

A highly-energy-#icient network using an optical aggregation network and a service

cloud has been proposed to greatly reduce the power consumption from today’s Inter-
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Figure 2.18 PON protection scheme (Type H).

net [2-16]. The optical aggregation network connects a solitary giant router to users by
a logical tree topology. Figure 2.19 shows the architecture for the optical aggregation
network. In this architecture, small-sized rings are connected in a tree-like topology by
using 2x2 optical switches. Fig. 2.19 shows the proposed architecture, where the number
of ring stagesM, is 2. With the introduction of the tree structure, the proposed architec-
ture reduces the optical loss between the giant router and users, and thus minimizing the
unavailability of the ring topology. In addition, twoftrent routes that do not share any
optical switch are set to every user. Therefore, all users can continue to communicate with
the giant router when any of the 2x2 optical switches fails. In Fig. 2.19, the tiiereint
routes for user 2 are shown as dotted arrows. X-marked ports are unused because it is
impossible to set two different routes to a user who connects to these ports. As all ports
of the 2x2 optical switch are used (except X-marked ports), this architecture reguces
compared to the duplex tree topology.

The protection scheme in AON has a slight problem with cost because of optical

switches.
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Figure 2.19 Architecture for optical aggregation network.

Reliable Architecture in Opitcal Metro/Access Integrated Network

SARDANA Apporach First tests of the SARDANA network have been performed us-
ing different configurations [2-17]. Figure 2.20 shows the protection scheme and results
for a 105 km ring between Rome and Pomezia cities, 10G down- and 2.5G up-stream,
with 2 RNs and 3 channels; the pump power is below 1.2 W at 1480nm. Sensitivities are
-33 dBm and -36 dBm respectively. Protection against fiber cut was validated in down-
and up-stream directions, with less than 1 dB penalty at rerouting. With the burst mode
upstream operation, any gain transients at CO or RNs EDFAs can be mitigated by means
of predistortion of data packets at the ONU, allowing a strong reduction, to 30%, of packet
overshoot. On the other hand, because of the strong variation in optital trathe ring,

it is useful to develop an automatic method based on a genetic algorithm to assess and
minimize the impact of nonlinear crosstalk in the WDM ring channels; by optimizing

channel frequencies and powers, the budget can be improved by 3-5 dB.
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Figure 2.20Protection scheme and test results.

EAAN Approach Figure 2.21 shows a conceptual model of the TDMA based ONU
group recovery method [2-18]. It assumes that CO A is collapsed and its P-ONUs are
accommodated by the P-OLT in CO B. First, L-ONUs are divided into ONU groups. One
example of how to make ONU groups is as follows: select up to 256 geographically-close
L-ONUs and group them. How to makéieient ONU groups is beyond the scope of this
paper. A single L-OLT will support 2 or 4 ONU groups using virtualized 2 or 4 L-OLTs

in TDMA manner. Fig. 2.21 describes ONU group #1 and #2.

The TDMA process in L-OLT is as follows. First, an L-OLT activates virtual L-OLT#1
for ONU group #1. Ranging and registration are done in this period and parameters
for ONU group #1 are stored in virtual L-OLT#1. Second, the L-OLT activates virtual
L-OLT#2 for ONU group #2. Ranging and registration are done in this period and pa-
rameters for ONU group #2 are stored in virtual L-OLT#2. The L-OLT periodically
exchanges virtual L-OLT#1 and L-OLT#2 by data transfer using MPCP. L-OLT sends
HOLDOVER message to accommodated L-ONUs before L-OLT switches ONU group.

HOLDOVER message maintains the logical link even if OLT detects optical signal loss.
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L-ONUs thatreceive HOLDOVER(start) message stop communication. L-OLT send
HOLDOVER(end) message to L-ONUs when the L-ONUs are to resume communica-
tion. It is assumed that switching between the virtual L-OLTs takes less than 50 ms, and
transfer operation time of a few seconds is assigned to each group. This means that in the
first transfer operation time, virtual L-OLT#1 accommodates ONU group #1 without reg-
istration and transfers the data fromfliaw to ONU group #1 and receives data from ONU
group #1. In the last MPCP operation, O byte is assigned to stop data transmission from
ONU group #1. During this period, downstream data to ONU group #2 may be lost or
buffered. After the 50 ms period for virtual L-OLT switching, L-OLT#2 becomes active.
The TDMA based L-OLT sharing method should take into consideration the overhead
time of switching among ONU groups. Reducing the number of switching ONU groups
can increase the communicatiofii@ency, but to cover more subscribers, the number of
groups should be as large as possible. Therefore, it is necessary to increase the service
time to accommodate ONU groups. However, this will affect the service quality especially
of voice communication, since long service times increase the communication interval.
The protection schemes in Optical Meg#acess Integrated Networkffer better re-

source utilization and lower cost due to scalable architecture.

Comparison of Reliable Network Method in Access Data Center Network

Table 2.2 shows a comparison of three reliable network methods for the access data cen-
ter network: PON protection [2-14], AON protection [2-16], and Optical M@&ozess
Integrated Network Protection [2-17, 18]. PON protection has problems in resource uti-
lization and cost. AON has a slight problem with cost. Optical Métcoess Integrated

Network oflers better resource utilization, reliability, and lower cost.
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Figure 2.21.Conceptual model of TDMA based ONU group recovery method.

2.2 Intra Data Center Network

This section shows the intra data center network technologies and schemes for power

saving and survivability.

2.2.1 Energy Hficiency

Intra data center networks realizing high energy efficiency are shown. The optical based
data center network, VM migration, and SDN (Software-Defined Networking) based data

center network for power saving are explained.
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Table2.2. Comparison of reliable network methods in access data center network.

Scheme Reliability Pros Cons
(Rapid Recw-
ery)
PON Protection2-14] Good Simple Archi-| Resource Uti-
tecture lization
AON Protection [2-16] Good Resource Uti- Switch Cost
lization
Optical MetrgAccess Inte-| Good Resource Uti- Complex
grated Network Protection [2; lization Architecture
17, 18]

Optical basedData Center Network for Power Saving

Some groups have proposed architectures with optical switch technologies for reducing
the power consumption of the data center network [2-19, 20, 21]. The data center network
proposals replace some switches with OCS [2-19] or with OPS [2-20, 21].

Mehrvar et al. [2-19] replace some switches in the data center network with OCS, and
some trdfic is ofloaded to OCS. Thefiboaded tréfic can be guaranteed by the band-
width assigned to OCS. Furthermore, the architecture reduces the power consumption of
the data center network by using OCS, as some power-hungry switches are eliminated.
However, OCS fails to support frequent changes iffitravhen the tréic exceeds the
reserved bandwidth. Therefore, no data center network is completely based on OCS, and
the dfectiveness of the power savinfiieiency is limited.

Some groups proposed a data center network with OPS [2-20, 21]. In this data center
network, all switches except ToR (Top of Rack) switches are replaced by OPS. OPS can

well handle frequent changes in fiia and realize green data center networks because
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OPS doesot need to reserve bandwidth for packet transfer. In addition, OPS can attain
packet switching times of nano-second order. However, current OPS devices are limited
to just 8 input ports in [2-22]. Therefore, many switching stages are needed to manage the
sheer number of servers in the data center. Itfiscdilt to manage many servers in data
center because the number of switch stages is limited due to optical power attenuation.

The HOPR-based data center network is now explained [2-23]. HOPR has both OPS
and OCS, and uses thentidrently to serve traffic demands. In addition, HOPR has an
electrical buffer based on CMOS in order to avoid packet contention; its regeneration
function dfsets the optical power attenuation created by the many stages.

Figure 2.22 shows a data center network based on HOPR with torus topology, similar to
current supercomputers such as CRAY, Blue Gene, K Computer [2-24]. The data center
network uses 100 Gbps links to connect each HOPR to neighboring HOPRs. Each HOPR
is also connected to a group of ToR switches through 10 Gbps links. Compared to the
conventional fat-tree data center network, the torus network offers better scalable even
if no switch has many ports and high capacity. In addition, the torus network is robust
because it can provide several alternative routes to the destination.

Figure 2.23 shows the HOPR architecture. From Fig. 2.23, Each ToR switch is con-

nected to a shared electrical buffer. Th&®uis used to achieve the following.

e Forward packets from ToR to HOPR
e Avoid packet contention in HOPR

¢ Avoid optical power attenuation

Packets can be transferred without the buffer if none of the above functions are needed.
However, the power consumption in theffar makes up a large fraction of that in HOPR.
Therefore, it is necessary that the working buffers is reduced as much as possible in order

to reduce power consumption in the intra data center network.
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VM Migration for Power Saving

ElasticTree [2-25] and VMFlow [2-26] was proposed as power saving schemes in the

intra data center network.

ElasticTree ElasticTree is a system that can dynamically adjust the energy consumption
of a data center network. ElasticTree consists of three logical modules (optimizer, routing,
and power control) as shown in Figure 2.24. The optimizer’s role is to find the minimum
power network subset that satisfies the current traffic demands. Its inputs are the topology,
traffic matrix, a power model for each switch, and the desired fault tolerance properties
(spare switches and spare capacity). The optimizer outputs a set of active components
to both the power control and routing modules. Power control toggles the power states
of ports, line cards, and entire switches, while routing chooses paths for all flows, then

pushes routes into the network.
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ElasticTree turns fd unused links and switches by selecting only those switches that
must be turned on to satisfy the performance and fault tolerance demands of the data
center network. Therefore, ElasticTree realizes the green data center network. However,
ElasticTree turns ofinks and switches by monitoring only ffac, and does not consider

the VM situation in servers.

R

flow
routes

Core] 28

Aggregatio

Figure 2.24 ElasticTree modules.
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VMFlow ElasticTree also proposed a topology-aware approach that yields shorter com-
putation times than greedy bin packing. However, the solution does not change the net-
work power consumption. The VMFlow framework fundamentallffetdis from Elas-
ticTree because it exploits the flexibility of VM placement available in the current data
centers.

VMFlow realizes the green data center network by considering VM situation in servers,
when deactivating switches. However, VMFlow assumes that each server has only one
active VM. Furthermore, VMFlow mainly considers initial VM placement. In real data
centers, each server will host multiple VMs for great@cesncy. In addition, VM migra-
tion is repeatedly performed for aggregating VMs on one side in in-service data center.
Therefore, VMFlow does not consider operation in real data centers, and does not con-
sider VM situation when realizing the green data center network by.

These schemes use the fat-tree topology which needs switches with many ports in the
performance evaluations to date; they do not consider networks based on HOPR which

does not have many ports.

SDN based Data Center Network for Power Saving

In the context of virtualized data centers, network programmability provides a modular
interface that separates physical topologies from virtual topologies; each can be managed
and evolved independently. Many architectural proposals rely on network programming
technologies such as OpenFlow [2-27, 28]. SDN makes it possible to conceive a fun-
damentally different parallel and distributed computing engine that is deeply embedded
in the intra data center network, realizing application-aware service provisioning. Also,
SDN-enabled networks in the intra data center network can be adaptively provisioned to
boost data throughput for specific applications in reserved time periods.

The ECDC (Energyféicient Data Center) approach is a smart mechanism for finding a
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good balancéetween the various customer application requirements andfitiest use

of the available resources in the data center [2-29]. It leverages monitoring information
from machines as well as network devices and environmental data to create a coherent
view of the current situation in the data center. This enables a single network operator
to react to system-wide changes as soon as they happen. However, the monitoring data
is also used by a smart control application to react in certain situations by redistributing
VMs, traffic flows and VLANSs as well as powering devices up and down. Permission to
make digital or hard copies of all or part of this work for personal or classroom use is
granted without fee provided that copies are not made or distributed for profit or commer-
cial advantage and that copies bear this notice and the full citation on the first page. To
copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior
specific permission arior a fee.

Figure 2.25 shows the ECDC architecture in a simple data center scenario. The type
A customer is a private home user who wants to use an entertainment service, e.g. video
streaming, hosted by a service provider as a virtual infrastructure in rack B and C in
the data center. The type B customer is a business user who uses a business applica-
tion set up by his company in the data center, e.g. a virtual desktop infrastructure. As
both types of customers have different demands and requirements, tiiidriept in
separate VLANS in the data center network so that they can be managed independently.
The network itself is OpenFlow-enabled by OFC (OpenFlow Controller). The control
connection for each network element is established via a physically isolated management
network. The management station queries monitoring information on CPU-, network-,
and memory-load, as well as power consumption from the connected devices. Armed
with this information, the management station generates the appropriate network policy
for the OFC, distributes virtual machines across the servers, and powers down unused de-

vices in order to ensure théheient utilization of all resources while maintaining a good
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service quality for the customer at all times. The management station achieves this by

observing a number of configured thresholds and timeouts for each service class.
SDN-based data center network for power saving can control servers and networks in

order to shut & idle devices. However, the network does not consider power saving in

optical-based data center such as HOPR-based.

Comparison of Energy Hiicient Method in Intra Data Center Network

Table 2.3 shows a comparison of three energy-efficient methods for the intra data center
network: HOPR-based data center [2-23], data center with VM migration [2-25, 26], and
SDN based data center [2-28, 29]. The HOPR-based data center has problems in router
and server control. Data center with VM migration and SDN base data center are based
on electrical routers. The scheme proposed in Chapter 4 [2-38, 39] realizes router and
server control for optical based routers by minimizing working buffers and servers by

controlling VM assignment for high data center performance.
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Table2.3. Comparison of energy-efiént methods in intra data center network.

Scheme Power Con- | Pros Cons
sumption
HOPR basedata Center [24| Good Optical-based | Router Con-
23] trol,  Server
Control
Data Centewith VM Migra- | Good Router Con-| Electrical-
tion [2-25, 26] trol,  Server| based
Control
SDN basedData Center [2-] Good Router Con-| Electrical-
28, 29] trol,  Server| based
Control
Proposed inChap. 4 [2-38,| Very Good Optical-based,| -
39] Router Con-
trol,  Server
Control
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2.2.2 Reliability

Intra data center networks realizing high reliability are shown. Basic resilient system,

multiple-class protection, and SDN considering protection are explained.

Basic Resilient System

In the context of data centers, fault-tolerance covers failure handling of components in
the data plane (e.g., switches and links) and control plane (e.g., lookup systems) [2-27].
Most of the architectures are robust against failures of the data plane components. For
instance, SecondNet [2-30] uses a spanning tree signaling channel to detect failures, and
an allocation algorithm to handle them. VL2 [2-31] relies on the routing protocols such
as OSPF (Open Shortest Path First).

Basic resilient system such as 1l protection in optical network domains can realize
high-speed protection with simple operation. However, the system has problems in re-

source utilization and power consumption due to wasting backup resource.

Multiple-class Protection

Figure 2.26 shows a network topology and an example wavelength-path configuration
for multiple-priority-class tréfic. The topology is a data center network based on 2D
torus. Each node has optical add/drop ports and achieves cut-through transmission. The
wavelength for the primary pathftiers from that for the backup path. The wavelength for
lower-priority treffic is the same as that for the backup path, and all the nodes are eligible
to transmit and receive lower-priority traffic. The control channel is assigned a dedicated
wavelength.

Multiple-priority class tréfic in accordance with the demand for each class dfit¢ra

in the network is considered. Table 2.4 shows the protection schemes appropriate for
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Figure 2.26. Network topology and example of wavelength-path configuration under

multiple-priority class tréic.

different types of traffic with éierent priorities. In general,+IL protection is best for
high-priority trafic because it achieves high-speed protection as backup paths are always
available for data transmission, and destination nodes simply switch to backup paths in
the case of failure. Mission critical and broadcasting services, for example, are classed as
high-priority class. In general, 1:1 protection with low-priorityffrais best for middle-
priority traffic. In 1:1 protection, backup paths are unoccupied, so low-priorifiictra
can be transmitted on idle backup paths. The 1:1 protection scheme can thus achieve a
good balance between high-speed transmission fiiieat path utilization. Enterprise
services, for example, are classed as middle-priority traffic. Low-priority traffic is not
protected and is replaced by backup patftican case of network failure. The Internet is
classed as low-priority tfac.

The multiple class protection scheme used for suspending low-priorityctfa-32,

33] in WDM ring networks is explained. It is assumed that control information such as
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Table2.4. Parameters in multiple priority class.

Traffic Type Traffic Priority Protection Scheme
Mission Critical,Broadcasting High 1+1
Enterprise service@/PN etc.) Middle 1:1 with low-priority traffic
Internet (with upper layer protection) Low None

failure notifications, requests to suspend low-priority traffic, and requests to switch paths
is transmitted on a control channel.

First, the multiple class protection scheme is overviewed, in which the destination node
of a primary path detects a path failure when it loses the signal on a data channel. The
node looks up the path information table and identifies the nodes sending low-priority
traffic. The node sends a request to suspend low-priorifiyctta all nodes transmitting
this traffic. After receiving acknowledgment of the suspensions, the node sends a request
to switch paths to the source node of the primary path in both directions (clockwise and
counterclockwise). If the node cannot receive acknowledgments, the node does not move
to next action. When the source node receives this request, it switches the primary path
to the corresponding backup path. The destination node receives data from the backup
path, and protection is completed. Figure 2.27 shows the actions taken by a node when it
detects a failure in the multiple class protection scheme.

Next, specific operations in the multiple class protection scheme are explained. Figure
2.28 shows an example of path protection in the multiple class protection scheme. A link
between Nodes B and C has failed. Here, a link failure means a single fiber cut (i.e.,
unidirectional path failure). The solid arrows from each node indicate the flow of the
signal on the control channel, and the two-dots and chain (- -) arrow from Node A to
Node E indicates the flow of the signal on the data channel. The heavy line on each node

indicates the processing time for each operation. Nodes A and E have path-information
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Figure 2.27.Actions taken by node when it detects a failure in multiple class protection

scheme.

tables showing the primary paths set by each node, the corresponding backup paths, and
the nodes transmitting low-priority tifé&c on the wavelengths of the backup path. Nodes

B, D, F, and H are transmitting low-priority tif&c on the wavelength (12) of the backup

path. Therefore, Nodes A and E have information about the low-priorifydteansmitted

by these nodes.

Node E detects a path failure between Nodes A and E. It checks the path-information
table (as partially shown in Fig. 2.28) to identify which nodes are transmitting low-
priority traffic. It then sends requests to those nodes to suspend tfiat tidese nodes
suspend the tfac and return acknowledgments of the suspension to Node E. When Node
E receives the acknowledgments, it sends a request for path switching to the source node

of the impaired primary path, i.e., Node A, in both directions. When Node A receives the
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Figure 2.28 Example of path protection in multiple class protection scheme (link failure).

request, it switches the primary path to the corresponding backup path. Node E receives
the data from the backup path, and protection is completed.

Figure 2.29 shows another example of path protection in the multiple class protection
scheme. A span failure has occurred between Nodes B and C. Here, a span failure means
two fiber cuts (i.e., bidirectional path failure). Nodes A and E each detect both path fail-
ures; here, we focus on the actions taken by Node E. Because of the span failure, Node B
cannot receive the request for suspension in the counterclockwise direction directly and
must therefore indirectly receive it in the clockwise direction; it also cannot directly send

notification of the suspension in the clockwise direction and must indirectly send it in
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Figure 2.29.Example of path protection in multiple class protection scheme (span fail-

ure).

the counterclockwise direction. When Node E receives the notification, it sends a request
for path switching to the source node of the impaired primary path, i.e., Node A, in both
directions. Node A switches the primary path to the appropriate backup path after receiv-
ing this request. In the case of span failure, requests for low-prioriffgdrsuspension

and path switching cannot be directly sent; therefore, in the conventional scheme, it takes
more time to complete protection after span failure than it does after link failure.

In the multiple class protection scheme, a destination node that detects a path failure
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sends requests suspend low-priority traffic to all nodes that are handling thigi¢ran

the wavelength of the backup path, and it also receives acknowledgments of the suspen-
sions from the nodes. These operations by the destination node are needed before it can
send a request for path switching to the source node. The greater the number of nodes
transmitting low-priority tréfic, the longer it takes to start path-switching operations. It
takes even more time in the case of span failure. Therefore, the multiple class protection

approach posesftiiculties in providing high-speed protection.

SDN with Protection

SlickFlow  SlickFlow is an OpenFlow-based fault tolerant routing design that allows
switches to recover from failures by specifying alternative paths in the packet headers
[2-34]. The approach relies on defining, at the source, the primary route and alternative
paths. This enables packets to skip from failures without the intervention of centralized
controllers. The key idea of SlickFlow is to represent a path as a sequence of segments
that will be used by each switch to perform the forwarding operation. A segment carries
the information of the next node of the primary path, and an alternative path related to
the current node. If the primary path is not available, then the current switch rebuilds the
header and forwards the packet to the alternative path.

Route computation is performed by the controller which has a centralized view of the
network, and is able to compute all the routes among endpoints. When a new flow arrives
at the network edge, the controller installs rules at source switches (ingress) to embed
the SlickFlow header into the packet and at destination switches (egress) to remove the
header in order to deliver the packet to the destination endpoint.

The protection mechanism allows switches to reroute packets directly in the data plane
as a faster alternative to controller-based path restoration. The source routing approach

simplifies the forwarding task in every switch, since it only requires local knowledge of
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Stepl

Figure 2.30Example to illustrate design.

its neighbors, rather than a routing entry for each potential destination.

Figure 2.30 shows an example that illustrates this approach. Suppose thaigists
to communicate with destinatiah As the flow table of source ToR swit@v is empty,
the packet matches no rule and is forwarded to the NM (Network Manager) (Step I). From
a list of pre-computed existing paths, NM selects the primary path $8-S2-S6-S10)
and alternative paths and installs one rule (OpenFlow entry) at the source and destination
ToRs (Step I1). The rule at source Td@Y instructs the switch ta) embed the selected
paths into the packet header fields (Step Ill), and (ii) forward the packet via the output
port to S4. At S4, S2, andS6, all the forwarding decisions are based on the contents of
the SlickFlow header carried by the packet (Step 1V). Finally, the rule in the destination
ToR S10 removes the header and delivers the packet to the destidgi&iap V). In case
of a failure event, the current switch looks for alternatives paths in the SlickFlow header.
If found, the packet is rerouted to the backup path without intervention of the NM.

It is worth to note that, SlickFlow forwarding does not use IP addresses for packet flow

matching within the data center network. Unlike the traditional hierarchical assignment
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of IP addresses, there are no restrictions on how addresses are allocated. In essence,
host location is separated from host identifier so routing is transparent to end hosts and

compatible with existing commodity switches.

Recovery Scheme Supporting Multiple Failures A failure recovery scheme that sup-
ports multiple failures in the data center network is introduced. Figure 2.31 shows SDN
path configuration [2-35]. The data plane is MPLS-TP (Multi-Protocol Label Switching-
Transport Profile). MPLS-TP provides high reliability and manageability to packet switch-
ing networks, and fers strong OAM (Operational Administration and Maintenance) and
protection functions equivalent to SONEDH [2-36]. The control plane is OpenFlow,
and the control plane can setup normal paths, protection paths, and monitoring signals au-
tomatically. Therefore, SDN realizes centralized control of the overall transport network
by using high reliable MPLS-TP paths. An OpenFlow controller performs topgadfy
management, path computatisetup, and OAM monitoringpilure recovery. In path
setup, the OpenFlow controller connects to MPLS-TP switches by the OpenFlow secure
channel, and sends Flow-mod message in OpenFlow to set flow entries in the MPLS-TP
switches. The OpenFlow controller considers protection operation in path setup, packet
loss/delay in OAM monitoring, and restoration as well as protection in failure recov-
ery. Protection in path setup uses Group-mod message in OpenFlow, and the MPLS-TP
switches perform protection by referring to Group table in OpenFlow without contacting
the controller. Therefore, high-speed protection is realized. Figure 2.32 shows protection
operation in SDN.

The protection schemes using SDN technology can perform multiple recoveries ac-
cording to network information on centralized control. However, the schemes has small

problem in high-speed protection due to centralized control.
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Figure 2.31.SDN path configuration.

Comparison of Reliable Network Method in Intra Data Center Network

Table 2.5 shows a comparison of thee reliable network methods for the intra data cen-
ter network: k1 protection [2-27, 30], multiple class protection [2-32, 33], and SDN
with protection [2-34, 35]. 41 protection has problems in resource utilization and power
consumption. Multiple class protection has small problem in reliability. SDN with pro-
tection has slight diiculty with reliability. The scheme proposed in Chapter 5 [2-40, 41]
enhances resource utilization, power saving, and reliability by suspending low-priority

service rapidly upon bidirectional failure notification from a failure detecting node.

2.3 Conclusion

Based on the related technologies and work described in Sections 2.1 and 2.2, the posi-
tion of research in this dissertation has been summarized. The ultimate goal is to realize
access/intra data center networks that offer high endfigyemcy and reliability.

Figure 2.33 shows the position of the dissertation with regard to the access data center
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Table2.5. Comparison of reliable network methods in intra data center network.

Scheme Reliability Pros Cons
(Rapid Recw-
ery)
1+1 Protectiorf2-27, 30] Good Simple Opera+4 Resouce Uti-
tion lization, Power
Consumption
Multiple ClassProtection [2-|| Fair Resouce -
32, 33] Utilization
SDN with Protection [2-34,| Fair Resource UtiH -
35] lization, Power
Consumption
Proposed inChap. 5 [2-40,| Good Resource Uti- -

41]

lization, Power

Consumption
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Figure 2.32 Protection operation in SDN.

network. Approaches for energy efficiency in the access data center network are PON,
AON, optical metrgaccess integrated network. Approaches for reliability in the access
data center network are PON protection, AON protection, and optical faetess inte-
grated network protection. The proposal in Chapter 3 for high endfgyescy is based
on AON and PON; it minimizes working OLTs according to usefficaand maximizes
unnecessary switching times and ONU sleep by accelerated slot assignment [2-37].
Figure 2.34 shows the position of dissertation with regard to the intra data center net-
work. Approaches for energyfeciency in the intra data center network are optical based
data center, VM migration for power saving, and SDN based data center. Approaches for
reliability in the intra data center network are basic resilient system, multiple-class pro-
tection, and SDN with protection. The proposal in Chapter 4 for high endfigyemcy is
based on optical data center, VM migration, and SDN data center; it minimizes working

buffers and servers according to VM assignment based on VM group thresholding for
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high data center performance [2-38, 39]. The proposal in Chapter 5 for high reliability is
based on SDN based optical data center and multiple-class protection; it suspends low-
priority service rapidly on bidirectional failure notification from a failure detecting node

[2-40, 41].
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Chapter 3

|
Active Optical Network with Energy-efficient

Control

Chapter 2 introduced technologies related to researchers in this dissertation, and access
data center network technologies about power saving were illustrated. The conventional
approaches for power saving in access data center have problems in scalability and re-
source utilization, and even if the approaches satisfy the scalability and resource utiliza-
tion, they have problems in power-savingeeff and complex architecture. Chapter 3
proposes active optical network with energy-efficient control in the access data center
network [3-1]. The proposal in the access data center network minimizes working OLT
according to user tfac and maximizes unnecessary switching times and ONU sleep by
accelerated slot assignment. The accelerated slot assignment realized continuous slot as-
signment for user of most requested slot to reduce switching time and, the assignment
created vacant slots in back part for ONU sleep. The proposed scheme can reduce power

consumption by 47% as compared to PON.

3.1 Chapter Introduction

Traffic to the data center has been increasing rabidly because of cloud service develop-
ment. In the near future, ti&c to the data center will be most of fii@ in access networks
as shown in Chapter 1. In the access data center network, network architecture for power

saving is needed in order to treat increasingfita
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In the present access data center network, PON is mainly used. However, PON has a
problem about scalability and resource utilization because splitters, which only broadcast
packets, are used between OLT and ONU. Therefore, network architecture with aggrega-
tion type is needed when tiec to the data center and the number of users increase rapidly.
This dissertation focuses on the access data center network realizing higher dhergy e
ciency with larger scalability.

In PON, an OLT is deployed in a centraffice, each ONU is deployed in each sub-
scriber. Between the OLT and the ONUSs, there are splitters to connect the all ONU
with the OLT. PON needs more OLTs due to loss of splitters when the ceiffiiice ac-
commodates more subscribers. AON is proposed for accommodating more subscribers
and flexible resource assignment [3-2, 3]. In AON, the splitters are replaced by optical
switches, and an optical wavelength is divided into slots that occur cyclically. In AON, the
network transfers a content by using slots, and a network user can, in some slots, access
large bandwidth. However, AON uses many optical switches, and the switches switch in
every slot. Thus, the power consumption of AON with larger scalability is a problem.

Therefore, an energy-ettent optical slot switching network is proposed in the access
data center network. The energy-efficient switching network minimizes working OLT
according to user tfic and maximizes unnecessary switching times and ONU sleep by
accelerated slot assignment.

The rest of this chapter is organized as follows. The energy-efficient access data center
network is presented in Secti@?2 The experiments and performance evaluation of the
access data center network are shown in Se@&i8and Sectior8.4. Finally, this chapter

is concluded in Sectiof.5.
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3.2 Proposed Active Optical Network

Figure 3.1 shows a proposed access distribution network. This network well supports
content distribution in the access network. The proposed network has tree topology from
a service provider to clients through optical switches. The slot switching network con-
sists of a control plane and a data plane, and it synchronizes the devices in the network.
The control plane employs the GMPLS (Generalized Multi-Protocol Label Switching)
[3-4, 5] extension protocol and reserves optical slots based on [3-6]. GMPLS is a set of
network control protocols to envision a next generation high performance transport net-
works. Unlike TDM (Time Division Multiplexing), GMPLS enables the slot switching
network to reserve and release slots dynamically, and it realizes the distributed control of
optical switches in the network.The data plane is an all optical network based on the PLZT
optical switches manufactured by Nozomi Photonics (present EpiPhotonics) [3-7]. This
product is the result of a collaboration between Keio University and Nozomi Photonics.
The switch device specifications of this product were designed through the collaboration
of Keio University and Nozomi Photonics. Nozomi fabricated the switch device, and the
switch subsystem was developed by Keio, who also made the controller of the switch sub-
system, and the protocol controller for multiple switch systems. Frames are used in the
data plane, and each frame has several slots. The data is transferred by using slots. In this
section, the optical slot reservation by GMPLS extension protocol and the slot switching

by PLZT high-speed optical switch are explained.

3.2.1 Accelerated and Tentative Reservation

The TDM-LSP (TDM-Label Switched Path) scheme in RSVP-TE (Resource reSerVa-
tion Protocol-Traffic Engineering) [3-8] is extended, and optical slot reservation is real-

ized. RSVP-TE is standardized as the GMPLS signaling protocol.
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Figure 3.1.Proposed access distribution network.

Figure 3.2 shows an example of slot reservation in the slot switching network. Each
vertical line is a time line, and each time line is divided into frames consisting of sev-
eral slots. In Fig. 3.2, the number of slots in a frame is 3. It is assumed that Service
Provider receives a content request from Client A. Service Provider sends a PATH mes-
sage for Client A after receiving the request. Intermediate Nodes receiving the PATH
message confirm whether there are vacant slots. If there are vacant slots, Intermediate
Nodes store the information about vacant slots and send the PATH message to the next
node. Upon receiving the PATH message, Client A selects Slot 2, the earliest slot among
all available slots on all the links of the route, and sends a RESV message for Service
Provider. Intermediate Nodes receiving the RESV message reserve Slot 2 and send the
RESV message to the next node. Each Intermediate Node maintains information about
the reserved slots and the corresponding output port in the PLZT switch. Upon receiving

the RESV message, Service Provider transfers the content by using the reserved slots in
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Figure 3.2.Example of slot reservation in the slot switching network.

each frame. Service Provider sends a Path Tear Down message for Client A and releases
the slots after finishing content transfer. Each Intermediate Node sends a switch control
signal to the PLZT switch based on the information about the reserved slots and the cor-
responding output port. Each PLZT switch selects an output port based on the switch
control signal. In Fig. 3.2, Intermediate Node 2 receives a RSVP signal in the first frame
and reserves Slot 2 in the next frame. In the second frame, The switch controller send the
switch control signal to the PLZT optical switch in the guard time between Slot 1 and 2
based on the information about the reserved slot, and the PLZT switch switches from Port
2 to Port 7. The switch in Intermediate Node 2 switches from Port 2 to Port 7. Therefore,
Client A can receive the content in Slot 2.

The proposed scheme applies the accelerated and tentative slot reservation technique if
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Figure 3.3.Basic slot reservation in the slot switching network.

there are vacant slots in the next frames. First of all, the basic slot reservation technique
is explained in the intermediate node of the slot switching network. Figure 3.3 shows the
basic slot reservation method. The number of clients is 8, and the number of slots in a
frame is 8. In the basic slot reservation method, the proposed scheme receives the RSVP
signal in a frame and reserves slots in the next frame. In Fig. 3.3, the proposed scheme
receives the RSVP signals from Client A, C, and B, in that order and reserves slots in the
next few frames on a first-come-first-served basis. The scheme allocates a slot in a frame
for clients in order to guarantee the minimum bandwidth. If the network bandwidth is 10
Gbps, the proposed scheme can guarantee about 1.25 Gbps for all clients in Fig. 3.3.
Next, the accelerated and tentative slot reservation method is explained in the interme-
diate node. Figure 3.4 shows the flowchart of the accelerated and tentative reservation
method, and Figure 3.5 shows the flowchart of data transfer. In Fig. 3.4, vacant slots in-
clude the slots tentatively reserved to cover the case of accelerated reservation in order to
increase the success probability of accelerated reservation. Accelerated reservation is per-
formed in the next frame, and tentative reservation is performed in the following frames.
Therefore, the reservation range of accelerated reservation is smaller than that of tentative
reservation. Each switch system has a related table to release the reserve slots when the

tentative reserved slots are used for data transfer, as shown in Fig. 3.5.
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Figure 3.5.Flowchart of data transfer.

Figure 3.6 shows an example of accelerated reservation and tentative reservation. First,
the accelerated reservation is explained. As in basic slot reservation, the number of clients
is 8, and the number of slots per frame is 8. In Fig. 3.6, the proposed scheme receives
RSVP signals from Client A, B, and C. Client A requests 10 slots, Client B requests 6
slots, and Client C requests 3 slots. After receiving the RSVP signals, the scheme reserves
slots in the next frame. The order of slot reservation follows the number of slots requested
by clients. In Fig. 3.6, Client A requests the most slots, and so its slot is assigned after
those of the other clients. This is because the scheme reduces unnecessary switching
between slots by reserving continuous sequences of slots for the same client. The scheme
checks for vacant slots in the next frame. If there are vacant slots, the slots for the client
that requested the most slots are accelerated. In this figure, the slots for Client A are

accelerated. Accelerated reservation shortens the delay.
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RSVP Resv from Client A, B, and C,
Client A requests 10 slots, Client B requests 6 slots, Client C requests 3 slots

(1) Reserve the slots in the next frame, Slot for Client A (most request)
is assigned after the slots of other clients. Check the vacant slots.

T Vacant slots <—S|9t
Present frame Frame

(2) If vacant slots, slots for Client A are accelerated.

. 2

(3) Compare the slots remained for Client A with the slots for Client B.
Slot for Client B (more slot remained) is assigned after the slots of other clients.
Check vacant slots till the last reserved slot for client B.

Vacant slots

(4)If vacant slots, consider tentative reservation. From third reserved slot
to last reserved slot for Client B, the object of tentative reservation.

Vacant slots used by . . .
tentative reservation l Object of tentative reservation

(5) Tentative reservation is performed. Tentative reservation is released if
other reservation in the next frames.

CABEEEE IC

Figure 3.6.Accelerated and tentative slot reservation.
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Next,the tentative reservation is explained. The proposed scheme compares the number
of slots remaining for the accelerated client with the number of slots for the client that
requested the second most slots. The slot for the client that has more remaining slots is
assigned after those of the other clients in the next frames for tentative reservation. In this
case, Client A has 4 remaining slots, and Client B has 5 remaining slots, so the slot for
Client B is assigned last. The scheme repeats the vacant slot checking process up to the
last reserved slot for the client that has more remaining slots. If there are vacant slots, the
proposed scheme performs tentative reservation. The reserved slots after the vacant slots
assigned to tentative reservation are the targets of tentative reservation. In Fig. 3.6, 4 slots
for Client B after the vacant slots are the targets of tentative reservation. Next, tentative
reservation is performed. In tentative reservation, slots of only one client are targets of
tentative reservation. This is because the implementation of the method is made simple as
much as possible. If there is other reservations in the next frames, the tentative reserved
slots are released. If the tentative reserved slot are used for data transfer, the reserved slot
corresponding to the tentative reserved slot is released. Tentative reservation can reduce
the delay as can accelerated reservation. Here, the accelerated and tentative reservation
method will require signaling overhead. However, the method reserves slots not in the
present frame, but in the next frames. Therefore, the signaling overhead in the method
does not have a major impact on delay in the proposed system.

Therefore, the proposed scheme can support client reservation flexibly, reserve slots
efficiently, and shorten the delay. The proposed scheme applies the rule that the client
requesting the most slots is assigned acceleration slots. This seems to be unfair to the other
clients, however, all clients can use at least one slot in a frame in order to guarantee the
minimum bandwidth. The proposed scheme can satisfy fairness in terms of the minimum
bandwidth. In addition, the proposed scheme can reduce unnecessary switching between

slots by reserving continuous sequences of slots for the same client.
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Figure 3.7.Energy-efficient control in access data center network.

3.2.2 Energy-efficient Control in Access Data Center Network

The proposal for high energy efficiency in access data center network controls OLT,
optical switches and ONUs. The energy-@éint network aggregates OLT and performs
accelerated and tentative slot assignment under optical slot switching condition in order
to reduce unnecessary switching and working ONUs. OLT aggregation saves power about
OLT. Accelerated and tentative slot assignment saves power about switches and ONUS.

Figure 3.7 shows energyieient control in access data center network. The pro-
posed scheme performs power control in every frame. First, each ONU requests slots.
Next, the scheme controls the number of L-OLT (Logical OLT) according to the request.
The scheme assigns slots by accelerated tentative reservation. Finally, the scheme sleeps
ONUs according to the slot assignment.

Therefore, the proposed scheme realizes energyiegttiaccess data center network.
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3.2.3 Implementationof Slot Switching

In the slot switching network, optical switches are used as relay points. In order to
realize the slot switching network, it is very important which switch is used. First of all,
we consider the MEMS switches are applied for the slot switching network. The MEMS
switch is widely used as optical switch and can have a large switch size. However, the
switching time of the MEMS switch is several hundred msec. The slot switching network
largely depends on the switching time of optical switch. In the proposed network, the slot
size is supposed to hes order if the network user transfers several kbyte data in a slot
through 10 Gbps network. If the MEMS switches are used in the slot switching network,
the large guard time needs to be put between slots by considering the switching time as
shown in Figure 3.8 (a). The guard time is msec order in case of the MEMS switch.
Therefore, the guard time almost equals the slot size and causes the overhead in the slot
switching network. Thus, the MEMS switch is not suitable for the slot switching network.

The PLZT high-speed optical switch is applied for the slot switching network. PLZT
has the advantages of polarization independence, the switch size, and power consumption.
The switching time of the PLZT optical switch is less than 10 ns. If the PLZT switch is
used in the slot switching network, the very small guard time has only to be put as shown
in Figure 3.8 (b). The guard time is nsec order in case of the PLZT switch. Therefore,
the network user can use bandwidthi@ently because the PLZT switch can reduce the
guard time as compared to the MEMS switch. Thus, the PLZT switch is suitable for the
slot switching network.

Figure 3.9 shows the bandwidtlffieiency in the slot switching network. In Fig. 3.9,
the guard time between slots is twice the switching time. The guard time of MEMS switch
is 200 ms, and The guard time of PLZT and SOA is 20 ns in Fig. 3.9. The bandwidth
efficiency is defined as

slot size
slot size+ guardtime’

(3.1)
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Figure 3.8.Effect of the guard time between slots.

Table 3.1. Slot size for déirent combinations of bitrate and guard time.

bitrate/ slot size| 10us | 100 ms
100 Mbps 125B | 1.25 MB
10 Gbps 12.5kB| 125 MB

Fig. 3.9shows that the MEMS switch reduces the bandwidiitiency at short slot
sizes because of the overhead of the guard time. The PLZT and SOA switches achieve
good bandwidth efficiency even with the short slot sizes because they allow the guard
time to be greatly reduced. Table 3.1 shows the slot size as a function of bit rate and
guard time. From Table 3.1, slot sizesusfec order are desirable for a 10 Gbps network
given the number of bytes in a slot. This confirms that the PLZT switch should be applied

to the slot switching system for a high-speed optical network rather the MEMS switch.
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Figure 3.9.Bandwidth dficiency in the slot switching network.

3.3 EXxperiments

In this section, the experiments of the slot switching network are explained. In this
study, to realize the slot switching network, a PLZT optical switch system with a GMPLS-
based controller is developed. A pulse pattern generator is used to activate the PLZT
optical switch. So, the developed switch system has enabled us to control the PLZT
optical switch from GMPLS-based PC. And it is assumed that we the proposed network is
applied for the access network, and the distribution network is implemented. It is assumed
8N users, andN is the number of the stage of switch system. Besides, the proposed
network is compared with PON. And the performance evaluation of the accelerated and

tentative slot reservation is discussed according to the computer simulation.
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Figure 3.10PLZT optical switch system with the GMPLS-based controller.

3.3.1 PLZT Optical Switch System

In order to realize the proposed slot switching network, The PLZT optical switch sys-
tem with the GMPLS-based controller is developed. The developed switch system is the
result of a collaboration between Keio University and Nozomi Photonics. Figure 3.10
shows the switch system with the controller. The system consists of a control unit and an
optical switch unit. The control unit is a Linux-based PC with GMPLS software and is
connected to the optical switch unit via a serial link. Figure 3.11 shows a block diagram
of the system. The optical switch unit consists of an ultra-high speed driver board, a fast
driver, and an optical switch body. The driver board includes an FPGA that has a pair of
4000 pattern memory banks. It reads and writes the banks based on signals from the con-
troller and sends the appropriate switching pattern signal to the fast driver. The fast driver
sends switch signals to the switch body upon receiving signals from the driver board.

The operation of this system is explained when the system receives an RSVP signal.

The system gets the absolute time information or frame information from the service
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Figure 3.11Block diagram of the switch system.

provider that is the root of the access network. However, in this prototype switch system,
the information is distributed from the master switch system, the root of the switch system.
In addition, each switch is synchronized by the frame edge trigger signal from the master
switch system in the guard time between slots. This guard time is determined by the
switching time and propagation delay among switches. The protocol controller receiving
the RSVP signal from the GMPLS network converts the signal into a signal that the optical
switch unit can receive. The controller sends the converted signal to the driver board in
the optical switch unit via the serial link. The driver board receiving the converted signal
stores the reservation information in the memory banks. When the time comes that the
slot is assigned, the optical switch unit reads the reservation information from the memory
banks and sends the information to the optical switch. The optical switch knows which
port the system switches to from the information, and the switch system can switch to the

desired port according to the information, and the switch system can switch to the desired
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Table3.2. Specifications of the switch system.

item numerical alue
Switch Size 1x8
Switching Speed about 10ns
Switch Loss about 12dB
Crosstalk about -30dB
Extinction about 15 20 dB
Bit Error Rate | < 10°° ( Paver > -30 dBm)
Slot Number 4000 Configuration
Slot Period From 1Hz to 100 MHz
Memory Bank | 2 banks(Switch in 1 clock)

port inthe guard time according to the information. This is the operation of this switch
system. Therefore, the proposed switch system can activate the switch by slot according
to an extended RESV message from the GMPLS control plane.

Table 3.2 shows the specifications of the serial communication and the switch system.
The typical insertion loss of 1x8 switch is 12 dB including 3 dB waveguide loss, 6 dB
electrode loss, and 3 dB coupling loss. With a modified device structure to minimize the
electrode loss, the loss will be reduced to 6 dB in the near future. The extinction ratio of
the 1x8 switch is about 15-20 dB. The bit error rate is lower thar! shen the output
power exceeds -30 dBm. In Table 3.2, 1 configuration means a 24-bit switch control
signal and 1 memory bank can store 4000 configurations. In addition, the table shows
that the system has two memory banks. This enables the system to write a switch control
signal in one bank while reading the other bank. When the controller board receives a new
slot reservation signal, the two memory banks enable the system to write the reservation
signal without having to stop reading the bank. Therefore, the system can realize slot

switching without a break.
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Figure 3.12 Experimental network of the slot switching network.

3.3.2 Experimental Network

Figure 3.12 shows the setup used to implement the slot switching network. In the
experimental network, there are a server and three clients. The experimental network has
tree topology from the server to the clients through the switch systems. Each PC is a
Linux-based PC with GMPLS software. The server and clients all use a newly developed
1.5 um optical NIC (Network Interface Card). Each Control PC is a control unit of the
switch system. Each optical SW, the optical switch unit of the switch system, is a 1x8
switch. The network synchronizes the switch systems by connecting the systems via
a synchronization cable. The synchronization cable is a serial cable that transfers the
information needed for to synchronize the switch systems.

Figure 3.13 shows an experimental result of the slot switching network. Initially, the
slots are reserved for Clients B, A, and C, in that order. Note that the time line is the
reverse of the time line shown in Fig. 3.1. Pictures in Fig. 3.13 show the optical waveform
measured by an oscilloscope. The second slot for Client A is assigned, and you can see

that its optical signal is received in the second slot by Client A. You can also see that
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Figure 3.13 Experimental result in the slot switching network.

Client B receives its optical signal in the first slot and Client C receives its optical signal

in the third slot. Figure 3.14 shows the switching waveform during the guard time. Fig.
3.14 shows that the switching time of the experimental system is 12.5 ns. This value
includes measurement system factors such as the response time of the oscilloscope. The
O/E conversion needed to display the waveform on the oscilloscope wibetd #ne rise-

up time. The best rise-up time of the same switch device is less than 10 ns as reported
in [3-9]. The experimental result confirms that the optical slot switching network can be

realized.

3.4 Performance Evaluation

In this section, the scalability and power saving are evaluated in the proposed scheme.
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Figure 3.14.Switching waveform during the guard time.

3.4.1 Comparison with PON in Scalability

As described above, the proposed slot switching network well supports content distri-
bution in the access network. This network is called SDSN (Switched Distribution Slot
Network). SDSN is compared with PON in terms of the scalability. PON uses splitters in
place of optical switches. The loss in the splitter is big because the splitter broadcasts the
optical signal. For example, the loss is at least 9 dB if the splitter has 8 branches. SDSN
uses optical switches. The loss in the PLZT optical switch is 6 dB and is smaller than that
in the splitter because the optical switch switches only to desired port [3-7]. Figure 3.15
shows how many subscribers a service provider covers in terms of loss. It is assumed a
1x8 switch in SDSN. This figure shows that SDSN can cover many more subscribers than
PON. If the permissible loss of switches or splitters is 18 dB, SDSN can handle over 500
subscribers while PON can handle only 64 subscribers. Moreover, SDSN can realize a
transparent and secure network because the service provider in SDSN sends data to just
the client requesting it.

SDSN has the advantages of larger coverage area and stronger security. The former
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Figure 3.15.Scalability of PON and SDSN.

allows the number of service providers needed to be reduced. Moreover, rather than
splitting and broadcasting the data, SDSN sends the data to just the client requesting it.
Therefore, SDSN is suitable for content distribution in the access network. Meanwhile,

PON has the advantages of low cost and broadcast service. It is important to use these

two schemes as the situation demands.

3.4.2 Evaluation of Accelerated and Tentative Slot Reservation

The accelerated and tentative slot reservation scheme is compared with the basic slot
reservation scheme according to the computer simulation. The number of slots in a frame
is the number of clients. Slot size is 8. The data size is uniformly distributed from
1 to 5 slots. Figure 3.16 shows the delay versus the load in slot reservation. In Fig.
3.16, the number of clients is 8. The delay is defined as the time from when slots for a
client is reserved until data transfer is terminated, and the load is defined as the generation

probability of calls in one slot. From Fig. 3.16, the accelerated and tentative reservation
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scheme reduceke delay compared to the basic reservation scheme under low load. This

is because the accelerated and tentative reservation scheme accelerates reservation and
performs tentative reservation if there are vacant slots in the next frames. The figure also
shows that the dlierence between the accelerated and tentative reservation scheme and
the basic reservation scheme becomes small as the load increases. This is because the
number of vacant slots becomes small, which weakens the advantage of the accelerated
and tentative reservation scheme. Therefore, the proposed scheme can shorten the delay.

The data size and the number of clients are discussed. Figure 3.17 shows the delay
versus the data size. The slot size isistand 12.5 kByte in 10 Gbps networks, as shown
in Table 3.1. The data size corresponds to the number of slots. The data size 1 means
12.5 kByte in 10 Gbps networks. In Fig. 3.17, the load is 0.25 and the number of slots in
a frame is 8. Fig. 3.17 shows the difference in delay between the two schemes increases
with the data size. This is because large data is more likely to be the target of accelerated
and tentative reservation. Figure 3.18 shows the delay versus the number of clients. In
Fig. 3.18, the load is 0.25. Fig. 3.18 shows that the delay increases with the number
of clients. This is because the number of slots in a frame increases with the number of
clients; the two slots assigned to the same client in two sequential frameffsethy
a larger amount of time. However, tentative reservation has more vacant slots to utilize
which makes the proposed scheme mdfective.

Figure 3.19 shows the frequency of switching versus the load in slot reservation. The
number of slots in a frame is 8. The frequency of switching is defined as the probabil-
ity of performing slot switching between slots. Fig. 3.19 shows that the accelerated and
tentative reservation scheme reduces the frequency of switching compared to the basic
reservation scheme under low load. This is because the accelerated and tentative reser-
vation scheme reserves continuous sequences of slots for the same client. At and above

medium loads, the two schemes have basically the same frequency of switching. This is
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Figure 3.18 Delay versus the number of clients (Load:0.25).

because there are few vacant slots available for performing tentative reservation. Overall,
the proposed scheme can reduce the frequency of unnecessary switching between slots

and utilize the bandwidth moredfiently.

3.4.3 Evaluation of Power Consumption in Access Data Center Net-

works

This subsection compares power consumption in access data center networks. Figure
3.20 shows comparison of power consumption in access data center networks. Table 3.3
shows power consumption of devices. Power consumption of switch with less switching
means that based on the result from Fig. 3.19. From Fig. 3.20, the proposed scheme can
reduce power consumption by 47% as compared to PON. This is because the proposed
scheme minimizes working OLT according to userfifitaand maximizes unnecessary

switching times and ONU sleep by the accelerated slot assignment.



Chapter 3 90

1 . : & &
A
0.8 - O -
(o)) A
=
=
2 o6l © -
= A
wn
S O
5 A
c L _
o
T A ©
0.2+ © A Basic Reservation -
O Accelerated and Tentative Reservation
0 | | | | |

0 0.1 0.2 0.3 0.4 0.5 0.6
Load

Figure 3.19Frequency of switching versus the load in the slot reservation.

Table 3.3. Power consumption of devices (user: 512).

Device \ W ‘
OLT 400
ONU 5
Switch (1x8) 25.0
Switch (1x8)with less switching 18.8
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Figure 3.20.Comparison of power consumption in access data center networks.

3.5 Conclusion

Chapter 3 proposed active optical metimgess network with energy-efficient control.
The proposal for high energyfficiency in the access data center network minimized
working OLT according to user tfiic and maximized unnecessary switching times and
ONU sleep by accelerated slot assignment. The accelerated slot assignment realized con-
tinuous slot assignment for user of most requested slot to reduce switching time and, the
assignment created vacant slots in back part for ONU sleep.The proposed scheme reduced

power consumption by 47% as compared to PON.



92

References

[3-1]

[3-2]

[3-3]

[3-4]

[3-5]

[3-6]

M. Hayashitani, T. Kasahara, D. Ishii, Y. Arakawa, S. Okamoto, N. Yamanaka,
N Takezawa, and K. Nashimoto, “GMPLS-based optical slot switching access-
distribution network with a 10 ns high-speed PLZT optical switch,” Journal of

Optical Networking, vol.7, no.8. pp744-758, Aug. 2008.

T. Nomura, H. Ueda, T. Tsuboi, and H. Kasai, “Development of New Optical
Access Network System Based on Optical Packet Switches,” in Proc. ECOC,

no.4.4.3, Sept. 2007.

M. Hayashitani, T. Kasahara, D. Ishii, Y. Arakawa, S. Okamoto, N. Yamanaka, N
Takezawa, and K. Nashimoto, “Design and Implementation of GMPLS-Based Op-
tical Slot Switching Access-Distribution Network Using PLZT Ultra-High Speed
Optical Switch,” in Proc. OFC, no. OWC4, Ahaheim, CA, Mar. 2007.

E. Mannie. ed., “Generalized Multi-Protocol Label Switching (GMPLS) Archi-

tecture,” IETF RFC 3945, Oct. 2004.

T. S. ElI-Bawab, “Generalized Multi-Protocol Label Switching (GMPLS): In Quest
of Data and Transport Integration,” Proc. Globecom 2004 Workshops, pp.343-344,
Dallas, USA, Dec. 2004.

T. Kasahara, M. Hayashitani, D. Ishii, and N. Yamanaka, “Optical Slot Switching

Architecture based on dynamic path setup using ultra-high speed PLZT optical



Chapter 3 93

[3-7]

[3-8]

[3-9]

switch,” in Proc. International Symposium on Contemporary Photonics Technol-

ogy (CPT) 2007, no.G-1, pp.67-68, Tokyo, Japan, Jan. 2007.

EpiPhotonics,

http://epiphotonics.com/products.html

L. Berger, ed., “Generalized Multi-Protocol Label Switching (GMPLS) Signal-
ing Resource ReserVation Protocol-Traffic Engineering (RSVP-TE) Extentions,”

IETF RFC 3473, Jan. 2003.

K. Nashimoto, N. Tanaka, M. LaBuda, D. Ritums, J. Dawley, M. Raj, D.
Kudzuma, and T. Vo, “High-Speed PLZT Optical Switches for Burst and Packet
Switching,” in Proc. Broadband Networks, pp.195-200, Boston, USA, Oct. 2005.



94

Chapter 4

Buffer and VM Control for Energy-e flicient

Intra Data Center Network

Chapter 2 introduced intra data center network technologies about power saving were
illustrated as well as the access data center network technologies. The conventional ap-
proaches for power saving in intra data center have problems in realizing technologies
under optical-based routers. Chapter 4 proposes optical enfirggsd intra data center

with buffer and VM control [4-1, 2]. The proposal for high energy efficiency based on the
optical data center realizes minimizes working buffers and servers according to VM as-
signment based on threshold in VM groups under high data center performance. The VM
assignment had VM aggregation for power saving and distribution for high data center
performance. The proposed scheme can reduce network power consumption by 40% and
server power consumption by 59% as compared to the conventional HOPR-based data

center.

4.1 Chapter Introduction

Traffic in the data center has been increasing rabidly because of cloud service devel-
opment. 70% of tréic in the data center flows within the data center network as shown
in Chapter 1. In the intra data center network, network architecture for power saving is
needed in order to treat increasingfi@

In the present intra data center network, electrical switches and routers are usually
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used. Havever, in the data center based on electrical technologies, power consumption
increases rapidly when the traffic within the data center network increases. Therefore,
optical technologies which can realize power saving and larger scale network for the data
center are needed in order to treat increasin@i¢ran the intra data center network. This
dissertation also focuses on the intra data center network realizing power saving with high
data center performance.

Current intra data center network is facing technical challenges of high power con-
sumption due to large volume electrical switches in core part of data center network. The
power consumption of Cisco Nexus 7000 commonly used in the data center network is
2.5 WGbps [4-3]. Electrical routers are the major contributors to power consumption in
intra data centers, where the power scales up as the size of the intra data center network
increases. The low latency is crucial for intra data center networks because analysis of
big data, based upon real-time CEP, will be performed by exchanging huge quantities of
data on the intra data center network.

The power consumption of optical switch is a few dozen mW/Gbps. Therefore, it
leads lower power consumption to deploy more optical switches in networks [4-4]. Some
groups proposed architecture of the data center network with optical switch technologies
[4-5, 6, 7, 8, 9, 10]. In the technologies, HOPR-based data center network is proposed
[4-11]. HOPR has an electrical buffer based on CMOS in order to avoid packet contention
and treat long hops due to optical power attenuation.

In addition, VM migration schemes are proposed as power saving schemes in the intra
data center network [4-12, 13]. A scheme turfisumused links and switches by select-
ing switches which must be turned on according to performance of data center network
and fault tolerance. However, the scheme turn$iés and switches by monitoring only
traffic, and does not save power in the data center network by considering VM situation

in servers. Other scheme turn® switches by considering VM situation in servers. How-
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ewer, it is assumed that only one VM in a server works. In real data center, multiple
VMs in a server works forféicient use of servers. These schemes use fat-tree topology
which needs switches with many ports in performance evaluation, and do not consider the
network based on HOPR which does not have many ports.
Therefore, an energyfecient intra data center network is proposed. The proposed en-
ergy efficient intra data center network minimizes workingdxstiind servers according
to VM assignment based on threshold in VM groups under high data center performance.
The rest of this chapter is organized as follows. The proposed scheme is shown in
Section4.2, and performance of the proposed scheme is explained in Sdc8iof his

chapter is concluded in Sectidr.

4.2 SDN Based Data Center with Bffer Control

In this section, a control scheme of HOPR-based green data center network by consider-
ing VM situation is proposed. The proposed scheme performs VM aggregation according
to threshold by network controller, and turn§ the unused buffers when servers under
the HOPRs do not work. The scheme also performs VM distribution according to thresh-
old in order to prevent from reducing performance of data center due to exceeding VM
aggregation. In addition, the scheme sets VM groups and limits the number of hops in
VM migration by considering overhead of VM migration and connection between VMs
providing the same service. The network controller controls (turns offtpthe buffers
after it performs VM aggregation and distribution according to group constraint.

The propose scheme realizes green data center network with high performance of data
center. Power control of HOPR buffer is explained. Next, VM aggregation and distri-
bution considering VM groups are explained. Finally, VM aggregation, distribution, and

buffer control are shown.
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4.2.1 Power Control of HOPR Buffer

Figure 4.1 shows buffer control in the proposed scheme. The network controller con-
firms that all servers under a HOPR do not work, and turnsheffHOPR buffer. The
power consumption in buffer is two-thirds of that in HOPR. Therefore, it has great impact
on power consumption to turrfficche buffer. HOPR can forward packets even when the
buffer is turned offConventional electrical switches in data center cannot forward pack-
ets when the bufter is turned oftf. Therefore, the network controller in HOPR-based data
center can perform VM migration flexibly for aggregation of VM with low power con-
sumption. This is because packets between VMs are transferred flexibly for VM migration
in HOPR-based data center network. Figure 4.2 shows an example of VM migration. In
the proposed scheme, the network controller configure Express Path between HOPRs for
VM migration. Express Path means optical path in HOPR-based network, and occupies
bandwidth between HOPRs. The network controller performs VM migration after con-
figuring Express Path. The controller confirms that VMs under the HOPR which is the

source of VM migration do not work, and turnf the HOPR bder.

4.2.2 VM Aggregation and Distribution Considering VM Groups

Lower power consumption in data center network is expected by turrirgiders in
the proposed scheme. However, performance of data center is degraded because higher
load concentrates on servers under HOPR which buffer is turned on. Therefore, the pro-
pose scheme performs VM distribution as well as VM aggregation in order to prevent
from avoiding exceeding VM aggregation. Figure 4.3 shows a policy of VM aggregation
and distribution. The proposed scheme sets each threshold for VM aggregation and distri-
bution, and makes a decision about VM aggregation and distribufibnis the threshold

for VM aggregation, and hy is the threshold for VM distribution. VM groups are defined
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Figure 4.1.Buffer control in proposed scheme.

in order to set range of VM migration. The number of hops between VMs is limited by
applying VM groups. The VM groups are explained as below.

The purpose of VM aggregation is power saving of data center network. From Fig.
4.3 (a), the proposed scheme performs VM migration for aggregation Rbn(PM:
Physical Machine), source of VM, ®M;, destination of VM, whei®p (i), the operation

rate ofPM;, is less tham h,. The operation rate @M, is defined as
N
Opm(i) = ) Ovwm(i, DU, ).
=1

N is the number of working VM irPM;, Oy (i, j) is the operation rate of M; in PM;,
andU(i, j) is the CPU usage of M; in PM;. Table 4.1 shows parameters in the proposed
scheme.

The purpose of VM distribution is performance retention of data center. From Fig. 4.3

(b), the proposed scheme performs VM migration for distribution fRiv to PM; when
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Figure 4.2.Example of VM migration.

Opwm(i) is more thanT hy.

The proposed scheme defines VM groups in order to set range of VM migration. A

groups of VMs realizes one service for a user. For example, VMs of Web server, Appli-

cation server, and DB servers are defined as a VM group in case of the Web. The network

controller limits the number of hops for VM migration by setting VM groups in order to

Table 4.1. Parameters in proposed scheme.

Thy
Thy
Opm(i)
Ovm(i, J)
U(i, j)

Threshold fo’vM aggregation
Threshold foVM distribution
Operation ratef PM;
Operation rat®f V M; in PM;
CPU usagef VM; in PM,
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i,
",

HOPR
Tha = 50%

Opm(i) = 20%

PMi PM;
(a) Aggregation case (Opm(i) < Tha)

Thda = 70%

Oem(i) = 80%

PMi PM;
(b) Distribution case (Opu(i) > Thd)

Figure 4.3.Policy of VM aggregation and distribution.

put VMs in near PMs. Figure 4.4 shows an example of VM groups. The number of hops
in VM Group 1 is limited to 2, and that in VM Group 2 is limited to 3 for VM migration
in Fig. 4.4. The proposed scheme can reduce link resource occupied by Express Path and

delay for communications between VMs by limiting the number of hops.

VM groupl VM group2

VM can move
within 3 hops on

VM cannot move
over 3 hops on

within 2 hops on
HOPR )

HOPR

[VM can move

Figure 4.4.Example of VM groups.
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4.2.3 VM Aggregation, Distribution, and Buffer Control

Figures 4.5 and 4.6 show flowcharts of the proposed scheme in VM aggregation and
distribution. Here, the relationship betwe€h, andT hy is assumed td h, < Thy. Each

PM in the data center has a unique number, and Each VM in a PM has a unique number

for management.

First, the operation of VM aggregation andfar control is explained.

1. Determine ifOpy(i) is less thanT h,. SearchPM; treating one or more working
VMs in a VM group if Oppm(i) is less tharTl h,. Perform VM distribution ifOp (i)

is more tharl hy (See Fig. 4.6).

2. Determine ifOpy(]) is less thanl hy. Move all VMs in PM; to PM; if Oppm(]) is
less tharT hy. Here,Opy(j) shows the operation rate after VM aggregation. Search

PM; again in the VM group iOpy(]) is more thar hy.

3. Check if there is working PM under HOPR whd?®/; exists. Turn offa HOPR

buffer if there is no working PM.
Next, the operation of VM distribution and fiar control is explained.

1. Determine ifOpy(i) is more thanT hy. SearchPM; treating one or more working
VM in a VM group if Opy(i) is more thanT hy. Process is finished ®pp(i) is less

thanT hy.

2. Determine ifOpp(]j) is less thanT hy. Move VMs until Opy(i) is less thanT hy if

Opwm(]) is less tharl hy. Here,Opp(j) shows the operation rate after VM distribu-

tion.

3. Checkif all PM in the VM group are applied for VM distributionQky(j) is more
thanT hy. Return to Step 1 if there are PM not applied for VM distribution. Search

PM; again.
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Figure 4.5.Flowchart of proposed scheme in VM aggregation.
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Figure 4.6.Flowchart of proposed scheme in VM distribution.

4. Checkifthere are non working PRMy, in the VM group when all PM are applied

for VM distribution.

5. Check status of PM which is under the HOPR vt if PM exists. Turn on the

HOPR bufer if there are no working PM under the HOPR.

6. Move VMs in PM; to PM until Opp(i) is less thanT hy regardless the result of

previous step.

The network controller searches PM in ascending order in the first step for easy imple-
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mentation. Theontroller also searches VM in a PM in ascending order.
The proposed scheme maintains data center performance under green data center net-

work by performing VM aggregation and distribution according to VM status.

4.3 Performance Evaluation

In this section, the power consumption in data center network and data center perfor-
mance are evaluated in order to confirm that the proposed scheme realize green data center

network under high performance of data center.

4.3.1 Evaluation Condition

Table 4.2 shows simulation parameters. Here, a 2D torus topology is used for the
evaluation. The 2D torus topology has four input and output ports. ffeet®f green data
center network is evaluated as the number of working buffers which occupy large part of
power in HOPR. The number of responses per second in a PM is defined as performance
of PM, and the total of each PM performance is defined as data center performance [4-14].

The performance dP M, is defined as

N
Pem() = min(y  Pum(i. j). M).
j=1

Here,Pym(i, j) is the performance o M; in PM;. N is the number of VMs iPM;. M is

the upper bound in performance®M;. Figure 4.7 shows the performance of VM versus
operation rate of VM. The operation rate of VM is assumed to be the CPU usage of VM.
the VM performance is defined as the number of responses per second as shown in Fig.
4.7. The VM performance are proportional to the operation rate of VM. However, the

VM performance has upper bound like the PM performance.
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Table4.2. Simulation parameters.

Parameter Value

HOPR (ecept Core Router) 100
ToR switch per HOPR 10
PM perToR 10
Max VM per PM 4

Max performancen PM 2,500 respongsec
Max performance in VM 800 respongsec

VM group 50

Max hopin VM group 7
Max (Min) VM in VM group 50 (25)
Topology 2D torus

4.3.2 Ewluation about Power Saving

Figures 4.8 and 4.9 show the number of working bufter versus average operation rate of
VM. Fig. 4.8 shows the number of working buffers whehy is 75%, and Fig 4.9 shows
the number of working buffers whdrhy is 90%. Here, the proposed scheme is compared
with a conventional scheme which does not tuff ldOPR buffers regardless of VM
status. From Fig. 4.8, the number of working buffers is reduced Whgmcreases. This
is because HOPRs where no servers are working increases through the influence of VM
aggregation whefl h, increases. The proposed scheme can reduce power consumption
of HOPR-based data center network by up to 40% when the operation rate of VM is 50%,
and the power consumption in fber is two-thirds of that in HOPR. In this case, HOPRs
whose buffer is working is 40% of the total HOPRs, and minimum value as shown in
Fig. 4.8. Thus, the proposed scheme can tdfrH®PR buffers by up to 60% in case
of Fig. 4.8. Therefore, the scheme can reduce the power consumption of HOPR-based
data center network by 60%% = 40%. FromFig. 4.9, the number of working buffers

is reduced whel h, increases. In addition, the number of working buffers does not
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Figure 4.7 Performance of VM versus oparation rate of VM.

change even wheiihy changes as shown in Fig. 4.8 and Fig. 4.9. This is because
the network controller performs VM distribution by searching HOPRs whose buffer is

working preferentially.

4.3.3 Evaluation about Data Center Performance

Figures 4.10 and 4.11 show the data center performance versus average operation rate
of VM. Fig. 4.10 shows the performance wh&h, is 25%, and Fig. 4.11 shows the per-
formance whe h, is 50%. From Fig. 4.10, the data center performance of the proposed
scheme is going on that of the conventional scheme \iigrdecreases. Especially the
data center performance of the proposed scheme is the same as that of the conventional
scheme whefT hy is 60%. This is because the proposed scheme can perform VM dis-
tribution before the total VM performance per PM reaches the upper bound of the PM
performance. From Fig. 4.11, the data center performance of the proposed scheme is
going on that of the conventional scheme widg decreases. In addition, the data cen-

ter performance does not change even whanchanges as shown in Fig. 4.10 and Fig.
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Figure 4.8.Number of working béfer versus average operation rate of VIMh§ = 75%).

4.11. This is because the total VM performance per PM does not reach the upper bound
of the PM performance even if the proposed scheme performs VM aggregation.

The proposed scheme can realize green data center network with high performance of
data center by increasing the threshold for VM aggregation in case of lower operation rate
of VM and decreasing the threshold for VM distribution in case of higher operation rate

of VM.

4.3.4 Hfect of Traffic by VM Migration

The efict of traffic by VM migration is evaluated in order to confirieet of the
proposed scheme.

The proposed scheme occupies bandwidth between HOPRs by using Express Path dur-
ing VM migration. Therefore, the effect of traffic by VM migration is evaluated. Table
4.3 shows parameters about VM for evaluation of thea. Figure 4.12 shows the occu-

pation rate of link between HOPRSs versus average operation rate of VM. The occupation
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rate of link between HOPRs is define as

_ 20 Ntmg®)
Zi(io tmig(i) L

Here,O is thenumber of VM migrationh(i) is the number of hops between HOPRS in

100.

ith migration, tmg(i) is time of ith migration, and. is the total number of links between
HOPRs. The numerator is the total time of link occupation, and the denominator is total
elapsed time of all links in VM migration. Each VM migration is performed one by one,
more than two VM migrations are not performed simultaneously.

From Fig. 4.12, the occupation rate in the proposed scheme is less than 1.6%, and very
low rate. If the permitted occupation rate is 16% for VM migration, the proposed scheme
can perform up to ten VM migrations. The occupation rate for VM migration needs to be
set according to status of data center network.

The proposed scheme does not havéfi@ce on data center traffic when each VM mi-
gration is performed one by one. The number of VM migrations needs to be controlled

according to status of data center network, the control scheme is a future work.
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Table 4.3. Parameters about VM.

Parameter Value
VM size (MB) | 128,256,512,1024,2048,4096
VM ratio 1/15,2/15,3/15,4/15,3/15,2/15

4.3.5 Hfectby VM Group

In this subsection, the effect of the number of VM and the maximum number of hops
in VM migration are evaluated.

The proposed scheme defines VM groups in order to set the range of VM migration. We
confirm how the number of VM groupstacts power saving and link occupation between
HOPRs. Here, Each VM in a VM group is put on PM randomly. Table 4.4 shows the
parameters about VM group, the number of VMs is 2500.

Figure 4.13 shows the number of working buffer and occupation rate of link between
HOPRs versus the number of VM groups. From Fig. 4.13, the proposed scheme should

set the number of VM groups one when the proposed scheme only reduces the number
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Figure 4.11 Data center performance versus average operation rate off\iy 50%).

of working buters. This is because it is likely to perform VM aggregation with larger
area for VM migration. However, the occupation rate increases when the number of VM
groups is one. Therefore, the number of VM groups needs to be set in order to keep a
balance between the number of working buffers and the occupation rate. The data center
performance in the proposed scheme does ritgrdn the number of VM groups, and the
performance is the same as that in the conventional scheme. This is because the total VM
performance per PM does not reach the upper bound of the PM performance even if the
proposed scheme performs VM migration.

Next, we confirm the relationship between power saving and link occupation between
HOPRs by changing the number of hops for VM migration. Here, the number of VM
groups is 50, and the number of VMs in a VM group is 50.

Figure 4.14 shows the number of working buffer and occupation rate of link between
HOPRs versus the number of maximum hops in VM migration. From Fig. 4.14, the pro-
posed scheme should set the number of maximum hops higher when the proposed scheme
only reduces the number of working buffers. This is because it is likely to perform VM

aggregation with larger area for VM migration. However, the occupation rate increases
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VM.

when the number of maximum hops is higher. Therefore, the number of maximum hops
needs to be set in order to keep a balance between the number of working buffers and
the occupation rate. The data center performance in the proposed scheme doffemot di

in the number of maximum hops, and the performance is the same as that in the conven-
tional scheme. This is because the total VM performance per PM does not reach the upper
bound of the PM performance even if the proposed scheme performs VM migration.

The proposed scheme sets the number of VM groups lower and the number of maxi-
mum hops higher when the proposed scheme only consider power saving. However, VM
migration needs to be performed according to the status fictia data center network.
Therefore, the number of VM groups and maximum hops need to be set in order to keep

a balance between power saving and link occupation.
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Table4.4. Parameters about VM group.

Parameter Value
Thy 50%
Thy 60%
VM size (MB) 128,256,512,1024,2048,4096
VM ratio 1/15,2/15,3/15,4/15,3/15,2/15
Number ofVMs 2500
Average operation rate of VM 40%

Table4.5. Power consumption of devices (servers: 2500).

Device \ w ‘
Router 960
HOPR 120
HOPR wo buffer 40
Server 500
Servemw/ sleep mode 10

4.3.6 Ewluation of Power Consumption in Intra Data Center Net-

work

This subsection compares power consumption in intra data center networks. Figure
4.15 shows comparison of network power consumption in the intra data center networks.
Figure 4.16 shows comparison of server power consumption in the intra data center net-
works. Table 4.5 shows power consumption of devices. From Fig. 4.15, proposed HOPR
can reduce network power consumption by 40% as compared to conventional HOPR.
From Fig. 4.16, proposed HOPR can reduce server power consumption by 59% as com-
pared to conventional HOPR. This is because proposed HOPR realizes energy-efficient

intra data center network by controlling routers and VMs under electri¢Bdisituation.
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4.4 Conclusion

Chapter 4 proposed optical energy-efficient intra data center witartand VM con-
trol. The proposal for high energytieiency based on the optical data center minimizes
working buffers and servers according to VM assignment based on threshold in VM
groups under high data center performance. The VM assignment had VM aggregation
for power saving and distribution for high data center performance. The proposed scheme
reduced network power consumption by 40% and server power consumption by 59% as

compared to the conventional HOPR-based data center.
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Chapter 5

Multiple Service Protection in Optical Based

Intra Data Center Network

Chapter 2 introduced intra data center network technologies about reliability were illus-
trated as well as the intra data center network about power saving. The conventional
approaches for reliability in intra data center have problems in resource utilization and
power consumption, and even if the approaches satisfy the resource utilization, they have
problem in reliability effect. Chapter 5 proposes multiple service protection in the op-
tical base intra data center network [5-1, 2]. The proposal for high reliability based on
the optical based intra data center suspended low-priority service rapidly on the failure
notification of bidirectional sides from the failure detecting node. The source node can
switch to backup path when the node receives the failure notifications from the bidirec-
tional sides because all the node suspends low-priority services. The proposed scheme
can suppress total recovery time of middle-priority service to constant level regardless of

low-priority traffic condition.

5.1 Chapter Introduction

In the present intra data center network, electrical switches and routers are usually
used. Unfortunately, the power consumption of these devices increases rapidly as the
traffic within the data center network increases. Therefore, optical technologies which can

realize power savings and larger scale networks are needed if the data center is to handle
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the increase traffic. This dissertation focuses on raising the data center performance and
reliability of the intra data center network while realizing power savings multiple services
including mission critical services.

In the intra data center network, multiple-clasgfitais considered in accordance with
the demand of each class of traffic. In general, 1+1 protection is best for high-priority
traffic because it achieves high-speed protection by always using backup paths for data
transmission, and destination nodes only switch to backup paths in the case of a failure.
Mission critical and broadcasting services, for example, are classed as high-priority class.
In general, 1:1 protection with low-priority tfizc is best for middle-priority traffic [5-
3,4,5,6,7]. In1:1 protection, backup paths are unoccupied, so low-priofifitcan be
transmitted on the backup paths. The 1:1 protection scheme can thus achieve a good bal-
ance between high-speed transmission dhdient path utilization. Enterprise services,
for example, are classed as middle-priority traffic. Low-priority traffic is not protected
and is replaced with backup pathftia in case of the failure. The Internet is classed as
low-priority traffic [5-8]. The low-priority traffic is removed and replaced with backup
path trdfic in case of network failure and has no backup path. If a network fault oc-
curs, the low-priority tréic is suspended, and the middle-priorityffiais switched to the
backup path. A scheme suspending low-priorityficeenables the network to carry low-
priority traffic between nodes[5-9, 10], but the process for requesting acknowledgments
and suspension makes itfiltult to provide high-speed protection.

Therefore, areliable intra data center network is proposed. The proposed intra data cen-
ter network suspends low-priority service rapidly on a failure notification of bidirectional
sides from a failure detecting node.

The rest of this chapter is organized as follows. The proposed protection scheme is
described in Sectiob.2, and performances are discussed in Se&i8n The reliability

with high energy efficiency is discussed in Secttod. This chapter is concluded in
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Section5.5.

5.2 Proposed Multi-service Protection Scheme

In response to the problems associated with the conventional scheme [5-9, 10], a pro-
tection scheme that rapidly suspends low-priority traffic is developed. Each node has a
path-information table that includes the primary paths transmitted by the node or pass-
ing through it, the corresponding backup paths, and low-prioritficralansmitted by the
node. If a node adjacent to a failure point detects a link failure through the optical loss
of the control signal in the physical layer, it checks its path-information table to see if
any impaired primary paths are transmitted by the detecting node or passing through it.
If there is no impaired primary path in the path-information table, the node stops opera-
tion. If there are any impaired paths in the path-information table, the node sees if it is
transmitting low-priority tréfic on the corresponding backup path. If it is transmitting,
it suspends transmission of thatffie. It also sends a failure notification to the source
node of the faulty primary path through intermediate nodes in both directions (clockwise
and counterclockwise). The control signal for this notification includes the location of
the failed link. Figure 5.1 shows the action taken by the failure-detecting node in the
proposed scheme.

Each node that receives the notification confirms the location information of a failed
link. 1t checks the path information table and confirms the impaired primary path. And,
it sees if it is transmitting low-priority tfdic on the corresponding backup path. If it is,
it suspends transmission of that traffic. When the node is the source node of impaired
primary path, the node sees if it receives the failure notification in both directions. If it
receives in both directions, it switches the primary path to the corresponding backup path
after verifying that the nodes transmitting low-priority ffite have suspended transmis-

sion. If the source node does not receive in both directions, it waits to receive the failure
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Detect link failure
by loss of control signal

’ Check the path information table ‘

Is impaired primary path transmitted by
or passing through detecting node ?

Yes

Is low-priority traffic being sent
on corresponding backup path? N

Yes

Stop operation

’ Suspend low-priority traffic ‘

A 4
Send failure notification
to source node of impaired primary path
through intermediate nodes in both directions

Figure 5.1.Actions taken by failure-detecting node in proposed scheme.

notification in both directions. The destination node receives data from the backup path,
and protection is completed. Figure 5.2 shows the action taken by the nodes that received
the failure notification.

Next, specific operations are discussed in the proposed scheme. Figure 5.3 shows an
example of path protection in the proposed scheme. A link failure has occurred between
Nodes B and C. The solid arrows from each node indicate the flow of the signal on the
control channel, the two-dots chain (- -) arrow from Node A to Node E indicates the
flow of the signal on the data channel, and the heavy line on each node indicates the
processing time for each operation. Here, Nodes A, B, C, D, and E have information
about the primary path between Nodes A and E and the corresponding backup path in
each node’s own path-information table, and Nodes B, D, F, and H have information
about low-priority trdfic transmitted by each node. The path-information table for Node
D is shown in Fig. 5.3 as an example.

Node C detects a link failure and then confirms that the node is not transmitting low-

priority traffic on the backup path by checking the path-information table. It then sends a
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!

Confirm location information of failed link

|
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Is low-priority traffic being sent
on corresponding backup path?

Suspend low-priority traffic

Is this the source node of
impaired primary path?

Stop Operation

Is failure notification received
in both directions?

Switch impaired primary path
to corresponding backup path

Figure 5.2.Actions taken by nodes receiving failure notification in proposed scheme.
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failure notification to Node A, i.e., the source node of the primary path in the clockwise
direction, through intermediate nodes in both directions. Nodes B, D, F, and H receive the
failure notification and then determine whether or not they are transmitting low-priority
traffic on the backup path by checking both their path-information table and the location
information on the failed link included in the failure notification. Any nodes transmitting
low-priority traffic immediately suspend transmission. For example, Node D confirms
that the primary path between Nodes A and E is impaired by referring to the location of a
failed link, i.e., the link between Nodes B and C in the clockwise direction. It also checks
if the node is transmitting low-priority traffic on the corresponding backup path. The low-
priority traffic from Nodes D to F is being transmitted on the backup path between Nodes
E and A in the clockwise direction. Therefore, Node D suspends this low-priorifictra
Nodes E and G receive the failure notification and they then confirm that no nodes are
transmitting low-priority traffic on the backup path by referring to the failure notification
and their own path-information table. Node A receives the first failure notification in
the counterclockwise direction and then confirms that it is not transmitting low-priority
traffic by referring to the failure notification and the path-information table. And the
node receives the second failure notification in the clockwise direction and confirms that
the nodes transmitting low-priority traffic have suspended transmission. The node then
switches the primary path to a corresponding backup path. Node E, i.e., the destination
node of the primary path in the clockwise direction, receives the data from the backup
path, and protection is completed.

Figure 5.4 shows another example of path protection in the proposed scheme. A span
failure has occurred between Nodes B and C. Each node immediately detects each link
failures through the loss of the control signal. Node B sends a failure notification to Node
E, the source node of the primary path in the counterclockwise direction, and Node C

sends a failure notification to Node A, i.e., the source node of the primary path in the
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Figure 5.3.Example of path protection in proposed scheme (link failure).

clockwise direction. In Fig. 5.3, Node A receives two failure notifications from Node C
in both directions, while in Fig. 5.4, Node A receives the failure notification from Node
B in the counterclockwise direction, and Node A receives the other failure notification
from Node C in the clockwise direction. In the case of span failure, the source node
of the impaired primary path receives two failure notifications from two separate nodes;
however, the source node of the impaired primary path receives the second notification
with the same timing after a failure regardless of whether it is a link or span failure. For
example, Node A receives the second notification from Node C with the same timing,
as seen in Figs. 5.3 and 5.4. Therefore, the proposed scheme achieves an equal failure
recovery time regardless of whether it is a link or span failure.

Every node in the proposed scheme suspends low-priorifycttay autonomously re-
ferring to the failure notifications and to their own path-information tables. A control

signal for failure notification is sequentially and immediately sent from the node that de-
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Figure 5.4.Example of path protection in proposed scheme (span failure).

tects the failure to the source node of the primary path through intermediate nodes, and
each node rapidly suspends low-priorityfira As a result, the proposed scheme provides
high-speed protection. In addition, the amount of control signéidres lower than with

the conventional scheme because only a control signal relating to failure notification is

needed. The conventional and proposed schemes are compared in Table 5.1.

5.3 Performance Evaluation

Computer simulation is used in order to evaluate the failure-recovery time with both
schemes. The failure-recovery time is defined as the period of time in which a destina-
tion node cannot receive data when failure occurs. The network topology was a two-fiber
WDM ring with 159 data channels and 1 control channel. The data signal was transmitted

on the basis of an optical transport network (OTN) frame defined in ITU standard G.709.
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Table5.1. Comparison of conventional and proposed schemes.

Conwentional Scheme [5-9, 10]

Proposed Scheme

Failure-detecting

Node

Destination Node

Node adjacentpo Failure Point

FailureDetection

Loss ofData Signal

Loss ofControl Signal

Tratfic-

Receie Request to Suspend

Receiwe Failure Notification ang

)

suspension Check Path-information Table
Trigger

Operation aften Send ACK of Suspension None

Suspension

Path-switching Receie Request for PathReceie Failure Notification

Trigger

Switching

Control-signal

Type

Request toSuspend, ACK of

Suspension and Request for Path

Switching

FailureNotification only

The data-channdélandwidth per wavelength was 10 Gbps, and the control-channel band-
width was 155 Mbps. A control signal was transmitted on the control channel in the same
way packets are forwarded. The packet in the control signal included the source address,
destination address, type of packet, and location of the failed link, and the packet size is 10
bytes. The packet types were “Request for suspension,” “ACK of suspension,” “Request
for path switching,” or “Failure notification.” Location information on the failed link was
used only in the proposed scheme. The process time in each node is set as below. It is
assumed that the process time in each node is much shorter than the propagation delay in
each link. If a link distance is more than 20 km, the propagation delay in each link is over
100us. The table lookup time of one path information is 10 ns. The low-priorit§i¢tra

suspension time is 100 ns, and the control packet creation time is 100 ns. The control
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packetis terminated in each node, andEJO conversion is needed. The control packet
delay time in node is Ls. It is assumed that there would be two types of failures, i.e.,
link and span failures.

A full-mesh path configuration is considered because it is expected to be dominant in
the near future due to the rapid increase in P2/i¢taFull-mesh primary paths were set
up and assigned odd wavelengths,(13,--). Corresponding backup paths were set up in
the counter direction of the primary paths, and assigned even wavelen®thd (--). For
example, the primary path from Node A to Node E was set up in the clockwise direction,
and the corresponding backup path was set up in the counterclockwise direction. All
low-priority traffic was one-hop traffic. Hub-and-spoke path configurations are typical in
current WDM ring networks, so in addition to the full-mesh path configuration, a hub-

and-spoke configuration is investigated.

5.3.1 Full-mesh Path Configuration

First, the failure-recovery time versus the proportion of low-priorityficas investi-
gated. The proportion of low-priority traffic is defined as the proportion of wavelength
links used for low-priority traffic to all links with wavelengths assigned for backup paths.
Let’s consider the case in which there are eight nodes, the number of wavelength links
assigned for backup paths is 10, and four links are used for low-priorityctfar each
wavelength. The number of links with the wavelength assigned for backup paths is 80
(10x8), and the number of wavelength links used for low-priorityfitas 40 (10x4).
Therefore, the proportion of low-priority tfiac is 0.5 (4(380).

Figure 5.5 plots the failure-recovery time versus the proportion of low-prioritficra
in eight nodes. The link distance is 20 km. from Fig. 5.5, the proposed scheme provides
high-speed protection compared with the conventional approach when the proportion of

low-priority traffic exceeds 0.125. As this proportion increases, nodes far from the desti-
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Figure 5.5.Failure-recovery time versus proportion of low-priorityffrain eight nodes.

nation node are more likely to transmit low-priorityfiia. Therefore, it takes a substantial
amount of time to start path-switching operations with the conventional scheme. In ad-
dition, with the conventional scheme, the failure-recovery time following span failure is
longer than that following link failure. This is because requests to suspend low-priority
traffic and switch path cannot be sent directly due to span failure. Therefore, the requests
are indirectly sent in span failure, and the failure-recovery time of span failure is longer
than that of link failure. We also found the failure-recovery time increased as the propor-
tion increased in the conventional scheme. As the proportion increased, the number of
nodes transmitting low-priority tfac increased. Therefore, the number of processes for
suspending low-priority traffic and receiving acknowledgments increased. Consequently,
the delay caused by the processes increased the failure-recovery time.

We found that the proposed scheme achieved the same performance even if the propor-
tion of low-priority traffic changed due to link or span failure. In this scheme, if a node
detects a failure, it sends a failure notification to the source nodes of the primary paths

through intermediate nodes in both directions, and the operation time for this is the same
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Figure 5.6.Failure-recovery time versus proportion of low-priorityffrain 16 nodes.

regardless of the failure type or the proportion.

Figures 5.6 and 5.7 plot the failure-recovery time versus the proportion of low-priority
traffic in 16 nodes and 24 nodes, respectively. Figures 5.5 to 5.7 show that when the
number of nodes was large, the failure-recovery time with the conventional scheme was
more likely to increase as the proportion of low-priorityffr@increased. In this case, the
proportion of low-priority tréfic was more than 0.125. As the number of nodes increased,
the number of wavelengths used for low-priorityffradrastically increased, thereby in-
creasing the delays in both the suspension of low-prioritffitrand the receiving of
acknowledgments.

Figure 5.8 plots the failure-recovery time versus the link distance. There were eight
nodes, and the proportion of low-priority traffic was 100%. Theedzffices in the failure-
recovery times between the schemes increased with the link distance because the trans-
mission delay for suspension requests and acknowledgments increased more for the con-
ventional scheme than the proposed one.

Figure 5.9 plots the failure-recovery time versus the number of nodes. The link distance

was 20 km, and the proportion of low-priority traffic was 100%. The failure-recovery time
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Figure 5.7 .Failure-recovery time versus proportion of low-priorityffrain 24 nodes.

with the conventional scheme increased exponentially with the number of nodes, while
with the proposed scheme it increased linearly. With both schemes, the transmission de-
lays for the control and data signals increased linearly with the number of nodes. Since
the amount of low-priority tric drastically increased with the number of nodes, the pro-
cess delay in suspending low-priorityfiia and receiving acknowledgment exponentially
increased with the number of nodes with the conventional scheme. With the proposed
scheme, when there were 24 nodes and a span failure occurred, the failure recovery time

was about 60% lower compared with the conventional scheme.

5.3.2 Hub-and-spoke Path Configuration

Next, we confirm a hub-and-spoke path configuration in which the number of impaired
primary paths varies depending on the location of the failed link. Figure 5.10 shows hub-
and-spoke primary paths used in the clockwise direction. There are eight nodes, and the
hub is Node A. Corresponding backup paths were set up in the direction opposite the

primary paths. All low-priority tréfic was one-hop tféic, the link distance was 20 km,
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Figure 5.8.Failure-recovery time versus link distance.

and the proportion of low-priority tfic was 100%.

Figure 5.11 shows the failure-recovery time versus the location of the failed link(s).
It shows that the failure-recovery time depended on the location of the failed link. This
is because the number of impaired primary paths depended on the failure location. For
example, the primary paths with one to four hops were impaired when the link between
Nodes A and B failed, and only a primary path with four hops was impaired when the
link between Nodes D and E failed. In addition, we found that the failure-recovery time
was the same regardless of the location of the failed link in the conventional scheme (link
failure). The total transmission delay for the control signal and data signal was equivalent
to the time it took a signal to make two circuits of the ring, regardless of the location of
the failed link, after a destination node had detected a failure. As a result, the delay was

always constant.
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5.3.3 Evaluation of Total Recovery Time

This subsection compares total recovery time in intra data center network. The total
recovery time is defined as failure-recovery time of all middle class path applied 1:1
protection. Figure 5.12 shows total recovery time versus proportion of low-priorifictra
in 24 nodes. From Fig. 5.12, the proposed scheme can realize constant recovery time
regardless of low-priority condition. This is because the scheme realizes rapid suspension
of low-priority service by sending failure notification of both directions and suspending

the service according to the notification.

5.4 Reliability on Energy Efficient Intra Data Center Net-

work

Chapter 4 proposed the energdfi@ent intra data center network [5-11, 12]. We con-
firm reliability by applying the technology proposed in Chapter 4. Figure 5.13 shows

path configuration when a part of HOPR buffers is turnedld®PR can forward pack-
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Figure 5.10Hub-and-spoke-primary-paths used in clockwise direction.

ets even when the buffer is turned off. However, HOPR cannot transfer the packets from
the transponders. Thus, the range of low priorityticas limited. The action of failure
recovery in the proposed scheme does not change regardless of the range.

Figure 5.14 shows rate of transponder sending data versus rate of buffers turned off.
Figure 5.15 shows failure-recovery time versus of buffers turriedlo this case, the
number of nodes is 16. When the rate of bustturned & increases, the rate of transpon-
der sending data reduces. This is because HOPR cannot transfer the packet from the
transponder without buffer. When the rate of buffers increases, the failure-recovery time
does not change. This is because failure-detecting HOPR sends a failure notification to
source HOPR of the primary paths through intermediate HOPRs in both directions, and
the operation time for this is the same regardless of the range.

Therefore, the proposed scheme can realize high reliability with high enfrggecy.
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5.5 Conclusion

Chapter 5 proposed multiple service protection in the optical base intra data center
network. The proposal for high reliability based on the optical based intra data center
suspends low-priority service rapidly on a failure notification of bidirectional sides from a
failure detecting node. The source node can switch to backup path when the node receives
the failure notifications from the bidirectional sides because all the node suspends low-
priority services. The proposed scheme suppressed total recovery time of middle-priority

service to constant level regardless of low-priorityfficacondition.
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Chapter 6

]
Overall Conclusion

This dissertation proposed optical ac¢easa data center networks thater high energy
efficiency and reliability.

Traffic to the data center and that in the data center have been increasing rapidly be-
cause of cloud service development. In the near future, traffic within the data center will
dominate, so raising thefficiency of the data center network is essential. It logical as-
sumption is that the power consumption of data center networks will increase and impact
failure rates as the tfiéc increases.

The architectures of access and intra data center networks must be designed for power
saving and to achieve the survivability demanded by mission critical services. Most ex-
isting access data center networks adopt the PON architecture. However, PON has prob-
lems in terms of poor scalability and resource utilization because splitters, which simply
broadcast packets, are used between OLT and ONU. Therefore, network architectures of
the aggregation type are needed wheffitrdo the data center and the number of users
increase rapidly. This dissertation focuses on realizing access data center networks that
have higher energy efficiency and far greater scalability.

Present intra data center networks employ electrical switches and routers, so their power
consumption increases rapidly when theficawithin the data center network increases.
Therefore, optical technologies which can realize dramatic power savings and larger net-
work scales for the data center must be adopted in order to support the increas$iog tra

loads of the intra data center network. This dissertation focuses on intra data center net-
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workswith excellent power ficiency, high data center performance, and high reliability.

To solve the above problems, this dissertation proposed advanced opticajiatteess
data center networks. In the optical access data center network, the proposed scheme
realizes high energyfigciency with large scalability by minimizing the number of work-
ing OLT to suit user triic and maximizing unnecessary switching times and ONU sleep
by accelerated slot assignment. In the optical intra data center network, the proposed
scheme realizes power savings by minimizing working buffers and servers according to
VM assignment based on VM group thresholding with high data center performance.
Furthermore, the proposed scheme enhances the reliability of middle-priority service by
suspending low-priority service rapidly after bidirectional failure notification from the
failure detecting node.

Chapter 1 described the background of the dissertation and clarified the challenges in
data center networks and the position of the dissertation. Chapter 2 introduced advanced
technologies for access/intra data center networks and schemes for enhancing power sav-
ings and survivability.

Chapter 3 tackled the energffieiency of the optical access data center network. The
proposal minimizes the number of active OLT to suit useffit@nd maximized unnec-
essary switching times and ONU sleep by accelerated slot assignment. Accelerated slot
assignment fders disruption-free slot assignment to the user of the most requested slot
to reduce switching time; the assignment creates idle ONUs that can put to sleep. The
proposed scheme reduces the power consumption by 47% compared to PON.

Chapter 4 addressed the energy efficiency of the optical intra data center network. The
proposal minimizes the number of working buffers and servers according to VM assign-
ment based on VM group thresholding with high data center performance. VM assign-
ment targets VM aggregation for power saving and load distribution for high data center

performance. The proposed scheme reduces the network power consumption by 40%
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and serer power consumption by 59% compared to the conventional HOPR-based data
center.

Chapter 5 showed the feasibility of higher reliability in the optical intra data center
network. The proposal suspends low-priority service rapidly upon bidirectional failure
notification from the failure detecting node. The source node can switch to backup path
when the node receives a bidirectional failure notification because all associated nodes
suspend low-priority services. The proposed scheme holds the total recovery time of
middle-priority service constant regardless of the low-priorityfittacondition.

Future work will consider inter data center networks. These networks must support
data center migration for greater energy and resouffb@ency. As network scale will
continue to increase, scalability and energyeedticy must be considered together with
reliability.

The overall conclusion is that this dissertation has contributed to the realization of high

energy-efficient and reliable optical acgedsa data center networks.
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