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In this thesis entitled ``A Study of Online Learning with Multiple Kernels and Variable Metric'',  

online learning schemes are considered. One of the recent topics in signal processing is how to deal with 

big data. Batch processing of big data involves high computational complexity. When data arrive 

sequentially, the batch learning needs to recompute the solution at each time. The batch learning is thus 

inappropriate to process such sequential data. Online learning, of which the complexity is linear order, 

adaptively processes sequential data and reflects recently observed information to learning. The existing 

online learning schemes need a priori information to design a proper metric and/or kernel. This thesis 

presents effective online learning schemes based on a variable metric and multiple kernels. The proposed 

schemes estimate a proper metric and/or kernel, and, at the same time, learn an unknown system to be 

estimated.  

 This thesis consists of six chapters. 

 Chapter 1 introduces the background and the outline of this thesis. 

 Chapter 2 introduces mathematical basics that will be used throughout this thesis, including proximity 

operator, variable-metric projection, and reproducing kernel. 

 Chapter 3 introduces a novel adaptive filtering scheme named the metric-combining normalized least 

mean square (MC-NLMS) algorithm. The proposed scheme is based on iterative metric projections with 

a metric designed by combining multiple metric-matrices convexly in an adaptive manner, thereby 

taking advantages of the metrics that rely on multiple pieces of information. This chapter compares  

the natural proportionate NLMS (NPNLMS) algorithm, which is a special case of MC-NLMS, with  

the improved PNLMS (IPNLMS) algorithm and it is shown that the performance of NPNLMS is 

controllable with the convex combination coefficient as opposed to IPNLMS. This chapter also presents 

another example of MC-NLMS with its application to an acoustic echo cancellation problem and shows 

the efficacy of the proposed scheme. 

 Chapter 4 investigates the use of compactly supported kernels (CSKs) for the kernel NLMS (KNLMS) 

algorithm. The use of CSKs yields sparse kernelized input vectors, offering an opportunity for 

complexity reduction. A simple two-step method to compute the kernelized input vectors efficiently is 

presented. In the first step, it computes an over-estimation of the support of the kernelized input vector 

based on a certain l1-ball. In the second step, it identifies the exact support by detailed inspections based 

on an l2-ball. Also, the proposed method employs the identified support given by the second step for 

dictionary construction, and then reduces the amount of l2-distance evaluations, leading to the 

complexity reduction. The numerical examples show that the proposed algorithm achieves significant 

complexity reduction. 

 Chapter 5 investigates the online model selection and learning scheme, which is based on the 

multikernel adaptive filtering framework, for nonlinear-function estimation tasks. Designing a proper 

reproducing kernel is one of the major issues that arise frequently when one applies kernel methods 

particularly to online nonlinear estimation problems. The multikernel adaptive filtering framework gives 

a convex analytic recipe with multiple kernels employed simultaneously, offering a practical remedy to 

the challenging design issue. Here, a typical choice of multiple kernels is a set of Gaussian kernels with 

different scales (variance parameters); another choice is a set of linear/polynomial and Gaussian kernels. 

The present work takes one step further. This thesis presents a fully-adaptive all-in-one learning scheme 

that jointly makes the model-selection and learning (i.e., nonlinear estimation under the selected model). 

 Chapter 6 summarizes the results of this thesis and gives an outlook on future research. 

 
 


