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Abstract

In recent years, many heuristic optimization algorithms capable of solving multi
modal functions; metaheuristics, are proposed and used in many engineering problems.
However, applying these methods come with problems of choosing appropriate method,
and hyper parameters for a given algorithm and problem. This is because
metaheuristics are not based on mathematical nor theoretical foundation. They are
built based on experiences, simulations, and therefore, we don't have guarantees that
the schemes, formulas, and preferred hyper parameters of an algorithm are optimal for
a problem we want to solve. Besides, most metaheuristic algorithms are evaluated in
an ideal environment, which we assume we can afford enough function calls. On the
other hand, real world black box optimization problems tend to demand high
computational power, thus we will not be able to calculate the objective functions
enough to achieve their claimed performance in papers. Therefore, efficient
development of good metaheuristic is desired.

In this thesis, a computational way to automatically design a parameter tuning rule
for metaheuristics is proposed, which actively controls the hyper parameter of an
algorithm based on its current state. Insights from invariances of optimization algorithm
are also incorporated, in order to discuss the effects of tuning rules and how they should
be. Genetic Programming is used to solve the meta optimization problem formulated,
and new emergent tuning rules are proposed for metaheuristics. The outline of this
thesis is as follows.

The first chapter will give an overview of the history of metaheuristics, and discuss
the aim, purpose, structure of this thesis. In the second chapter, algorithms such
as Particle Swarm Optimization (PSO,) Evolution Strategy (ES,) Differential Evolution
(DE,) Firefly Algorithm (FA,) and their variants are broadly covered, and compared using
statistical tests.

The third chapter will focus on the core of this thesis. Designing parameter tuning
rule for a metaheuristic is formulated as an optimization problem, and a way to solve
this problem using Genetic Programming is shown.

These methods are applied in the following 4™ chapter. New tuning rules for the
variants of algorithms proposed in the paper are obtained. Obrtained rules are
simplified and compared with other good algorithm designed by other researchers, in
order to verify that computationally designed algorithms outperform human designed
algorithms. Finally this research is concluded in the last chapter.




