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3.1 Parameters for SPITter model. . . . . . . . . . . . . . . . . . . . . . 66

3.2 CDR of a caller for Ndays = 7 days. . . . . . . . . . . . . . . . . . . . 74

3.3 Example of feature vectors. . . . . . . . . . . . . . . . . . . . . . . . 74

3.4 Outcome of clustering. . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.5 Labeled callers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.6 Conditions to identify the SPITter cluster with single feature. . . . . 81

3.7 Statistics of each feature by the type of callers. . . . . . . . . . . . . . 91

3.8 Required time in our methods. . . . . . . . . . . . . . . . . . . . . . . 92

4.1 Example of SGTIN-96 EPC. . . . . . . . . . . . . . . . . . . . . . . . 97

4.2 Comparison between dummy tags and normal tags. . . . . . . . . . . 106

4.3 Required nD versus nL and rτ . . . . . . . . . . . . . . . . . . . . . . . 112

4.4 Computation time for an access code (|c| = 32 bits). . . . . . . . . . . 114

11



12



Acronyms

AAA

Authentication Authorization and Accounting . . . . . . . . . . . . . . . .

ACD

Average Call Duration . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

AN

Airborne Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

CPD

Calls Per Day . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

DHT

Distributed Hash Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

EPC

Electronic Product Code . . . . . . . . . . . . . . . . . . . . . . . . . . . .

EPCDS

EPC Discovery Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

EPCIS

EPC Information Service . . . . . . . . . . . . . . . . . . . . . . . . . . . .

FFS

Feige-Fiat-Shamir protocol . . . . . . . . . . . . . . . . . . . . . . . . . . .

13



GF

Galois Feild . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

GQ

Guillou-Quisquater protocol . . . . . . . . . . . . . . . . . . . . . . . . . .

IOR

Incoming/Outgoing Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . .

MIPv6

Mobile IPv6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

MITM

Man-in-The-Middle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

P2P

Peer-to-peer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PAM

Partitioning Around Medoids . . . . . . . . . . . . . . . . . . . . . . . . .

RF

Random Forests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

RND

Random sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

SGTIN

Serialized Global Trade Item Number . . . . . . . . . . . . . . . . . . . . .

SIP

Session Initiation Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . .

SPIT

SPam over Internet Telephony . . . . . . . . . . . . . . . . . . . . . . . . .

14



SPITter

A SPIT caller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ST

Strong Ties property . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

TID

Transaction Identifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

VoIP

Voice over Internet Protocol . . . . . . . . . . . . . . . . . . . . . . . . . .

WSN

Wireless Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . .

WT

Weak Ties property . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ZKP

Zero Knowledge Proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

15



16



Symbols

Aprivacy

A privacy attacker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Arobustness

A robustness attacker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

b

A binary sequence for FFS protocol . . . . . . . . . . . . . . . . . . . . . .

e

A challenge in FFS protocol . . . . . . . . . . . . . . . . . . . . . . . . . .

C

An access code space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Collect

Algorithm to collect shares for an attacker . . . . . . . . . . . . . . . . . .

x

A commitment in FFS protocol . . . . . . . . . . . . . . . . . . . . . . . .

dprover

A device of a prover in FFS protocol . . . . . . . . . . . . . . . . . . . . .

dverifier

A device of a verifier in FFS protocol . . . . . . . . . . . . . . . . . . . . .

17



dtarget

The target average call duration for the SPITters with colluding accounts .

Econv

The expected number of multiplication in the conventional scheme . . . . .

ϵp

The negligible function of a privacy attacker . . . . . . . . . . . . . . . . .

ϵr

The negligible function of a robustness attacker . . . . . . . . . . . . . . .

Eprop

The expected number of multiplication in the proposed scheme . . . . . . .

fACD

A value of ACD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

fCPD

A value of CPD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

fIOR

A value of IOR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

fST

A value of ST . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

fWT

A value of WT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

H()

A hash function used in FFS protocol . . . . . . . . . . . . . . . . . . . . .

Mconv

Required memory amount in the conventional scheme . . . . . . . . . . . .

18



Mprop

Required memory amount in the proposed scheme . . . . . . . . . . . . . .

Mtry

The number of features used in tree construction in RF . . . . . . . . . . .

µcomp

The mean value of compensation calls . . . . . . . . . . . . . . . . . . . .

µSPIT

The mean value of SPIT calls . . . . . . . . . . . . . . . . . . . . . . . . .

Ncallers

The total number of callers to be inspected . . . . . . . . . . . . . . . . . .

nD

The number of dummy tags . . . . . . . . . . . . . . . . . . . . . . . . . .

Ndays

The number of days for inspection . . . . . . . . . . . . . . . . . . . . . .

Nfeatures

The number of features used for RF+PAM . . . . . . . . . . . . . . . . . .

nIP

The number of IP addresses that an attacker possesses . . . . . . . . . . .

nL

The number of legitimate products . . . . . . . . . . . . . . . . . . . . . .

pdetect

The probability that an authentication server can detect the attacker . . .

v

A public key of a prover . . . . . . . . . . . . . . . . . . . . . . . . . . . .

19



rD

The ratio of dummy tags to the entire product . . . . . . . . . . . . . . . .

Recover

Algorithm to recover an access code from shares . . . . . . . . . . . . . . .

y

A response in FFS protocol . . . . . . . . . . . . . . . . . . . . . . . . . .

RSPIT ters

The ratio of SPITters to the entire caller . . . . . . . . . . . . . . . . . . .

rτ

The ratio of required tags to the entire product . . . . . . . . . . . . . . .

Share

Algorithm to split an access code into shares . . . . . . . . . . . . . . . . .

s

A secret key of a prover . . . . . . . . . . . . . . . . . . . . . . . . . . . .

S

Share space of an access code . . . . . . . . . . . . . . . . . . . . . . . . .

20



Chapter 1

Introduction

1.1 Systems and Services Requiring Wireless Devices

In the late 20th century, the Internet was widely spread thanks to the technological

advances in the personal computer and backbone network. The Internet enables us

to communicate with people in all over the world and broadcast information via web

sites. However, recently, not only people but also things communicate each other due

to technology improvement, i.e., miniaturization of devices and improvement of wire-

less technology in the near future. There are three such devices, which are wireless

sensor devices, smartphones, and RFID (Radio Frequency IDentification), other than

the personal computer. By using these devices, new systems and services have been

emerged. For example, wireless sensor devices are used to monitor structural health

for buildings or infrastructure in real-time [1]. Sensor devices are deployed in a build-

ing and a sink device periodically collects structural health data from sensor devices

and monitors the building. In addition, the wide spread of smartphones and tablet

devices yields many services e.g., online social communications and location services.

The RFID technology eases the complex operations in supply chines, e.g., traceabil-

ity, quality management, and recall problem. A manufacturer creates, composes, and

ships products with an EPC (Electronic Product Code) to distributors. An EPC is

written into a tag and an RFID tag is attached to a product. By interrogating RFID

tags, each party knows when, where, and which party deals with products. In this
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(b) An example of wireless sensor network

Figure 1-1: Example of wireless sensor network.

section, we summarize the systems and services with (i) wireless sensor devices, (ii)

smartphones, and (iii) RFID.

1.1.1 Wireless Sensor Devices

We first introduce systems and services that require wireless sensor device. Figure 1-

1(a) shows an example of it. Wireless sensor devices equip several sensors, e.g.,

pressure, humidity and temperature sensors, and wireless interfaces, e.g., 3G, ZigBee,

WiFi, and Bluetooth. By deploying wireless sensors in a building, home, industry,

and even the public area in the city, we can continuously collect sensory data from

them. Figure 1-1(b) shows an example of WSN (Wireless Sensor Network). In this

figure, a wireless sensor device is indicated by a circle with a number and is connected

with other devices by an ad-hoc network. Although the topology depends on what

systems and services are deployed, in most cases, a sink node, which is denoted as ‘S’

in Figure 1-1(b), collects sensory data and sends commands to underlying nodes. In

the following, we introduce some representative systems and services that use wireless

sensor devices.
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Sensor-enabled Homes and Buildings

One of the benefits provided by sensor devices is to visualize unnoticed cost and

waste [2], [3]. Sensor devices are deployed everywhere in the home and building and

monitor temperature and light [3]. It enables to automatically control light bulbs

and air-conditioning units. This process is automatically optimized by the system

and thus much energy can be saved compared with self-control by human.

Structure Health Monitoring

The beneficial system is environmental monitoring, e.g., volcanic areas, oceanic abysses,

roads, tunnels and buildings where human cannot easily enter [4], [5]. One of the ex-

amples is the bridge monitoring system, e.g., [6]–[8]. In this system, sensor devices

are deployed on foot bridges and measure structural health, e.g., crack and tension

detection. Since sensory data are periodically sent to a sink node, any abnormal

events can be quickly detected. Another merit to use sensor devices in the bridge

monitoring system is that sensor devices can harvest energy from solar and wind

power to operate.

Forest Monitoring

Another example is fire detection in the forest with WSN [9], [10]. It is undesirable

to monitor abnormal events from airplanes due to the cost. In sensor-enabled fire

forest systems, sensor devices are deployed on trees and/or ground and temperature

and humidity are periodically measured. If any anomaly, e.g., sudden increase in

temperature, is detected at a sensor device, it informs the sink node of anomaly in

order for persons to take a quick action for it.

ITS (Intelligent Transportation System)

Sensor devices make infrastructures smarter. ITS is an example of smart infrastruc-

tures [11]–[13]. If cars are equipped with wireless communication modules, e.g., Zig-

Bee and/or 3G communication module, a congestion-free traffic route may be offered.
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In addition, by using sensor technology, a smart parking system can be realized that

monitors available parking spaces and suggests the best candidates to park his/her

car [14], [15].

Smart Metering System

Smart metering is another example. A smart meter is equipped with a wireless

communication module and a wireless network is created with other smart meters

and utility. By using this network, the utility can real-timely collect each household’s

electric consumption and realize demand-response [16]. In addition, consumers can

also know when, which and how much each device is used [3].

Healthcare

Wireless sensor devices are also used in the medical services [17], [18]. For example, a

patient’s body temperature, blood pressure, and breathing activity are measured and

are sent to a sink device. By doing this, patient’s health can be remotely and quickly

monitored. Wearable devices equipped with a step counter and a heart rate tracker

can track the personnel activity which visualizes total walking/running distance and

consumed calories and may enhance their lifestyle.

1.1.2 Smartphones

The smartphone is the more powerful device compared with wireless sensors and

RFID. The smartphone is typically equipped with 3G/4G, WiFi, and Bluetooth con-

nectivities and several sensors, e.g., GPS, accelerometer, and light sensor. By lever-

aging them, new systems and services have been emerging. For the convenience of

presentation, only two major services, which are the voice and video communications

services and location services, are shown in the following.
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Voice and Video Communications Services

VoIP (Voice over IP) service enables us to communicate each other at very low charge

rate or even free of charge [19]. Since recent voice communication services use the

IP network instead of PSTN, the cost and charge for calling gets much decreased.

In the IP network, voice communication service, such as VoIP, uses SIP (Session

Initiation Protocol) for session management e.g., session establishment, forking, and

termination [20]. Since Android and Apple’s iOS devices can be VoIP/SIP clients,

the services would be widespread for smartphones’ users. Not only VoIP/SIP service

providers but also online social networks, e.g., Facebook and LINE, have started voice

communication services [21]. They are also offered free of charge or at very low calling

rate.

Location Information Services

As smartphones are typically equipped with GPS and WiFi subsystems, a service

provider can offer point-of-interests, e.g., cafes, museums nearby a user, and best

traffic route to a desired destination [22]. Another example of location information

services is mobile cloud sensing which is a new sensing service with smartphones [23],

[24]. In this service, sensory data are measured by users’ smartphones and are sent to

a service provider. Sensory data include temperature, air pollution data, noise level,

and even photos of point-of-interests. For instance, a user who wants to know air

pollution information in the specific area, he/she queries to the server and retrieves

the result and then a querier pays incentive to the provider.

1.1.3 RFID

RFID is a promising technology to identify objects. RFID consists of readers and

tags. In general, tags send its information to readers. Tags are classified into ac-

tive and passive ones. Active tags operate with battery while passive ones are not

equipped with any battery and operate with continuous wave fed by a reader [25].

Although operating frequency bands range from 120 kHz (low frequency) up to 10
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(a) HF RFID tag (cited from
www.boston.com)

(b) UHF RFID tag (cited from
www.harlandsimon.co.uk)

(c) UHF RFID reader (cited
from www.barcodesinc.com)

Figure 1-2: RFID devices.

GHz (ultra wide band), 13.56 MHz (high frequency) and 865-920 MHz (ultra high

frequency) bands are widely used. The communication range of HF (High Frequency)

RFID is up to 1 meter and thus it is suitable for smart cards for transportation sys-

tems or wireless payment systems. On the other hand, UHF-band RFID is used

for object management e.g., supply chains since tags can be interrogated within 10

meters. RFID-enabled supply chains ease the complex operations in supply chines,

e.g., traceability, quality management, and recall problem [26]. Typically, three par-

ties, which are manufacturers, distributors, and retailers are involved in the supply

chains. A manufacturer produces, composes, and ships products toward distributors.

It also generates an EPC (Electronic Product Code) to each product and attaches

it to a product. The EPC typically involves the information of product, e.g., item

type, company identifier, and a serial number. After distributors and retailers receive

products, EPCs are interrogated for each product by using RFID readers. Each party

can retrieve more detailed information about EPCs from EPCIS (EPC Information

Service) server managed by a manufacturer [27]. Similarly to DNS (Domain Name

Service) in the Internet, a party queries EPCDS (EPC Discovery Service) servers with

interrogated EPCs and find the location of EPCIS on the Internet.
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1.2 Security and Privacy Issues for Emerging

Systems and Services

Although wireless technology enables us to produce new useful systems and services,

unprecedented security and privacy issues will occur. For example, wireless sensor

devices connect each other by creating ad-hoc network. Since it might be difficult to

place administrative devices, an attacker can easily intercept, eavesdrop, and disrupt

the network. Another example is that systems and services requiring smartphones are

vulnerable to service specific issues. For example, let us consider the location service

in the mobile environment. In this case, a service provider may be able to know where

a user wants to go and even track the user, which causes a privacy issue. Not only

sensor devices and smartphones but also RFID suffers from a privacy issue because

tags can be interrogated by any RFID readers without being noticed. In other words,

an attacker can also obtain the information of products without being detected by a

tags’ owner.

Therefore, it is quite important to grasp the threats of emerging systems and

services and propose solutions to avoid them. In the following, typical security and

privacy issues against them, namely the attacks and defences for (i) ad-hoc network,

(ii) VoIP service, and (iii) RFID-enabled supply chains. In addition, although many

works will be cited, only key papers are introduced.

1.2.1 Ad-hoc Network

The attacks against the systems and services with wireless sensor devices are mainly

related with ad-hoc network. Since sensor nodes may be deployed in the area where

anyone can access, e.g., roads, forest, and buildings, attackers can easily replace

and/or add sensor devices [76]. Attacks and defences against ad-hoc or wireless sensor

network are summarized in detail in [76]. Figure 1-3 shows a classification of three

major attacks and defences in ad-hoc network. The attacks involve (i) routing-related

attack, (ii) eavesdropping, and (iii) node compromise. We describe the three attacks

27



Attacks and Defences in Ad-hoc Network

Routing-related
attack

Multipath
routing e.g. [28]–[35]

Reputation-based
routing e.g. [36]–[44]

Eavesdropping

Cryptographic
implementtation
e.g. [45]–[52]

Key pre-distribution
e.g. [53]–[61]

Hierarchical
key distribution
e.g. [62]–[68]

Node compromise

Pair-wise key based
authentication e.g. [55]

ZKP-based
authentication e.g. [69]–[75]

Figure 1-3: Classification of major attacks and defences for ad-hoc network.

one by one. First, the routing-related attack is that attackers typically inject malicious

nodes into the network and let them do illegal executions. For example, in order to

disrupt network functionality, a malicious node drops, forges, and forwards packets

to a wrong destination. In order to detect or avoid these attackers, secure routing

protocols have been widely proposed. These include multipath routing schemes e.g.,

[28]–[35] and reputation based ones e.g., [53]–[61]. The basic idea of multipath routing

based schemes is that a sensor device sends data to a sink node via multiple paths to

reliably transfer data. In reputation based routing schemes, each device rates their

neighbours with performance parameters, e.g., the successful packet transmission rate

and decides a proper route with reputations.

We then describe the eavesdropping attack that attackers eavesdrop transmitted

messages and try to decode them. If a device sends a very sensitive information, e.g.,

consumed electricity in smart metering system, it will be a privacy issue. In order

to avoid eavesdropping, data must be encrypted before transmission. Due to the

limited computational power of sensor devices, it is important to design a lightweight

cryptographic scheme. For example, Karlof et al. proposed TinySec, which is the

first symmetric encryption implementable to an off-the-shelf sensor device [45]. In
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general, the PKC (Public Key Cryptography) is much heavier than the symmetric

key cryptography and thus it is important to design lightweight PKC. Liu and Ning

proposed TinyECC, which is an implementation of PKC [47]. They use ECC (Elliptic

Curve Cryptography) which is one of the most efficient PKC. Szczechowiak et al. also

proposed but much faster implementation by introducing pairing over binary [49]. In

a sensor network, it is quite useful if a node identifier can be used as a public key,

namely IBE (Identifier Based Encryption). Oliveira et al. proposed an identity-based

paring based cryptography called TinyPBC [51].

In addition, key management schemes are necessary for encryption and decryption

because devices may easily leave and attend a network. There exist (i) key pre-

distribution schemes, e.g., [55], [57], [61] and (ii) pair-wise key establishment scheme

with a trusted intermediate node e.g., [77], and (iii) key management schemes in

hierarchal network [62], [63]. In the key pre-distribution schemes, a set of keys are

pre-distributed to each node and when two nodes want to communicate, they share a

pair-wise key from a key set. For instance, in [55], a key is chosen from a set of keys

called key pool and is used for the symmetric encryption. The receiver node tries

to detect which key is used for decryption. However, Chan and Perrig argue that

key pre-distribution schemes do not scale to large network and proposed a pair-wise

key establishment scheme with intermediate nodes [77]. In this work, one or multiple

trusted intermediate nodes are used to establish a pair-wise key between two nodes

that want to share a key. Another research includes a hierarchal key distribution. In

this research, not a pair-wise key but a key shared with entire network is distributed

to devices. Such key is used for securing the message broadcast by a sink node. In

order to avoid the leakage of a key, it must be updated whenever nodes leave and

attend the network. As mentioned by many researchers, by taking into account that

a network is large, the number of messages for key update must be smaller, e.g.,

[62]–[68]. Of these works, the work by Pietro et al. is most fundamental one. They

proposed LKHW (Logical Key Hierarchy for Wireless sensor networks) that divides

the nodes into several hierarchal groups and iteratively update keys by groups [62].

Finally, we introduce the node compromise attack and its countermeasures. In this
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attack, attackers replace deployed sensor nodes with compromised malicious nodes.

The compromised nodes may possess a valid identifier, e.g., IP address, and thus they

can impersonate existent legitimate nodes. In order to avoid impersonation, node-to-

node (or device-to-device) authentication is necessary for the network. In this case,

the challenge is that any trusted third party cannot be used since each node is not

connected with the Internet. There are typically two authentication approaches. The

first one is using a pair-wise key for authentication e.g., [55]. Nodes authenticate

each other by checking the possession of a correct pair-wise key. The other one is to

use ZKP (Zero Knowledge Proof) as authentication scheme [69]–[75]. ZKP is that

a prover, who possesses a pair of public and secret keys, tries to convince a verifier

the possession of keys without revealing the keys itself. By using ZKP, a receiving

node can judge whether a sending node is impersonated or not without requiring

any trusted third party. A major implementation of ZKP is FFS (Feige-Fiat-Shamir)

protocol [78] and it is used in many works, e.g., [71], [73], [74]. Udgata et al. and

Hashim et al. proposed an FFS-based authentication scheme for WSN to avoid a

malicious node from impersonating a legitimate node [73], [74]. Kizza et al. proposed

to use FFS protocol to authenticate devices in AN (Airborne Network), where flying

devices construct ad-hoc network and perform tasks, e.g., environment sensing and

monitoring ground in the sky [71].

1.2.2 VoIP Service

The one of the most fundamental functionalities of smartphones is the communication

between users. Therefore, it is required for a service provider to offer a secure and

privacy-preserving service. Figure 1-4 shows a typical classification of major attacks

and defences for VoIP service. We refer the work by Keromytis [117] to summarize

this figure. The first threat in the VoIP service is SPIT (Spam over Internet Tele-

phony), which an attacker spreads advertisement, malicious phishing, and persistent

survey. One of the major challenges in SPIT detection is that he legitimacy of a call

cannot be judged before a callee takes it. Nevertheless, there are many countermea-

sures against SPIT and they are mainly divided into three research categories: (i)
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Attacks and Defences for the VoIP Service

SPIT

Features-based
detection
e.g. [79]–[90]

Trust-based
detection
e.g. [91]–[100]

Content-based
detection
e.g. [101]–[104]

Eavesdropping

Encryption-based
approach
e.g. [105]–[109]

Anonymization
e.g. [110]–[113]

Service abuse

Authentication-based
prevention
e.g. [114]–[116]

Figure 1-4: Classification of major attacks and defences for the VoIP service.

features-based SPITters (SPIT callers) detection scheme, e.g., [79], [82], [87], [88],

(ii) SPITters detection based on social network trustworthiness, e.g., [91], [93], [96],

[98] and (iii) content-based SPIT call detection, e.g., [101]–[104]. The feature-based

SPITters detection scheme is to detect callers of SPIT by analyzing users’ call logs.

For example, since it can be considered that some of SPITters may make a large

of calls, one of the calling features, call frequency, is effective to detect SPITters

[79]. Another example is to use the difference of distribution of call duration between

SPITters and legitimate callers [87]. The approach of detection schemes based on

social network trustworthiness is to detect SPITters by measuring the reputation of

callers. Balasubramaniyan et al. proposed CallRank that uses call duration as trust-

worthiness between a caller and callee [91]. The idea of this scheme is based on the

fact that if one calls to a friend for a certain time duration, say 10 min, it must be

trustful and a reputation is given to a caller according to the call duration. Azad

et al. proposed Caller-REP which is a reputation-based SPITters detection scheme

[98]. In this scheme, three calling features, which are call duration, call frequency,

and the node degrees, are used for calculating the trustworthiness of a caller. The

approach of the last category is to detect SPITters by analysing the content of calls.
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Lentzen et al. and Strobl et al. proposed a content-based SPIT detection scheme by

fingerprinting the audio data [103], [104]. In these schemes, an audio fingerprint of

spectral feature vectors is computed for incoming call. Using a database of feature

vectors, new calls are compared with previous ones and replays with identical or sim-

ilar audio data are detected. Future calls from the same source can then be blocked

during call setup.

VoIP services may be also vulnerable to eavesdropping attack. The eavesdrop-

ping attack is that an attacker listens in on the signal or the content of a VoIP

call session. Wright et al. showed that even if audio data is encrypted, it can be

inferred what language is spoken between two [118] and even some phrases can be

identified with probability of greater than 90% [119]. They leverage the length of en-

crypted VoIP packets to train phrases with HMM (Hidden Markov Model). In order

to avoid the information leakage of VoIP/SIP services, two approaches exist, namely

(i) encryption-based, e.g., [105]–[109] and (ii) anonymization, e.g., [110]–[113]. One

of the representative work in the former approaches is [107]. The authors of [107] pro-

posed that multiple keys are shared and are switched during the call without being

detected by an eavesdropper. Since audio data is stream and VoIP is used on mobile

phones, a lightweight encryption is necessary for securing contents [106]. The latter

approach is to anonymize the routes that audio data pass through. For example,

Zhang and Fischer-Hübner proposed to use Tor (The onion router) which is a well

known proxy-based anonymised network. Since routes are periodically changed in

Tor, it is robust against eavesdropping.

The last one is called a service abuse attack. In this attack, attackers make

victimized accounts use some premium services and charge them its fee [120]. This is

a specific issue for VoIP/SIP services because session is established via the Internet,

and thus an attacker can execute MITM (Man-in-The-Middle) attack by illegally

hijacking some SIP messages, e.g., BUSY and BYE. In order to avoid this attack, many

researchers proposed source authentication schemes, e.g., [114]–[116]. For example,

Mazurczyk and Zbigniew proposed a digital watermarking technique for audio data

and SIP messages to authenticate both the caller and voice data [114]. Geneiatakis
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Attacks and Defences for RFID-enabled supply chains

Counterfeit circulation

Secure EPC
distribution
e.g. [121]–[128]

Track & trace
approach
e.g. [129]–[150]

Privacy leakage

Secure EPC
distribution
e.g. [121]–[128]

Information update
e.g. [123], [127], [128], [140]

Attack on EPC network

Encryption-based
e.g. [151]–[155]

Figure 1-5: Classification of attacks and defences for RFID-enabled supply chains.

et al. proposed an AAA (Authentication Authorization, and Accounting) assisted

billing scheme in VoIP [115]. In this scheme, a user authentication is executed before

SIP establishment with an AAA server.

1.2.3 RFID

Figure 1-5 shows a classification of attacks and defences of RFID-enabled supply

chains. Although other classifications may exist, we classify them as (i) counterfeit

circulation, (ii) privacy leakage, and (iii) attack on EPC network for the convenience

of presentation.

We first explain the counterfeit circulation attack. In this attack, an attacker

obtains genuine EPCs by any means and injects counterfeits with copied tags in the

supply chains, e.g., [136], [142], [146]. Since no party can detect counterfeits at the

time of arrival, each party must check the EPCs of tags. If counterfeits pass this

check, they are circulated in the supply chains. Therefore, we must avoid the leakage

of genuine EPCs. For this purpose, an attacker who wants to obtain EPCs must be

modeled in the real-world setting and many security researchers have modeled the

“hit and run” attacker, e.g., [121], [140], [156]. They assume that RFID tags can be

only interrogated by the attacker during transportation, e.g., truck carrying products

with tags. This is rational since an attacker may not be able to interrogate tags inside
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parties and public area is the only channel to interrogate tags on products. Based on

this attacker model, many researchers proposed schemes to securely distribute EPC

in the supply chains, e.g., [121]–[128], [156]. One of the most important work is a

secret sharing based key distribution proposed by Juels [156]. In this scheme, EPCs

are encrypted with a symmetric encryption scheme and an encryption key is split

into multiple shares by (τ, n) secret sharing scheme [156]. The secret sharing scheme

realizes that one can extract the key if he/she can obtain more than τ unique shares

out of n shares [157]. An encrypted EPC and share of a key is written into a tag on

product. After receiving products, an authorized partner interrogates tags, recovers

key from sufficient number of shares, and finally decrypt EPCs with the extracted

key.

Many researchers consider the case when genuine EPCs are leaked to attackers

and counterfeits are injected into the supply chains. In order to detect counterfeits

products in the supply chains, the track and trace approach is studied by many re-

searchers e.g., [129]–[150]. In the track and trace approach, each product is checked

whether it goes through legitimate paths from a manufacturer to retailers. This ap-

proach assures that genuine products are certainly passed through legitimate parties

and detects any products that do not pass correct parties as counterfeits. The com-

mon idea of these works is to update the extra information of tags whenever products

are arrived at parties in supply chains. For example, Zanetti et al. proposed a tailing

scheme [146]. This scheme requires a detector who can obtain information of a supply

chain. When a party interrogates a tag, it then checks this extra information and

query a detector. If no inconsistency is found, a party writes random data to the next

available position in the tag memory. By doing this, a detector can detect counterfeits

if any inconsistency is found on this extra information. Another example is to use the

ordered multi-signature scheme, which is a signature scheme that preserves the order

of signatures, and write or update signature directly to tags on products, e.g., [139],

[142]. This way also assures that products pass through correct parties in order.

The second attack we explain is privacy leakage. Since an EPC involves very

sensitive information e.g., a product code, a company code, and serial number, an
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attacker may obtain such information. It could be that an attacker queries obtained

EPCs to EPCIS servers and retrieves more information about products. Further-

more, if an attacker tracks from a manufacturer to the end retailer, he/she can infer

the business relationships. In order to avoid the information leakage, secure EPC

distribution schemes are also effective. However, they cannot solve the leakage by

tracking. Therefore, many schemes try to effectively update the tags’ contents, e.g.,

[123], [127], [128], [140]. For example, Cai et al. proposed a flexible secret update for

secret sharing scheme [123].

The last one is attack on EPC network. A party of supply chains may retrieve more

detailed information of products and/or update the information of tags in EPCIS.

In this case, it queries EPCs to EPCDS server and obtains the location of EPCIS

server where tags’ detailed information exist. Although EPC network is useful for

visualising the products information, many researchers argue that the access to EPC

network, especially EPCDS, must be restricted to authorized parties unless attackers

can retrieve sensitive information of products, e.g., [152], [153], [155]. Therefore, the

securely designed EPCDS is necessary and many solutions have been proposed. For

example, Shi et al. proposed a policy based access control EPCDS system [152]. In

this scheme, the authorization language is used to specify who is allowed to perform

what operations on what data. Fabian et al. proposed a privacy-enhanced EPCDS

which is designed with a DHT (Distributed Hash Table) structure and uses a secret

sharing scheme for securely preserving the information [153]. The information of

EPC, e.g., the location of EPCIS, is split into shares by a secret sharing scheme and

is put on nodes of DHT. Only the person who knows true EPC can retrieve sufficient

shares of tags’ information.
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Table 1.1. Contribution of this thesis.

(a) Chapter 2

Purpose Lightweight Verification Scheme in Feige-Fiat-Shamir Protocol

Issue The verification cost is high.

Proposal Restrict the maximum number of elements set as 1 in each challenge
to decrease the number of multiplication, which is the heaviest part
of verification, without lowering the security.

Result Process time is shortened by 37-73% on an Android device.

(b) Chapter 3

Purpose Unsupervised Clustering-based SPITters Detection Scheme in VoIP
Service

Issue Training data cannot be used for SPITter detection due to the pri-
vacy issue.

Proposal Find the (dis)similarity between callers from calling features and
cluster them.

Result When the SPITters account for more than 20%, better classification
accuracy is achieved compared with the conventional schemes.

(c) Chapter 4

Purpose Secure Products Distribution Scheme in RFID-enabled Supply
Chains

Issue EPCs may be leaked during transportation without being noticed.

Proposal EPCs are masked with random numbers. Introduce the authentica-
tion server to detect attackers and to securely distribute the random
numbers. An authentication code is split into shares with dummy
tags.

Result By adding dummy tags and an authentication server, an attacker can
be detected with high probability even if he/she possesses 10,000 IP
addresses.

1.3 Research Motivations and Contributions of

Dissertation

Although many researchers have solved important security and privacy issues, they

have limitations and require further improvements. Table 1.1 shows the summary of
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contribution of our research. For example, although FFS (Feige-Fiat-Shamir) pro-

tocol is suited to pervasive environment where trusted third party cannot be used,

it is necessary to consider the cost on verifiers because any device must verify an

authentication request whenever he/she receives it. Hence, the first contribution is

mainly related with systems for wireless sensor devices and we propose a lightweight

verification scheme in device-to-device authentication scheme in ad-hoc network en-

vironment. We first point out that the heaviest calculation in the verification is to

multiply 1,024-bit variables many times and when multiplication occurs. Based on

these observations, we propose a provably secure lightweight verification scheme in

FFS protocol. The basic idea is to divide the protocol into multiple phases and re-

strict the upper bound of elements set as 1 in generating challenges so as to decrease

the number of multiplication. We give security analysis and it will be proven that our

scheme is satisfied with the requirements for ZKP. Some performance metrics, e.g.,

the expected number of multiplication, required memory amount, and the process

time measurements on an Android device, are evaluated and it will be shown that

our scheme effectively decreases the verification cost without lowering the required

security.

Previous SPITters detection schemes in the VoIP service have also limitations.

Although there are many calling patterns that are effective to distinguish SPITters

and legitimate callers, it is difficult to obtain training data labeled as “SPITter”

or “legitimate caller” for threshold-based and supervised machine learning detection

schemes. Hence, the second contribution is to propose an unsupervised SPITters

detection scheme in the VoIP service. We propose an unsupervised and threshold-free

SPITters detection scheme by using a clustering algorithm. The proposed scheme tries

to separate the inspected callers into two clusters, one is the legitimate cluster and

the other is the SPITters one by using multiple features. Since the scheme leverages

the features to find dissimilarity among the callers, any complex threshold settings

and training phases can be avoided. Although clustering itself does not give us the

SPITter cluster, the “SPITters cluster” can be identified by comparing the average of

a feature, e.g., calls per day. Since if the callers are clustered well, the callers in one
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of the cluster call more frequently than the others and it can be done without the

training phase. By the computer simulation with real and artificial datasets, it will

be shown that the proposed scheme achieves the better detection accuracy when the

SPITters take account of more than 20% of entire caller.

The third contribution is to propose a secure product distribution scheme in RFID-

enabled supply chains. In RFID-enabled supply chains, it is necessary to protect the

contents of EPCs (Electronic Product Code) since an EPC contains sensitive in-

formation such as the product code and serial number. Although many protecting

schemes have been proposed, no scheme can limit the number of illegal attempts

for revealing EPCs or notice whether an attacker exists. Moreover, the conventional

schemes assume a weak adversary and, in reality, EPCs may be still revealed to an

attacker. Hence we propose a secure illegal interrogation detectable products dis-

tribution scheme for RFID-enabled supply chains. The idea is to make an attacker

access an authentication server and detect him/her. EPCs are masked with random

sequences and the masked ones are written into genuine tags on products while ran-

dom sequences are placed on an authentication server with an access code. An access

code is divided into shares with a secret sharing scheme and they are written into

genuine tags. The second proposal is to prepare dummy tags, which are extra off-

the-shelf tags and possess bogus shares but not attached to any products. Since an

attacker who wants to know genuine EPCs may obtain a large number of access code

candidates and must try each on the authentication server, the server can detect and

limit such illegal attempts. We prove that our construction is secure against ‘strong

attacker’ who can interrogate all tags. We also implement the proposed scheme with

off-the-shelf RFID devices and a computer to clarify the latency.

1.4 Limitations of Our Scheme

In order to clarify the contribution, the validity of our schemes must be clarified

in each research. Table 1.2 shows a classification of attacks summarized in the Sec-

tion 1.2 and the validity of our scheme. Here, the validity means whether our research
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Table 1.2. Major attacks and the validity of our scheme.

(a) Ad-hoc network

Attack Overview of attack Validity of our scheme

Eavesdropping Passively eavesdrop data in the network -
Route disruption Cause DoS by dropping or selectively for-

warding packets
-

Node compromise Impersonate legitimate nodes and collect
packets and/or disrupt the network

!

(b) VoIP

Attack Overview of attack Validity of our scheme

SPIT Make a large number of malicious calls,
e.g., advertisement, phishing, and survey

!

Eavesdropping Eavesdrop the content of a call -
Service abuse Abuse VoIP service, e.g., toll fraud and free

rider
-

(c) RFID-enabled supply chains

Attack Overview of attack Validity of our scheme

Counterfeit circulation Make counterfeit products with genuine
EPCs

!

Illegal interrogation Illegally interrogate genuine EPCs !
Privacy leakage Leak the business relationships in the sup-

ply chains and useful information
!

Attack on EPC network Typical attacks, e.g., DoS and information
leakage of tags on EPCDS and/or EPCIS

-

is related with such attacks. In the first work regarding the device-to-device authen-

tication, only node compromise can be avoided by our scheme. In the second work,

which is related with the security of VoIP, SPIT detection is covered by our research.

Finally, our third work solves counterfeit circulation, illegal interrogation, and privacy

leakage attacks will be solved in the RFID-enabled supply chains.

1.5 Thesis Type

Each chapter except for Chapters 1 and 5 is based on manuscripts published in

conferences or journals. Therefore, Chapters 2, 3, and 4 are self-contained manuscripts

of our research, in which some similar description exists.
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Chapter 1
Introduction

Chapter 3
Unsupervised Clustering-

based SPITters
Detection Scheme
in VoIP Service

Chapter 2
Lightweight Verification

Scheme in Feige-
Fiat-Shamir Protocol

Chapter 4
Secure Products Distri-
bution Scheme in RFID-
enabled Supply Chains

Chapter 5
Conclusions and

Future Work

Figure 1-6: Outline of Dissertation.

1.6 Outline of Dissertation

Figure 1-6 shows the outline of this dissertation.

Chapter 2 deals with a lightweight verification scheme in FFS protocol. Related

work is summarized in Section 2.2. Section 2.3 deals with the original FFS protocol.

The proposed scheme is shown in Section 2.4. The security analysis is given in

Section 2.5. The performance evaluation is shown in Section 2.6. The conclusions of

this chapter is in Section 2.7.

Chapter 3 deals with an unsupervised SPITters detection scheme. The attacker

model is described in Section 3.2. Related work is summarized in Section 3.3. The

proposed scheme is described in Section 3.4. The performance evaluation is shown in

Section 3.5. Finally we conclude this chapter in Section 3.6.

Chapter 4 deals with a secure product distribution scheme in RFID-enabled supply

chains. The system and attacker models are described in Section 4.2. Section 4.3

deals with related work. The proposed scheme is described in Section 4.5. Security

analysis is shown in Section 4.6. The performance evaluation is shown in Section 4.7.

We conclude the discussion of this chapter in Section 4.8.

Chapter 5 deals with the conclusions of this dissertation and future works.
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Chapter 2

Lightweight Verification Scheme in

Feige-Fiat-Shamir Protocol

2.1 Introduction

As more and more devices are connected in the ad-hoc network, it is quite important

to authenticate a device to avoid impersonation. However, as pointed out in [158],

authentication with a third party CA (Certificate Authority) is not suited for such

a pervasive environment because each node cannot assure the connectivity with a

CA. Hence it is necessary to authenticate nodes only between source and destination

nodes. In order to realize it, ZKP has been proposed [159]. ZKP realises that a prover

who possesses a pair of public and secret keys convinces a verifier that he/she certainly

owns the secret key that corresponds with the claimed public key without revealing

the secret key itself. Most of ZKP implementations are interactively executed with

commitment, challenge, response, and verification phase. A prover first sends a com-

mitment value to avoid cheating. Then, a verifier replies with a challenge and a prover

calculates a response with the received challenge and the commitment already sent

by itself. Finally a verifier checks the correspondence of commitment, challenge, and

response. There exist many implementations of ZKP, e.g., FFS (Feige-Fiat-Shamir)

protocol [78], GQ (Guillou-Quisquater) protocol [160], and Schnorr protocol [161].

Among them, FFS protocol offers a flexible key size and number of rounds and is
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suited for many ad-hoc network systems, e.g., [69]–[75].

The FFS protocol offers device-to-device authentication without a trusted third

party, e.g., certificate authority. However, it is necessary to consider the cost on

verifier when the large number of nodes exist and low computational devices are

used, e.g., sensor devices and smartphones. That is, each verifier device must verify

every authentication request from both legitimate and malicious devices and it may

consume precious energy on devices. Let us consider the case of hierarchical WSN

that consists of few cluster heads and many ordinal sensor nodes. In this case, cluster

heads must authenticate sensor nodes by itself before collecting data from them.

Therefore we should decrease the verification cost in FFS protocol without lowering

the required security.

In this thesis, we propose a provably secure lightweight verification scheme in FFS

protocol to reduce the computation cost on the verifier. We point out that the heaviest

calculation of the verification is multiplication. Therefore, the aim of our approach is

to reduce the number of multiplication. In fact, the expected number of multiplication

can be controlled when generating a challenge. However, as will be shown later, if the

expected number of multiplication is reduced, the attacker’s success probability gets

higher. In order to maintain the same probability with the original FFS protocol, we

divide the protocol into several rounds and a prover device is authenticated if and only

if all verifications are passed. The efficiency of our scheme will be shown by means of

security analysis, theoretical calculation, and the experiment on an Android device.

We first prove that our scheme is satisfied with the requirements of ZKP. Then, we

show that our scheme can theoretically reduce the number of multiplication. Finally,

we show that the calculation time on an Android device is shortened compared with

the original FFS scheme.

The rest of this chapter is as follows. The related work is summarized in Sec-

tion 2.2. The original FFS scheme is described in Section 2.3. The proposed scheme

is shown in Section 2.4. The security analysis is given in Section 2.5. Section 2.6

deals with the performance evaluation. We conclude this chapter in Section 2.7.
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2.2 Related Work

Udgata et al. and Hashim et al. proposed an FFS-based authentication scheme for

WSN to avoid a malicious node from impersonating a legitimate node [73], [74].

Similarly, Lu et al. proposed a FFS-based authentication for P2P network [69]. By

using a one-way hash function and FFS protocol, they realize an anonymous and

reliable P2P network.

Le et al. proposed to use FFS protocol as the authentication for mobile nodes

in a MIPv6 address [70]. In this scheme, a mobile node generates the latter 64-bit

of MIPv6 address by a public key and also owns the correspondent secret key. A

recipient can check the legitimacy of a source node by authenticating the claimed

MIPv6 through FFS protocol.

Kizza et al. proposed to use FFS protocol to authenticate devices in AN [71].

In AN, flying devices construct ad-hoc network and perform tasks, e.g., environment

sensing and monitoring ground in the sky. The authors assume that devices frequently

enter and leave the network and some tasks has time-constraint. Hence, they proposed

a modification to the original FFS protocol to quickly finish authentication.

Sandhya and Rangaswamy proposed a FFS-based authentication scheme for the

mobile RFID reader [75]. The FFS protocol enables each mobile RFID reader to

anonymously being authenticated with a backend server for querying.

2.3 FFS Protocol

We describe the device-to-device authentication protocol based on FFS protocol in

ad-hoc network environment. At first, the system and attacker models are described.

We then describe the procedures of authentication.

2.3.1 System Model

We first describe the system model. More than two wireless devices, e.g., wireless

sensor devices and smartphones, are deployed and connect each other by ad-hoc
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Prover Verifier

generate x

commitment x, id

generate e

challenge e

calculate y

response y, challenge e, n, public key v

check v

if H(v) ̸= id:
authentication failure

calculate z

if z ̸= ±x or z = 0:
authentication failure

i = 1 : ti = 1 : t

if all responses are passed: authentication success

Figure 2-1: Flowchart of FFS protocol.

network. Each device has its own identifier id. In order to calculate id, each device

calculates a pair of its own public and private keys v and s with a Blum integer

n = pq before deployment, where p and q are distinct prime numbers congruent to 3

mod 4 and are kept secret [162]. For achieving sufficient security as described in [70],

we assume |n| = 1, 024 bits. A device generates its secret key s as follows:

s = (s1, s2, · · · , sk), (2.1)

where k is the number of elements in s and si, i ∈ [1, k] is randomly chosen in the

range of 1 to n − 1. The order of k is set to O(log |n|) by referring to [78]. Each
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device randomly chooses a binary sequence b as follows:

b = (b1, b2, · · · , bk), (2.2)

where bi = {0, 1}, i ∈ [1, k]. The device also calculates its public key v as follows:

v = (v1, v2, · · · , vk), (2.3)

where

vi = (−1)bi
(
s2i
)−1

(mod n). (2.4)

By using v and a cryptographic one-way hash function H(·), an identifier id is calcu-

lated as follows.

id = H(v). (2.5)

2.3.2 Attacker Model

The attacker model assumed in this thesis is a malicious device that tries to imper-

sonate another legitimate device. The attacker knows a series of n, v and id of a

device to be impersonated, whereas he/she does not know the correspondent s. An

attacker tries to authenticate itself to a receiver device, dverifier, by challenging the

following procedures.

2.3.3 Procedures of Authentication

Let us consider the situation where a device dprover proves the legitimacy to another

device dverifier before starting communication with dverifier. More specifically, dprover

proves that it actually possesses the secret s that generates its identifier id without

revealing the secret itself. It is assumed that the case of two devices, which is a mobile

device dprover who wants to prove not to be impersonated and a verifier dverifier. This

also works in the existence of multiple devices because any device can verify the

prover’s legitimacy.
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Figure 2-1 shows the flowchart of FFS protocol. The FFS protocol consists of four

phases, which are (i) commitment, (ii) challenge, (iii) response, and (iv) verification

phase.

2.3.4 Commitment Phase

A device dprover proves its legitimacy to a receiver dverifier. dprover first sends its

identifier id and a commitment x to dverifier. x is calculated as follows:

x = (−1)br2(mod n), (2.6)

where r ∈ [0, n) and b = {0, 1} are randomly chosen and kept secret, respectively.

2.3.5 Challenge Phase

After receiving dprover’s id and x, a verifier dverifier generates a challenge e as follows

and sends e to dprover.

e = (e1, e2, · · · , ek), (2.7)

where ei = {0, 1}, i ∈ [1, k].

2.3.6 Response Phase

A prover dprover calculates a response y against a received challenge e. y can be

calculated as follows:

y = r
k∏

i=1

seii (mod n). (2.8)

A prover dprover sends a challenge e, public key v, n, and a response y to the verifier

dverifier.

2.3.7 Verification Phase

When a device dverifier receives the above variables, it checks whether the id is cor-

respondent with the hash of v. If it does not match, authentication fails. Otherwise,
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it verifies whether the received y and the sent e are certainly corespondent with the

following equation.

z = y2
k∏

i=1

veii (mod n). (2.9)

If z ̸= ±x or z = 0, a verifier dverifier judges that dprover does not possess the secret

key s that corresponds with the public key v. Otherwise, a verifier repeats the

above procedures, i.e., commitment, challenge, response, and verification phases until

t rounds.

2.3.8 Shortcomings in FFS Protocol

The FFS protocol offers device-to-device authentication without a trusted third party,

e.g., certificate authority. However, when we consider that the FFS protocol is used

in the network where the large number of nodes exist and mainly low computational

devices are used, e.g., sensor devices and smartphones, it is necessary to consider the

cost on verifier. That is, each verifier device must verify every authentication request

from both legitimate and malicious devices and it may consume precious energy on

devices. Let us consider the case of hierarchical WSN that consists of few cluster

heads and many ordinal sensor nodes. In this case, cluster heads must authenticate

sensor nodes by itself before collecting data from them. Therefore we should decrease

the verification cost in FFS protocol without lowering the required security.

2.4 Proposed Scheme

In order to reduce the computation cost on the verifier, we propose a provably secure

lightweight verification scheme in FFS protocol by dividing a challenge into multiple

challenges and varying the difficulty of each challenge. We point out that the heaviest

calculation in the verification is to multiply vi in Eq. (2.9) since the length of vi is

as long as |n| = 1, 024 bits. We also argue that vi is only multiplied when ei = 1 in

e. Therefore, the most naïve approach is to make most of ei to 0. However, it offers

significantly lower security because an impersonator, who only knows a someone’s
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Prover Verifier

generate xj

commitment xj, id

generate ej

challenge ej

calculate yj

response yj, challenge ej, n, public key v

check v

if H(v) ̸= id:
authentication failure

calculate zj

if zj ̸= ±xj or zj = 0:
authentication failure

j = 1 : dj = 1 : d

if all responses are passed: authentication success

Figure 2-2: Flowchart of the proposed scheme.

public key v but does not know its secret key s and tries to pass authentication,

could impersonate with high probability. In order to decrease the calculation amount

without sacrificing security, a challenge is divided into multiple ones and the number

of elements that set as 1 in each divided challenge is controlled. In the conventional

FFS protocol, a verifier must calculate Eq. (2.9) at once regardless of whether a

prover is legitimate or not. On the contrary, the proposed scheme quickly terminates

verification for requesting from an impersonator in earlier round. Since a prover

must pass every challenge, the proposed scheme can achieve the sufficient security by

setting appropriate upper bounds and the number of divided challenges.
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Figure 2-2 show a flowchart of the proposed scheme. The proposed scheme also

consists of commitment, challenge, response, and verification phases and assumes the

same model as the FFS protocol. j ∈ [1, d] and d indicate an identifier of round and

the number of total rounds, respectively. In the following, each phase is described in

detail.

Commitment: A device dprover proves its legitimacy to a receiver dverifier

when it starts communication with dverifier. dprover first sends its identifier id and a

commitment xj to dverifier. xj is calculated as follows.

xj = (−1)bjrj2(mod n), (2.10)

where rj ∈ [0, n) and bj = {0, 1} are randomly chosen and kept secret, respectively.

Challenge: After receiving dprover’s id and xj, a verifier dverifier generates a

challenge ej as follows and sends ej to dprover.

ej = (e1j, · · · , ekj), (2.11)

where eij = {0, 1}, i ∈ [1, k] and let uj ∈ [1, k) be the maximum number of bits set as

1 in the challenge ej.

Response: A prover dprover calculates a response yj against a received challenge

ej. yj can be calculated as follows:

yj = rj

k∏

i=1

s
eij
i (mod n). (2.12)

A prover dprover sends a challenge ej, public key v, n, and a response yj to the verifier

dverifier.

Verification: When a device dverifier receives the above variables, it checks

whether the id is correspondent with the hash of v. If it does not match, authentica-

tion fails. Otherwise, it verifies whether the received y and the sent ej are certainly
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corespondent with the following equation.

zj = y2j

k∏

i=1

v
eij
i (mod n). (2.13)

If zj ̸= ±xj or zj = 0, a verifier dverifier judges that dprover does not possess the

secret key s that corresponds with the public key v. Otherwise, a verifier iterates the

above procedures, i.e., commitment, challenge, response, and verification phases until

d rounds.

2.5 Security Analysis

In this section, we prove that the proposal possesses all of the required properties

for ZKP: completeness, soundness, and zero-knowledge properties by following the

security analysis given in [78], [163]. Here, completeness property ensures that a

legitimate prover can convince a legitimate prover that the prover certainly possesses

the secret without fail. Soundness is a property that a prover that does not possess

the legitimate secret key against a public key, i.e., an impersonator, cannot prove

the possession of the secret with overwhelming probability. Zero knowledge property

ensures that a verifier cannot obtain any knowledge about the secret from the series

of ZKP protocol. In the following, the notations ‘overwhelming’ and ‘negligible’

probabilities are used by following the notation used in [78]. That is, ‘overwhelming’

and ’negligible’ probabilities indicate the probability that exceeds 1 − 1/|n|b for any

integer b and the one belows 1− 1/|n|a for any integer a, respectively.

2.5.1 Completeness

Lemma 2.5.1. A legitimate prover can convince a verifier without fail.

Proof. Without loss of generality, always s2i vi = ±1(mod n) holds since a prover is

legitimate and he/she has si that corresponds with vi for i ∈ [1, k]. Hence Eq. (2.13)

that a verifier computes can be transformed into Eq. (2.14). Lemma 2.5.1 has been
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proven.

zj = y2j

k∏

i=1

v
eij
i (mod n)

=

(
rj

k∏

i=1

s
eij
i

)2

·
k∏

i=1

v
eij
i

= r2j

k∏

i=1

(s2i vi)
eij

= ±r2j = ±xj(mod n).

(2.14)

2.5.2 Soundness

Lemma 2.5.2. Against a malicious prover that does not know any secret si and

cannot compute any square root of
∏k

i=1 v
cij
i (mod n) where cij = {−1, 0, 1} but cj =

{cij} ̸= 0 within polynomial time, the probability p that a verifier accepts such a

malicious prover satisfies p < 2−dū, where d = Θ(|n|) and ū denotes the mean value

of uj, j ∈ [1, d] and ū = O(log |n|).

Proof. The plan for the proof of soundness is as follows. We first show a malicious

prover’s strategy for convincing a verifier without knowing a secret key s and calculate

its success probability. Then, it is shown that such a prover cannot improve the

probability. In order for a malicious prover to convince a verifier that he/she possesses

a secret key (without possessing it), one can consider that a prover must forge a

commitment xj and yj that can satisfy zj = ±xj. For this purpose, a malicious

prover first guesses challenge ej for j ∈ [1, d] and calculates
∏k

i=1 v
eij
i (mod n). Note

that anyone can compute this value since v = {vi} is a public key. Assuming that the

prover’s guess is correct, he/she randomly choose rj and forge xj and yj as follows.

xj = ±r2j

k∏

i=1

v
eij
i (mod n), (2.15)
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yj = rj. (2.16)

A malicious prover can convince a verifier if and only if every guess of ej is correct.

However, a commitment xj must be submitted to a verifier before receiving a challenge

ej, the success probability p can be represented as 1/(the total number of combination

of challenges ej for j ∈ [1, d]). Here, let pj denote the probability that a prover can

guess a correct ej. Since there exist at least one and at most uj bits out of k bits are

set as 1 for a ej, the total number of combination of challenge ej is represented as

the summation of each combination.

pj =

{(
k

1

)
+

(
k

2

)
+ · · ·+

(
k

uj

)}−1

=

{ uj∑

i=1

(
k

i

)}−1

. (2.17)

The probability p can be calculated by the product of each pj for j ∈ [1, d].

p = p1p2 · · · pd

=

{
u1∑

i=1

(
k

i

)}−1{ u2∑

i=1

(
k

i

)}−1

· · ·
{

ud∑

i=1

(
k

i

)}−1

=

{
d∏

j=1

uj∑

i=1

(
k

i

)}−1

. (2.18)

Here, without loss of generality, the following inequality holds because uj < k and

2uj =
∑uj

i=0

(
uj

i

)
for j ∈ [1, d].

uj∑

i=1

(
k

i

)
− 2uj =

uj∑

i=1

(
k

i

)
−

uj∑

i=0

(
uj

i

)
> 0,

⇔
{ uj∑

i=1

(
k

i

)}−1

< 2−uj .

(2.19)

By leveraging Eq. (2.19), the probability p is bounded by the 2−dū by denoting ū =
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1
d

∑d
j=1 uj.

p =

{
d∏

j=1

uj∑

i=1

(
k

i

)}−1

< 2−(u1+···+ud) = 2−dū. (2.20)

Therefore the success probability of the above strategy is less than 2−dū. Henceforth

we prove that such a malicious prover cannot increase the success probability p by

considering the case that a prover pre-calculates multiple responses yj for multiple

challenges ej for a commitment xj. Let (e′
j, e′′

j ) and (y′j, y
′′
j ) denote arbitrary two

challenges and responses out of all pairs. Leveraging the fact that yj ̸= 0 and a

commitment xj must be submitted before receiving a challenge, the following equation

holds:

xj = y′2j

k∏

i=1

v
e′ij
i (mod n) = y′′2

k∏

i=1

v
e′′ij
i (mod n). (2.21)

If a prover was legitimate, he/she could calculate the square root of following equation:

(
y′j
y′′j

)2

=

∏k
i=1 v

e′ij
i

∏k
i=1 v

e′′ij
i

(mod n) =
k∏

i=1

v
cij
i (mod n), (2.22)

where cij ∈ {−1, 0, 1}. However, a polynomial time prover who does not know the

secret key s cannot compute it since it involves the computation of the square root of
∏k

i=1 v
cij
ij (modn). Therefore a malicious prover cannot prepare multiple responses

that pass multiple challenges and improve the success probability than p. Thus

Lemma 2.5.2 has been proven.

2.5.3 Zero Knowledge Property

Lemma 2.5.3. When d = Θ(|n|), uj = O(log |n|), the proposed scheme has the zero

knowledge property.

Proof. In order to prove that the proposed scheme has the zero knowledge property,

it must be shown that a malicious verifier can obtain any information by itself even

though he/she does execute the proposed protocol with a (legitimate) prover. This

can be usually done with a simulator [78], [163]. The simulator is a series of procedures

that an ideal attacker can do. Before defining the simulator for the zero knowledge
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property, let Ā, B̄, and B̃ denote a legitimate prover, a legitimate verifier, and a

malicious verifier that wants to know Ā’s secret from it, respectively. Then we consider

the following simulator MB̃:

1. Sequentially execute the following steps from 2 to 6 against j ∈ [1, d].

2. Guess a challenge e′
j.

3. Calculate a commitment xj = ±r2j
∏k

i=1 v
e′ij
i (mod n) and a response yj = rj.

4. Send a commitment xj and receive a challenge ej.

5. If the guessed challenge e′
j and ej differ, go back to the step 2.

6. Otherwise, send a response yj to the simulator MB̃.

The information obtained through the above simulator, i.e., {x = {xj},y = {yj}, E =

{ej}}, is a sequence that a malicious prover can pass the protocol without knowing

a secret key s and is same as the sequence obtained from a legitimate prover.

The simulator MB̃ can be executed within 2uj = O(|n|) trials on average for each

j ∈ [1, d]. Since d = Θ(|n|), the entire calculation 2u1 +2u2 + · · ·+2ud can be executed

with the polynomial time of |n|. Therefore a verifier can fully execute the simulator

MB̃ and any information is simulatable by itself.

2.6 Performance Evaluation

In order to show the effectiveness of the proposed scheme, the appropriate u = {uj}

is calculated for each d that satisfies the required security and most minimizes the

expected number of multiplication in the verification. Then, the computation time

is measured on an off-the-shelf Android device. Finally we compare the memory

requirement and communication cost between the conventional FFS protocol and the

proposal.
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2.6.1 Appropriate u to Minimize the Number of

Multiplication

It is necessary to set minimum uj while maintaining the required security. We first

clarify the meaning of ‘the required security’. In the conventional FFS protocol, a

malicious prover convinces a verifier with the probability of 2−kt since each element

in challenge e = {e1, · · · , ek} can take 0 or 1 and the protocol consists of t rounds.

Therefore, to fulfil the required security, the probability that a malicious prover passes

the verification, which is p in Eq. (2.18), must be smaller than 2−kt.

{
d∏

j=1

uj∑

i=1

(
k

i

)}−1

≤ 2−kt. (2.23)

Then, we formulate the expected number of multiplication in the verification. It is

noted that the number of multiplication differs when verifying a legitimate prover and

malicious prover. This is because a malicious prover cannot proceed the subsequent

round unless his/her guess against a challenge is correct. On the contrary, an honest

prover should pass all challenges in the verification. Therefore, we calculate four

expectation values when verifying an honest and malicious provers for both schemes.

In the conventional FFS protocol, as seen from Eq. (2.9), the number of multi-

plication is represented as k+1
2 + 1 because the multiplication occurs every ei = 1 in

totally and at least one element must be set as 1, and y is also multiplied. Since

a verifier must calculate t rounds’ Eq. (2.9) for a legitimate prover, the number of

expectation Econv,leg is represented as:

Econv,leg = t

(
k + 1

2
+ 1

)
. (2.24)

A malicious prover cannot proceed the subsequent round unless his/her guess

against a challenge is correct. Since the success probability of guessing a challenge is

2−k, the probability that a verifier calculates j-th round’s response is represented as
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2−k2−k · · · = 2−k(j−1). Therefore the number of expectation Econv,mul is as follows:

Econv,mul =
(
1 + 2−k + · · ·+ 2−k(t−1)

)(k + 1

2
+ 1

)
,

≈ 1

1− 2−k

(
k + 1

2
+ 1

)
,

(2.25)

By letting α ∈ [0, 1] denote a ratio of malicious devices to all devices in a net-

work, the expected value of multiplication in the conventional FFS protocol Econv is

represented as

Econv = αEconv,mul + (1− α)Econv,leg,

≈ {t+ α(1− t)}
(
k + 1

2
+ 1

)
.

(2.26)

The expected value of multiplication in the proposed scheme can be calculated in

the same way as the above. In the proposed scheme, as seen from Eq. (2.13), the

number of multiplication in challenge ej is represented as uj+1
2 + 1. Since a verifier

must calculate Eq. (2.13) for all d rounds, the number of expectation Eprop,leg is

represented as

Eprop,leg =
d∑

j=1

(
uj + 1

2
+ 1

)
. (2.27)

In contrast, a malicious prover cannot proceed the subsequent round unless his/her

guess against a challenge is correct. Since the success probability of correctly guessing

a j-th challenge is pj, the probability that a verifier calculates j-th round’s response

is represented as p1p2 · · · pj−1. Therefore the number of expectation Econv,mul is as

follows:

Eprop,mul =

(
u1 + 1

2
+ 1

)
+ p1

(
u2 + 1

2
+ 1

)
+ · · ·+

(
d−1∏

j=1

pj

)(
ud + 1

2
+ 1

)

=
u1 + 1

2
+ 1 +

d∑

l=2

l−1∏

j=1

pj

(
ul + 1

2
+ 1

)
.

(2.28)
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Table 2.1. The relationships between u, p, and Ēprop.

(a) d = 2

u p Ēprop

(1, 6) 8.3× 10−7 4.36
(2, 4) 7.7× 10−7 4.26
(3, 3) 5.5× 10−7 4.50
(4, 2) 7.7× 10−7 4.75
(5, 2) 2.2× 10−7 5.25
(6, 1) 8.3× 10−7 5.50

(b) 3 ≤ d ≤ 5

d u p Ēprop

3 (1, 1, 4) 4.0× 10−7 4.80
4 (1, 1, 1, 2) 6.0× 10−7 5.30
5 (1, 1, 1, 1, 1) 3.1× 10−7 6.05

From the above result, the expected value of the multiplication in the proposed

scheme Eprop is represented as

Eprop = αEprop,mul + (1− α)Eprop,leg

=
u1 + 1

2
+ 1 +

d∑

l=2

{
1− α

(
1−

l−1∏

j=1

pj

)}(
ul + 1

2
+ 1

)
.

(2.29)

We finally calculate u that minimizes Eprop for each d. For this purpose, k and

t in the conventional FFS protocol must be fixed to decide the security requirement

in Eq. (2.23). By referring the original FFS protocol in [78], we set kt = 20 that

achieves 2−20 ≈ 9.5× 10−7. As seen from Eq. (2.29), α affects the expected value of

multiplication. We marginalize α from Eprop as represented as Eq. (2.30) and find u

for d = 2, · · · , 5.

Ēprop =

∫ 1

0

Epropdα. (2.30)

We first consider d = 2. Table 2.1(a) shows the relationships of the candidate

u = (u1, u2), the correspondent p, and the marginalized expected value of the multi-

plication in the proposed scheme. Figure 2-3(a) shows the expected value of multipli-

cation versus α when d = 2. In this figure, ‘E’ represents both Eprop and Econv whereas

“Prop. (u1, u2)” and “Conv. (k, t)” indicate the proposed scheme with u = (u1, u2) and

the conventional FFS protocol with k and t, respectively. Although other candidates

exist for u, the aim is to reduce the expected value of multiplication and only six can-

didates that most minimize Eprop are shown. From Table 2.1(a), u = (2, 4) achieves
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Figure 2-3: Expected value of multiplication E versus α.

minimum Eprop while maintaining the required security, i.e., p = 7.7 × 10−7 < 2−20.

As can be seen from Figure 2-3(a), the combination (2, 4) minimizes Eprop when

0 ≤ α ≤ 0.6. We can also observe that u = (1, 6) minimizes Eprop for α > 0.6,

i.e., when most of the provers are malicious. Moreover the proposed scheme with

u = (2, 4) reduces the number of multiplication against the conventional schemes

(k, t) = (20, 1) and (k, t) = (10, 2) by 48% and 54% when α = 0 and 78% and 61%

when α = 1, respectively.

Then we consider the cases where d > 2. Table 2.1(b) shows u and p that achieve

minimum Ēprop for d = 3, 4, and5. In Figure 2-3(b), “Conv. (k, t)” and “Prop. (u1, u2,

· · · )” indicate the conventional FFS protocol with k and t and the proposed scheme

with u, respectively. As can be seen from Table 2.1(b) and Figure 2-3(b), although

the proposed scheme with d ≥ 3 much decreases the number of multiplication when

0.8 ≤ α ≤ 1.0, the proposed scheme with d = 2 most minimizes the number of

multiplication on average. From these results, it can be argued that the proposed

scheme effectively reduces the number of multiplication in the verification and the

combination of d = 2 and u = (2, 4) is the best choice for the security parameter

kt = 20.
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Figure 2-4: Process time for the verification versus α measured on an Android device.

2.6.2 Comparison of Computation Time for Verification on

Android device

The effect of the scheme represented in the above is theoretical and one cannot say that

the scheme actually reduces the computation complexity on a real device. In order

to clarify the effectiveness on a real device, we measure the computation time for the

verification on an Android device. Nexus S, which is an Android device with a 1 GHz

CPU and 512 MB RAM memory, is used as a verifier device dverifier. We simulate both

legitimate and malicious provers by varying their probabilities of occurrence, i.e., α,

and average measurements observed from 100 trials. From the result of Section 2.6.1,

d = 2 and u = (2, 4) are used for the proposed scheme. Since the aim of the proposed

scheme is to reduce the verification cost, only the computation time for the verification

is measured and it does not include the time for communication between a prover and

59



a verifier. Figure 2-4 shows the computation time for the verification versus α on a

Nexus S. From this figure, the proposed scheme effectively reduces the computation

time against the conventional FFS protocol regardless of α. When α = 0, the proposed

scheme reduces the process time by 37% and 48% against the conventional one with

(k, t) = (20, 1) and (k, t) = (10, 2), respectively. When α = 1, the proposal also

shortens it by 73% and 64%, respectively. However we can see that the reduction

rate is not as good as the theoretical one. This is because the proposed scheme

requires a trivial cost for generating two challenges and verifying responses one by

one.

In Figure 2-4, even if no attacker exists, the number of multiplication and the

verification time can be decreased and shorten in our scheme. This is because the

required number of combination can be achieved by multiplying that of each round.

Therefore even if the number of elements set as 1 is restricted to a small value in

each challenge, the required number is quickly reached. Let us consider the following

condition: the required number of combination kt = 20 and the number of rounds

d = 2. In this case, k = 20 and the upper bounds for each challenge is (u1, u2) = (2, 4)

in our scheme whereas the previous scheme is (k, t) = (10, 2). On the one hand, the

expected number of multiplication for a legitimate device in the previous scheme

Econv,leg can be calculated as follows.

Econv,leg =

(
10 + 1

2
+ 1

)
+

(
10 + 1

2
+ 1

)
= 13. (2.31)

On the other hand, that of our scheme Eprop,leg is calculated as follows.

Eprop,leg =

(
2 + 1

2
+ 1

)
+

(
4 + 1

2
+ 1

)
= 6. (2.32)

Therefore, even if a prover is legitimate, the process time can be reduced as well.

60



2.6.3 Memory Requirement

We finally compare the required memory amount for the conventional FFS protocol

and the proposed scheme. Let Mconv and Mprop denote the required memory amount

for the conventional FFS protocol and the proposed scheme, respectively. Since the

conventional scheme requires t commitments, challenges, responses and a prover’s

public key v and n, Mconv can be represented as

Mconv = t|n|+ tk + t|n|+ k|n|+ |n|

= (k + 2t+ 1)|n|+ tk.
(2.33)

When |n| = 1, 024 bits and (k, t) = (20, 1), Mconv = 2, 964 Bytes. Mprop can be also

calculated in the same way as Mconv.

Mprop = d|n|+ dk + d|n|+ k|n|+ |n|

= (k + 2d+ 1)|n|+ dk.
(2.34)

When |n| = 1, 024 bits and (k, d) = (20, 2), Mprop = 3, 240 Bytes. From this result,

the proposed scheme increases memory amount by 9% (≈ 3,240−2,964
2,964 ).

2.7 Conclusions

We have proposed a provably secure lightweight verification scheme in FFS protocol.

The basic idea to reduce computation cost in the verification is to make most of

elements in a challenge e to 0 when generating a challenge. To avoid lowering security,

a challenge is divided into multiple ones and the number of elements set as 1 in

each challenge is restricted. Since a prover must pass every challenge, the proposed

scheme can achieve the sufficient security by setting appropriate upper bounds for each

challenge. The proposed scheme is proved as ZKP by referring the security analysis

in [78]. By the theoretical computation, we have shown that the number of division

d = 2 and upper bounds for each challenge u = (2, 4) is the lowest computation on

the verification for the security parameter kt = 20. The proposed scheme reduces the
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number of multiplication by 48-54% and 61-78% when no malicious provers exist and

when only malicious provers exist, respectively. We have also represented that the

scheme is effective on an Android device.
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Chapter 3

Unsupervised Clustering-based

SPITters Detection Scheme in VoIP

Service

3.1 Introduction

Recently, VoIP (Voice over IP) is becoming a major telephony protocol thanks to

inexpensive call charge. Unfortunately, the merit that we can call at very low calling

rate is also beneficial for a caller who spreads ads, malicious phishing, or persistent

survey. This unsolicited call is referred to as SPIT (SPam over Internet Telephony)

and a SPIT call or SPITters (SPIT callers) detection system must be implemented

in SIP servers on service providers. One of the major challenges in SPIT detection is

that we cannot judge the legitimacy of a call before a callee takes it and thus spam

detection scheme in e-mail or text-based chat services cannot be applied. Although

the content of calls cannot be used for SPIT detection, the service providers are able

to collect CDR (Call Detail Records) which are call logs of each caller. By leveraging

CDR, several calling features which distinguish SPITters from legitimate callers, e.g.,

call frequency, average call duration, out-degree, and in-degree, can be calculated and

they are useful for the SPITters detection. Although many feature-based detection
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scheme exist, e.g., [79], [82], [87], [88], [164], none of them provide reasonable solutions

to set the threshold and reference models in order to differentiate legitimate callers

and SPITters appropriately. In other words, if a new feature is found, it is difficult to

integrate it into their schemes. In addition, it may be infeasible to obtain training data

labeled as “SPITter” or “legitimate caller” in privacy concerns since the content of calls

must be checked to confirm whether the caller is legitimate to obtain label. These two

shortcomings motivate us to research a flexible SPITters detection approach without

threshold-based detection as an unsupervised detection method.

In this thesis, we propose an unsupervised and threshold-free SPITters detec-

tion scheme by using a clustering algorithm. The proposed scheme turns complex

threshold setting and training into clustering the callers and identifying the SPITters

cluster. The aim is to separate the inspected callers into two clusters, one is the legit-

imate cluster and the other is the SPITters one by using multiple features. Since the

scheme leverages the features to find the dissimilarity among the callers, any complex

threshold settings and training phases can be avoided. Although clustering itself does

not give us the SPITter cluster, we can identify which cluster is the “SPITters cluster”

by comparing the average of a feature, e.g., calls per day.

The effectiveness of the proposed scheme depends on a dissimilarity measure and

a clustering algorithm. We compare three combination of dissimilarity measures

and clustering algorithms, namely (i) k-means clustering, (ii) the ED (Euclidean

Distance) + PAM (Partitioning Around Medoids) clustering, and (iii) RF (Random

Forests) dissimilarity + PAM clustering. By computer simulation, we show that

the combination of RF + PAM is the best choice for SPITter detection since RF

effectively finds the importance of features while the ED does not. We also clarify

that the scheme works well when the SPITters account for more than 20% of entire

callers. We compare the proposed scheme with the well-studied conventional schemes

and the proposed RF + PAM scheme outperforms them in terms of true positive rate

while maintaining low false positive rate.

The rest of this chapter is structured as follows. Section 3.2 describes the model

of SPITters. Related work is summarized in Section 3.3. The proposed scheme is
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Figure 3-1: Graphical model of SPITter with colluding accounts.

described in Section 3.4. Simulation results and evaluation are discussed in Section

3.5. Finally the conclusions are shown in Section 3.6.

3.2 SPITters Model

SPIT is voice-based spam for advertising merchandise or to commit fraud, such as

credit card fraud, to deceive someone to deposit his/her money into their bank ac-

counts. Many researchers define “SPITter” as automatic computer-based SPIT calls

generator, e.g., [165]–[168]. The content of SPIT is pre-recorded and automatically

played when the call is successfully connected. Most works deal with SPITters who

disperse many SPIT calls and calls only victims. However, to our knowledge, there is

no statistics of SPITters. Hence, it is necessary to consider other models of SPITters

who own multiple accounts. By using multiple accounts, the SPITters can lower the

call frequency, compensate for short average call duration, and make more human-like

relationships. Figures 3-1(a) and 3-1(b) show an example of the relationship and call

behavior of SPITters with colluding accounts, respectively. In Figure 3-1(a), node A

is a SPITter and A has four colluding accounts, B, C, D, and E. On the other hand,

F, G, H, and I are victim callees. Arrows indicate the direction of calls, i.e., SPITter

A and the colluding accounts have bi-directional links but the victim callees have
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Table 3.1. Parameters for SPITter model.

(a) without colluding accounts

parameter value

# of SPIT calls per day 10, 50, 100, 500, and 1,000
SPIT call duration dSPIT ∼ Exponential(µSPIT = 15sec)
callee uniformly chosen
call back rate 0.01

(b) with colluding accounts

parameter value

# of SPIT calls per day 10, 50, 100, 500, and 1,000
SPIT call duration dSPIT ∼ Exponential(µSPIT = 15sec)
callee uniformly chosen
call back rate 0.01
# of colluding accounts 5
compensation call duration dcomp ∼ Exponential(µcomp)

uni-directional link from A. From Figures 3-1(a) and 3-1(b), it can be seen that a

SPITter with colluding accounts can compensate for short average call duration by

occasionally calling back and forth with colluding accounts for a certain duration. Let

dcomp denote average call duration to compensate for short call duration. We discuss

how to set dcomp in the following section. By preparing some colluding accounts, a

SPITter can imitate the call behavior of a legitimate caller. Tables 3.1(a) and 3.1(b)

show the call model of SPITters with and without colluding accounts, respectively.

In the following section, we discuss how to set the parameters in Tables 3.1(a) and

3.1(b).

• Call frequency (calls per day)

In order to determine the call frequency model of SPITters, we estimate the

maximum amount of SPIT calls per account. In the assumption, the upper

bound of calls per day is estimated under the following situation. SPITters

are assumed to make calls between 9 - 5. This assumption comes from the

following two reasons. The first reason is that SPITters expect the callees to

catch as many calls as possible and thus SPIT calls are generated while the
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most callees are active. The second reason is that most SPIT calls may be

generated by a corporation and traditional business hour of corporation is 9 -

5. In reality, human-based SPITter can call as many as 1 or 2 calls per minute:

therefore, estimated upper bound per account is 500 or 1,000 calls per day.

However, it is too frequent compared with legitimate callers: thus, SPITters are

easily detected by a threshold-based SPITter detection [79]. By using multiple

accounts, SPITters may avoid a threshold-based SPITter detection. Hence, we

also consider a low frequency SPITter model that disperses SPIT calls to as

many as 10, 50, and 100 calls per day.

• Call duration for SPIT call

For most callees, a received SPIT call must be unsolicited and this could result

in a shorter call duration than a legitimate one. Hence the mean duration of

SPIT call µSPIT is set as 15 sec and SPIT call duration dSPIT obeys exponential

distribution. This is the same as other related works [169] and [87].

• Callee selection

Since SPITters aim to broadcast their merchandises or deceive as many victims

as possible, SPITters are assumed to seldom call to the same callee again and

thus the callees are randomly chosen.

• Call back rate

It could be possible that callees intentionally or unintentionally call back to a

SPIT caller. Some callees may be interested in the content of SPIT calls. As an

unintentional case, some callees cannot catch the call and may call back later

without knowing that the caller is a SPITter. We consider the above cases and

set the call back rate as 0.01.

• Number of colluding accounts

We assume that a SPITter can prepare as many as five colluding accounts. This

is because a SPITter can forge ST (Strong Ties) property, which is a ratio of

total call duration of the top 5 callees to the total call time.
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• Call duration for compensation call

In order to compensate for the short average call duration and the ST property,

a sophisticated SPITter can easily forge them by calling with five colluding

accounts back and forth. A SPITter with colluding accounts makes not only

SPIT calls but also an outgoing call and an incoming call with each colluding

account once a day. Thus, if a SPITter prepares five colluding accounts, he/she

makes and receives as many as five compensation calls toward/from colluding

accounts daily. This can be the case since the calling rate is very low in a

VoIP/SIP environment. We set the mean duration for the compensation call

as follows. Let dtarget be the target average call duration by compensation calls

and dtarget is calculated as follows.

dtarget =
µSPIT ×#(SPIT calls) + µcomp ×#(compensation calls)

#(SPIT calls) + #(compensation calls)
, (3.1)

where # (X) denotes the number of X. For instance, when the dtarget = 60 sec

and the number of SPIT calls is 100 calls per day, µcomp can be calculated as

follows.

60 =
15× 100 + µcomp × 5

100 + 5
,

µcomp = 960 sec. (3.2)

Note that when the number of SPIT calls is very large, e.g., 1,000 calls per day,

µcomp is the upper bound since the most active time (9-5) is spent for SPIT

calls. Hence the compensation calls can be exchanged within 16 hour (5-9) and

the upper bound of µcomp = 96 min (16 hour / (2 × 5)). In this case, dtarget is

calculated from (3.1) and dtarget ≈ 44 sec. Therefore, each µcomp is calculated

subject to an upper bound of dtarget for a variable number of SPIT calls.
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3.3 Related Work

Many researches try to detect SPITters in VoIP services. There exist three research

categories: (1) features-based SPITters detection scheme, e.g., [79], [82], [87], [88],

(2) SPITters detection based on social network trustworthiness, e.g., [91], [93], [96],

[98] and (3) content-based SPIT detection, e.g., [101]–[104]. However, social network-

based SPITter detection and content-based detection have some limitations. In or-

der to calculate the trustworthiness of callers, most social network-based detection

schemes construct a graph whose vertices and edges indicate callers and relationships

between callers. If all callers (vertices) are within same VoIP/SIP provider, the graph

can be constructed from their call history. However, some callers can belong to other

providers and thus the graph might be incomplete and it might lead to insufficient

trustworthiness. Also, content-based detection schemes cannot avoid privacy con-

cerns. On the other hand, feature-based SPIT detection schemes are not influenced

by the above problems, since the features of each caller can be calculated from its

own CDR. Therefore, we summarize the feature-based SPITters detection schemes in

the following.

Shin et al. propose Progressive Multi Gray-leveling (PMG) which is a call fre-

quency based SPIT caller detection [79]. They calculate the two gray levels of callers:

one for short-term gray level and the other one for long-term gray level. Whether to

connect a call is decided by whether the summation of these two levels exceeds its

threshold or not. If the summation falls below a certain threshold, the connection is

made; otherwise, the connection is blocked. This scheme uses call frequency to distin-

guish the SPIT callers from legitimate ones. By combining short-term and long-term

gray level, a high frequency SPIT caller remains over the threshold and are detected

as a SPIT caller. This method needs tuning as many as five parameters.

Yang et al. propose the supervised decision tree-based SPITters detection [170].

They used six features, which are the number of callees it sends out, ratio of number

of calls outgoing and incoming, number of total calls, and number of failed, canceled

and completed calls in order to classify the callers. They use labeled training data to
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construct the decision tree.

Bai et al. point out that there is a fundamental difference between legitimate users

and spammers on making and receiving calls [82]. A legitimate caller typically makes

and receives calls, while a spammer makes a large number of calls but seldom receives

calls. Apparently, a small ratio of answered calls and dialed calls can be used to

distinguish a legitimate caller and a spammer. Based on the above analysis, they

propose three features to identify spam calls, Interaction Ratio (IR), which is the

ratio of answered calls to the dialed calls, Historical Ratio (HR), which is the ratio of

repeated calls to distinct calls, and Social Ratio (SR), which is the ratio of unknown

callees to the total number of callees. They set thresholds X, Y , and Z for IR, HR,

and SR, respectively. They compare each threshold with the corresponding features

one by one when the caller initiates a call in order to check the legitimacy of a caller.

Bokharaei et al. propose some features to separate unusual callers from a real

phone call dataset in North America [164]. They show that most legitimate callers

in their dataset spend most of their talk time with only 4-5 people and they refer to

this feature as the ST property. Thus, an ST property is the ratio of the total call

duration of the top 5 callees to the total call time. In addition, for most callees, the

received SPIT calls must be unsolicited and this could result in shorter call durations

than legitimate one. They take advantage of this feature by defining the Weak Ties

(WT) property, which is the fraction of callees that talk for more than 60 sec. The

WT value must be very small for SPIT callers since the estimated average SPIT

call duration must be shorter than 60 sec. By using these features, they can filter

suspicious accounts in their dataset. They introduce F (say 90%) as the threshold

against ST and WT and identify the common outstanding callers of ST and WT

property as SPITters.

Sengar et al. propose two SPIT detection methods [87]. In the first approach, they

detect high frequency and low call durations callers as SPITters. They prepare the

common reference model of legitimate caller whose call arrival ∼ Poisson(180 sec)

and call duration ∼ Exponential(60 sec). In this approach, they check whether an

inspected caller calls five calls within 15 min and if true, they calculate the Maha-
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lanobis distance of the call duration between each inspected caller and the common

reference model using the recent n observations. If the distance deviates from the

trained threshold, the initiating call is rejected. The second approach focuses on

the entropy of the call duration aggregated from the entire call flow. Since most

callees soon hang up SPIT calls, the call duration of a SPIT caller is skewed towards

a shorter duration and brings about low entropy. Thus, the second approach can

detect whether SPIT calls occur in the network.

Wang et al. propose call/receive ratio and normalized call frequency based features

CI and FCD which are input into the k-means clustering algorithm [88]. The scheme

finds the center mass of a legitimate callers and classifies each caller by comparing the

distance between the caller and a common reference model with the trained threshold.

3.3.1 Shortcomings in Conventional SPITters Detection

Schemes

Although there exist many features to distinguish SPITters, all methods must set the

threshold or select the reference models in order to differentiate legitimate callers from

SPITters. In other words, if a newly feature is found, it is difficult to integrate it into

SPIT detection since thresholds for each feature must be individually set. Amanian

et al. propose to weigh each feature by inferring the effectiveness of the features

[90], however, this scheme still cannot avoid threshold-based detection. Although,

classification-based machine learning approaches can deal with multiple features, e.g.,

decision tree-based detection [170], may solve the problem, the training phase is

necessary for such classification algorithms. Typically, it is difficult to obtain training

data labeled as “SPITter” or “legitimate caller” due to privacy concerns since the

content of the calls must be inspected to check whether a caller is legitimate. The

above two shortcomings motivate us to research an unsupervised SPITters detection

approach which does not require any threshold setting nor training data.
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3.4 Proposed Scheme

Here, we propose an unsupervised and threshold-free SPITters detection scheme by

using a clustering algorithm. The proposed scheme turns complex threshold setting

and training problems into clustering the callers and identifying the SPITters cluster

which is overall much easier. The idea of our scheme is to separate the callers into

two clusters, one is legitimate cluster and the other is SPITters based on multiple

features. In other words, the features are used not to directly trap SPITters but to

find the dissimilarity among callers. This way avoids the complex threshold tuning

and training phase prevalent in the conventional schemes. Although clustering itself

does not give us the SPITter cluster, we can identify which cluster is a “SPITters

cluster” by comparing the average of a feature, e.g., calls per day, calculated within

each cluster. That is, we leverage the fact that the call duration of SPITters is

relatively short compared to legitimate ones and the call frequency of a SPITter is

relatively higher than legitimate ones.

The classification accuracy of the proposed scheme highly depends on the combina-

tion of dissimilarity measure and clustering algorithm. We introduce three combina-

tions, (i) k-means clustering, (ii) the ED + PAM clustering, and (iii) RF dissimilarity

and PAM clustering.

The proposed scheme is superior to the conventional schemes because of the fol-

lowing reasons.

• It does not suffer from complicated thresholds tuning.

This is because the proposed scheme does not use any thresholds in order to

distinguish each inspected caller and thus it is much easier to implement in

testbed than traditional schemes.

• It can easily and reasonably adopt new features into a SPITters detection system.

This is true because if a more superior feature were found, most conventional

works would tune the threshold of the feature again. In contrast, the proposed

scheme can easily involve such a feature since the features are used to find the

dissimilarity among callers.
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• It does not change the existing SIP message format nor modify in any way the

SIP terminal.

This is because the proposed scheme needs only the CDRs of each inspected

caller and thus it does not change any SIP format or terminal. It is also an

important point for implementation.

• It does not delay SIP connection.

This is true since our scheme can be executed as an off-line process of the

VoIP/SIP service. A SIP server judges whether a caller is legitimate or not by

simply checking the classified list.

3.4.1 System Model

Before describing the operation of the scheme, we define the system model in order to

clarify where and when the operation is executed, and what information is used. A

SPITters detection system is deployed in a VoIP/SIP service provider and our task is

to identify SPITters who belong to its own VoIP/SIP service provider. The SPITters

detection scheme is executed at regular intervals, say once a day, and any calls are

rejected until the next SPIT detection phase if the caller is judged as a SPITter.

As many as Ncallers callers exist in the VoIP/SIP service provider and they involve

both legitimate callers and SPITters. The task of a detection system is to correctly

classify each legitimate and SPITter by using Ndays CDR of each user. This simple

construction avoids any complicated procedures during the call establishment and

thus it does not delay the SIP connection. In addition, our scheme is also applicable

for mobile environment since only call logs are required for SPITters detection.

3.4.2 Procedures of SPITters Detection

Next, the operation of our scheme will be explained. The proposed scheme consists

of following three steps, namely (i) calculating calling pattern, (ii) clustering callers

based on calling features, and (iii) identifying the SPITters cluster.
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Table 3.2. CDR of a caller for Ndays = 7 days.

date[dd/mm/yyyy h:m:s] caller/callee direction duration [s]

01/01/2013 12:02:32 sip:eve@bar.com outgoing 34
01/01/2013 13:40:21 sip:dave@foo.com incoming 45

· · · · · · · · · · · ·
07/01/2013 21:07:35 sip:dave@foo.com outgoing 285

Table 3.3. Example of feature vectors.

caller fACD fCPD fST fWT fIOR

Alice 119.65 2.86 0.69 0.61 0.72
Bob 104 6.25 0.66 0.52 0.43

Carrol 61.17 507.12 0.85 0.02 0.1

1. Calculating calling pattern

At the first step, calling features, which are considered to differentiate SPITters

from legitimate callers, are calculated for each caller.

2. Clustering callers based on calling features

The calling features calculated at the first step are used to cluster callers. By

inputting them into a clustering algorithm, each caller is clustered into two

classes.

3. Identifying the SPITters cluster

Two clusters are obtained in the second step, which are the SPITters and legit-

imate callers clusters, and it is necessary to correctly identify which cluster is

the SPITter cluster. In order to do that, we leverage the typical characteristics

of SPITters. For example, SPITters are assumed to more frequently call than

legitimate callers.

Calculating Calling Pattern

We explain the first step of operation, namely calculating calling pattern. The calling

features represent the calling pattern of caller behavior and are calculated from the

CDR. Table 3.2 shows a simple CDR example of a caller. As many as Nfeatures
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features are calculated for each caller from the CDR for the latest Ndays days. Let f

denote a feature vector of a caller. fi is occasionally used to indicate caller i’s feature

vector. In our setting, Nfeatures = 5 features are used to describe each caller, i.e., f =

(fACD, fCPD, fST, fWT, fIOR) since they are considered to be effective in distinguishing

SPITters from legitimate callers. Note that if an effective feature was found, it is easily

integrated into the feature vector. Table 3.3 shows an example of feature vectors. Now

each caller’s calling behavior is represented as a feature vector. We cannot conclude

that the five features (fACD, fCPD, fST, fWT and fIOR) are enough to characterize

each caller’s pattern. Certainly, other features can be also considered, e.g., missed

call ratio, how calls are distributed throughout the day, and the distribution of call

hour. However, since the aim of the proposed scheme is to show how to use multiple

effective features without complex threshold tuning and any training phase, we use

features that have already been proven to be effective in the literature.

• Average Call Duration (ACD)

The average call duration is a fundamental feature for the SPITters detection.

Since most SPIT calls are unsolicited, this could result in shorter call duration

than legitimate ones. ACD is calculated as follows.

fACD =

∑
(duration | duration > 0 && direction == outgoing)

#(duration > 0 && direction == outgoing)
, (3.3)

where (X|Y) denotes values X which satisfies conditions Y and #(Y) denotes

the number of entries which satisfies conditions Y, respectively.

• Call frequency Per Day (CPD)

The call frequency is also a fundamental feature for SPITters detection since

most SPIT calls make more frequent calls than legitimate callers. CPD is cal-

culated as follows.

fCPD =
#(duration > 0 && direction == outgoing)

Ndays
. (3.4)

• Strong Ties property (ST)
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The ST property characterizes the fact that most of legitimate callers spend

most of their talk time to only 4-5 people [164]. The ST property is the ratio

of the total call duration of the top 5 callees to the total call time.

fST =

∑
(duration | callee == top 5 callees)∑

(duration)
, (3.5)

where the “top 5 callees” indicates the five most frequent callees.

• Weak Ties property (WT)

For most callees, the received SPIT calls must be unsolicited and this could

result in shorter call durations than legitimate calls. The WT property is the

fraction of callees that talk for more than 60 sec [164]. The WT property must

be very small for SPIT callers since the estimated average SPIT call duration

must be shorter than 60 sec.

fWT =
#(callee | duration > 60 sec)

#(callee)
, (3.6)

where X denotes the average value of feature X.

• Incoming/Outgoing Ratio (IOR)

A legitimate caller typically makes and receives calls, while a spammer makes

a large number of calls but seldom receives a call. Hence, we can leverage the

ratio between incoming calls and outgoing calls as a feature for discrimination.

Although many features characterize this fact, e.g., IR, HR, SR [82], CI [88],

the ratio between outgoing and incoming calls [170], BDR (Bi-Directional Ratio)

and IOR [171], we only use IOR in this research. Both BDR and IOR focus on

“the number of callees” instead of “the number of outgoing calls” used in IR, HR,

SR, and CI. Because of this, BDR and IOR are more robust against colluding

SPITters. In addition, as seen from the result of [171], it is not necessary to use

both BDR and IOR since these are very similar properties. fIOR is calculated
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as follows.

fIOR =
#(Incoming)

#(Incoming ∪ Outgoing)
, (3.7)

where Incoming = (callee | direction == incoming) and Outgoing = (callee |

direction == outgoing).

After the features are calculated for all callers, each feature is normalized in order

to make the features all the same scale. Without normalizing, relatively small value

feature will be ignored by large value one. For example, fST ranges [0, 1] but fCPD

can be [0, 1, 000]. In this case, fST is almost ignored because of the difference of

magnitude.

Clustering Callers with Calling Features

Since the calling features are basically to distinguish SPITters and legitimate ones,

we consider the features can be used to cluster callers into two clusters, namely the

SPITters cluster and legitimate callers one. After calculating calling features for

each caller, we cluster the inspected callers into two clusters by using a clustering

algorithm. A clustering algorithm bundles objects (in our case, callers) who resemble

each other. Hence, callers who have similar feature values resemble each other and

are bundled into the same cluster.

Although there exist mainly three major clustering algorithms, namely hierar-

chical clustering, k-means algorithm, and k-medoids algorithm, we introduce the

k-means and k-medoids algorithms. This is because most hierarchical clustering al-

gorithms are memory and time exhaustive (the complexities are O(N3
callers) for ag-

glomerative hierarchical clustering or O(2Ncallers) for divisive hierarchical clustering)

thus they are not suitable for large datasets. Note that it is enough to use only one

clustering algorithm, i.e., the k-means or k-medoids clustering algorithms, but both

are introduced for comparison.

k-means clustering:

We first introduce the k-means clustering [172]. The k-means clustering is origi-
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Algorithm 1 k-means clustering for the proposed scheme.
1: Randomly select centroids which are two Nfeatures-dimensions points and indicate

the center of cluster 1 and 2, respectively.
2: while No centroids changed do
3: Assign each caller (fi) to the closer centroid.
4: Recalculate the two centroids by using newly assigned callers.
5: end while
6: Assign the callers which are closer to centroid 1(2) with cluster 1(2).

nally to cluster objects into k clusters and, in our case, k = 2 because callers should

be clustered into the SPITters cluster and legitimate callers one. Algorithm 1 shows

the algorithm which has been implemented. The final goal of the k-means clustering

is to find two centroids which are the center points of each cluster and to assign each

caller to the nearer centroid. At first, two randomly generated feature vectors are

assigned as centroids 1 and 2. Then each caller’s feature vector is assigned to a more

closer cluster 1 or 2. For example if a caller’s feature vector is closer to centroid 1,

it is assigned to cluster 1. After all callers are assigned to a cluster either 1 or 2,

two centers of gravity is calculated within each cluster and centroids are replaced by

them. The algorithm iterates these procedures until no centroids change.

The merit of k-means is fast and scalable since the calculation time is O(kNcallers).

However, at step 3 in Algorithm 1, the ED is the only choice for the dissimilarity

measure since it has to calculate the distance between callers and center “points” of

each cluster. The ED cannot weigh each feature and thus it does not consider how

each feature contribute for clustering.

k-medoids clustering: Algorithm 2 shows PAM clustering which is the most clas-

sical implementation of the k-medoids clustering algorithm [173]. The basic proce-

dures are almost same with the k-means clustering. However, in contrast to k-means,

PAM selects a caller’s feature vector as the center of cluster. This enables us to use

variate dissimilarity measures other than the ED at step 6 of the algorithm.

On the other hand, the complexity of PAM is O(kN2
callers) and more exhaustive

than k-means. In order to mitigate the complexity, CLARA (Clustering LARge

Application) [173] or CLARANS (CLARA based upon RANdomized Search) [174]
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Algorithm 2 PAM clustering for the proposed scheme.
1: Randomly select two callers as medoids.
2: while No medoids changed do
3: Assign each caller to the closer medoid.
4: for each medoid l ∈ {1, 2} do
5: for each non-medoid vector m do
6: Swap l and m and calculate the cost based on dissimilarity measure.
7: Select the situation with the lowest cost.
8: end for
9: end for

10: end while
11: Assign the callers closer to medoid 1(2) with cluster 1(2).
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Figure 3-2: Example of a decision tree.

can be substituted, which are both the derivative algorithms of PAM.

RF dissimilarity

Since any dissimilarity can be used in PAM clustering, we introduce another novel

one, RF dissimilarity. RF is one of the ensemble decision tree-based classifiers [175].

Figure 3-2 shows an example of decision tree. Basically, a tree has several splits and

a features vector is input to the root of tree and goes down to the terminal node.

Finally, the vector is classified as a class labelled at the terminal node. The reason

why RF dissimilarity is introduced is that it considers the importance of features

during tree construction. Although RF is originally a classification algorithm, it
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Table 3.4. Outcome of clustering.

caller cluster

Alice 1
Bob 1

Carrol 2

Table 3.5. Labeled callers.

caller cluster

Alice legitimate caller
Bob legitimate caller

Carrol SPITter

outputs the similarity among callers while constructing decision trees and thus the

similarity can be used as a dissimilarity measurement. In RF, as many as T decision

trees are constructed and Mtry out of Nfeatures features are randomly chosen as the

split criterion. The intuition of RF similarity is that if the two feature vectors of caller

i and caller j are input into the root of a decision tree and both land in the same leaf

node, it can be inferred that both are similar to a certain extent and Si,j, which is

the similarity between caller i and caller j, is increased by one. After decision trees

are constructed, each caller’s similarity is output and normalized by the number of

trees. Thus a similarity-matrix among inspected callers is obtained and each element

Si,j of the matrix takes a [0, 1] value. Then the dissimilarity among caller i and j is

obtained as
√
1− Si,j. Since feature vectors are unlabeled, it is necessary to construct

decision trees with only unlabeled data. In order to solve this problem, researchers

propose to label given callers as class 1 and generate “synthetic” callers from the

given callers which are labeled as class 2 [175], [176]. The synthetic data are used to

generate as many as Ncallers by randomly sampling from the product of the empirical

marginal distributions of the features. In Figure 3-2, the bar plots underneath the

figure indicate the ratio of the class 1 to the class 2 callers who land in the terminal

node. In constructing a decision tree, since the feature which is the most distinctive

split criterion is selected at each node, the dissimilarity obtained by RF implicitly

weighs each feature according to the importance of classification. In the later section,

we will compare the RF dissimilarity with the ED by means of computer simulation.
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Table 3.6. Conditions to identify the SPITter cluster with single feature.

feature condition

CPD If the average of CPD in cluster 1 is bigger than that in cluster 2,
we can judge cluster 1 as the SPITter cluster.

ACD If the average of ACD in cluster 1 is less than that in cluster 2, we
can judge cluster 1 as the SPITter cluster.

ST If the average of ST in cluster 1 is less than that in cluster 2, we can
judge cluster 1 as the SPITter cluster.

WT If the average of WT in cluster 1 is less than that in cluster 2, we
can judge cluster 1 as the SPITter cluster.

IOR If the average of IOR in cluster 1 is less than that in cluster 2, we
can judge cluster 1 as the SPITter cluster.

3.4.3 Identifying SPITters’ Cluster

After clustering the callers, a list whose entries are labeled as cluster 1 or cluster 2

is obtained. Table 3.4 is an example of the list. Since the aim of SPITters detection

is to identify which callers are SPITters, it is necessary to decide which cluster is

SPITters one. Table 3.5 shows an example of the result of identified clusters. The

proposed scheme accomplishes this by comparing the average value of a feature, e.g.,

fCPD within each cluster. Certainly, we stated that fCPD cannot be simply used to

trap every type of SPITters but it does not mean that all SPITters call less fre-

quently. In most cases, high frequency SPITters typically exist: thus a hypothesis

that SPITters call more frequently than legitimate callers may still hold. In other

words, if the clusters are successfully made, the tendency that SPITters call more

frequently than legitimate callers may be observed even though some SPITters are

low frequent SPITters. For this reason, the higher fCPD cluster is labelled as the

SPITter cluster. This way solves the problem of complex threshold tuning, as found

in the conventional schemes. Here we introduce fCPD as the representative feature to

identify the SPITters cluster. Equation (3.8) denotes the average fCPD in cluster k.

fCPD
(k)

=
1

Nk

Nk∑

i=1

f (k)
CPD,i, (3.8)
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where Nk denotes the number of callers in cluster k. For instance, if fCPD
(1) is larger

than fCPD
(2), cluster 1 is labelled as the SPITter cluster. Although we use fCPD as

the feature to identify the cluster, other features can also do the job. Table 3.6 shows

each condition of feature to identify the SPITters cluster. In order to confirm the

legitimacy of our idea, we evaluate the classification accuracy by changing the feature

to identify the SPITters cluster in Section 3.5.3.

After the above steps, the callers list whose entries are labeled as “SPITter” or

“legitimate caller” is obtained. Finally, the list is disseminated to its own SIP servers

and is used for deciding if the call should be established.

3.5 Performance Evaluation

In order to show the efficiency of the proposed scheme, several performance metrics

are evaluated by means of computer simulation. We use a dataset which contains

real legitimate caller’s call logs [177] and self-generated SPIT caller’s call data for

evaluation. In the evaluation, each caller is classified into “SPITter” or “legitimate

caller” in an off-line fashion: thus, actual VoIP/SIP messages are not simulated.

We use R version 3.0.2, the randomForest package [178] for the Random Forests

classifier, and the PAM clustering package [179] to implement the proposed scheme.

All simulations are executed on an off-the-shelf computer which has 3.4 GHz quad

cores CPU and 16 GB RAM. Each result is obtained by repeated simulation with as

many as 100 trials.

The performance metrics include the classification accuracy and computation

time. We first evaluate the classification accuracy. More specifically, TP (True Posi-

tive rate) and FP (False Positive rate) are measured against the number of days, the

ratio of SPITters to the entire caller, the SPITter model, and each feature. Here,

TP denotes the ratio of correctly identified SPITters and FP rate is the ratio of

mistakenly identified legitimate callers as SPITters, respectively. We compare three

combinations of dissimilarity and clustering algorithm, (i) the k-means clustering,

(ii) ED + PAM: the ED as the dissimilarity with PAM clustering, and (iii) RF +
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PAM: the RF dissimilarity with the PAM clustering. We compare them with two

conventional schemes [79], [164]. We then measure the computation time to evaluate

scalability.

3.5.1 Dataset

Before showing the performance metrics, we describe the dataset used for evaluation.

We use the Reality Mining dataset as the legitimate caller’s call data, which includes

94 callers’ call data as collected by the MIT Media Lab [177]. In this dataset, 68

were colleagues working in the building on MIT campus (90% graduate students,

10% staff) while the remaining 26 callers were incoming students at the university’s

business school. Although there exist two other call log datasets [180], [181], MIT

Media Lab’s Reality Mining dataset is the best choice for evaluation. In [180], the

datasets are based on anonymized Call Detail Records (CDR) of phone calls and

SMS exchanges between five million of Orange’s customers in Ivory Coast between

December 1, 2011 and April 28, 2012. However, the dataset is available for the

NetMob1 conference and cannot be used for other purposes. The other one, Nodobo

[181], consists of smartphone usage logs of 27 students in a Scottish state high school

but 27 persons’ data are too small to evaluate the performances of the proposed

schemes. Although the Reality Mining dataset is not VoIP call logs but on mobile

phone call logs, it can be assumed that VoIP takes place in a conventional telephony

network and thus call characteristics of VoIP call is the same as that of mobile phone

telephony. In contrast, to the best of our knowledge, no SPITter’s dataset is publicly

disclosed. Hence we artificially generate SPITters call logs from the model described

in Section 3.2 and then mix them with the legitimate callers dataset for evaluation.

We randomly choose 100 callers (including both legitimate callers and SPITters)

in the simulation except for Section 3.5.4. Let RSPIT ters denote the ratio of SPITters

to all callers. We set RSPIT ters = 0.2 if not stated otherwise. That is, we randomly

select 80 legitimate callers and 20 SPITters. It is a similar setting to [98] which

considers 25% of all callers as SPITters. It seems to excessive to consider the cost to
1http://www.netmob.org/

83



1 2 3 4 5

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Mtry

cl
as

si
fic

at
io

n 
ac

cu
ra

cy

TP
FP

(a) Classification accuracy versus
Mtry.

1 10 100 1000 10000

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

T

cl
as

si
fic

at
io

n 
ac

cu
ra

cy

TP
FP

(b) Classification accuracy versus
T .

1 10 100 1000 10000

0
5

10
15

20
25

30

T

re
qu

ire
d 

tim
e 

[s
ec

]

(c) Required time in RF versus T .

Figure 3-3: Parameters tuning for RF + PAM.

obtain SIP addresses. However, nowadays, many SIP service providers emerge that

offer free SIP accounts, e.g., Call Centric2, Voiptalk3 and Onsip4. In addition, as the

cost of obtaining e-mail accounts has dropped in the last decade, the cost of obtaining

VoIP/SIP accounts might drop due to price competition in the near future. Due to

the above reason, it can be the case that SPITters account for 20% of all callers.

However, since no VoIP/SIP calls/callers statistics are publicly available, we cannot

guess how many SPITters account for all callers and conclude whether the setting

RSPIT ters = 0.2, is reasonable. Therefore, we vary RSPIT ters from 1% to 50% and

evaluate the classification accuracy.

3.5.2 Parameter Tuning for RF

Before the simulations, we tune the two parameters Mtry and T to find the RF

dissimilarity and use them for the following evaluation. In this setting, we use 7 days’

call logs.

At first, Mtry is tuned under the condition of T = 25 which is the recommended

choice for tuning T [175]. Figure 3-3(a) shows classification accuracy versus Mtry.

Since five features are used, Mtry can take from 1 to 5. From this figure, we can

see that both TP and FP get slightly better as Mtry gets larger. In our situation,

2http://www.callcentric.com/
3https://www.voiptalk.org
4http://www.onsip.com/about-voip/sip/sip-account
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the number of features is relatively small and thus we use Mtry = 5 in the following

simulation.

We also tune T , which is the number of generated trees. Figure 3-3(b) shows the

classification accuracy versus T . From this figure, it can be seen that both TP and

FP get better as T gets larger. More specifically, our scheme achieves TP = 0.95

and FP = 0.014 when T = 500 but both TP and FP are consistent when T ≥ 500.

Figure 3-3(c) shows the computation time to find dissimilarities among callers versus

log-scaled T . From this figure, we can see that the calculation time linearly increases

when T gets larger. From these results, it is no use to set T > 500 by considering

the balance between calculation time and accuracy: therefore, T = 500 is used in the

following simulation.

3.5.3 Performance Evaluation of the Classification

In this section, we evaluate TP and FP under the several conditions. We first show

the comparison of features to identify the SPITters cluster. The aim of this is to

clarify that any feature can be used to identify the SPITters cluster. Second, we also

evaluate TP and FP versus the number of days Ndays to clarify how many days are

required to successfully identify SPITters. Third, TP and FP are evaluated against

the ratio of SPITters to all callers. It is important to know how much SPITters

are required for the classification since we use a clustering. Fourth, it is shown the

characteristics of each feature. In this evaluation, we use only one single feature

for the classification. Finally, we evaluate how accurately our scheme classifies each

SPITter model.

Performance of Chosen Feature to Identify the SPITter Cluster

We first compare features to identify the SPITter cluster. We use the RF + PAM

scheme where T = 500 and Mtry = 5, Ncallers = 100, and RSPIT ters = 0.2 and follow

the condition of each feature to identify the SPITter cluster in Table 3.6. From this

figure, the proposed scheme can achieve nearly the same TP and FP regardless of the
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Figure 3-4: TP and FP versus a chosen feature to identify the SPITter cluster.

chosen feature and thus any feature can be used to identify the SPITter cluster. From

this result, it can be concluded that the SPITter cluster is identified by comparing

the average of any single feature if the clustering is successfully done.

We then show the TP and FP against Ndays. We compare our methods with the

conventional schemes LTD [164] and PMG [79]. The reason why LTD and PMG are

chosen for comparison is that both methods are well-studied works and the authors

gave clear descriptions for deciding the threshold setting and algorithm. Although

there exist many other feature-based SPIT detection methods, e.g., [170], [82], [87],

and [88], they give ambiguous setting for the threshold, reference model, or training

method: thus, we do not compare them in order to avoid inaccurate comparisons.

Both LTD and PMG need threshold tuning. Although LTD needs one parameter F

and F = 0.9 is suggested in their original work, F = 0.7 is used which give more

accurate detection against our dataset. For PMG, five parameters TL1, TL2, C1, C2,

and T need to be tuned. Two settings for the parameters are suggested in their work

[79]. Setting 1 is (TL1, TL2, C1, C2, T ) = (1 min, 1 hour, 3, 1, 1,000) and setting 2 is

(10 min, 1 day, 1, 1, 1,000), respectively. Note that since PMG tries to detect SPIT

calls but not callers when the call is going to be established, a caller is regarded as a
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Figure 3-6: TP and FP versus RSPIT ters.

SPITter once PMG detects a SPIT call.

Figure 3-5(a) shows the TP with varying collection periods (Ndays). From this

figure, it can be seen that TP slightly and gradually improves as Ndays gets longer,

regardless of schemes. This result is intuitive and understandable since it has more

chance to trap SPITters as the collection period gets longer. We can also see that

RF dissimilarity gives better TP than the ED by comparing RF + PAM, ED +

PAM and k-means. This is because the ED does not consider the importance of

features in finding dissimilarity. We then discuss that the performance of PMG is

sensitive to threshold settings. Since PMG has to select as many as five thresholds
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and parameters, it is very difficult to obtain the optimal setting. LTD achieves nearly

50% TP when Ndays = 7 and does not improve anymore. This is because LTD detects

the callers whose ST and WT both deviate from normal and thus it cannot detect the

SPITters with colluding accounts since they try to approach the values of ST which

are close to those of legitimate callers.

Figure 3-5(b) shows the FP against Ndays. From this figure, we can see that

PMGs, especially setting 2, get worse as the collection period gets longer. This is

because callers are judged as SPITters once a call is judged as SPIT and the FP is

gradually worse as Ndays gets longer. It is also found that the FP of the proposed

scheme gradually decreases. In contrast to PMG, the longer the collection period

gets, the more accurate classification can be executed in the proposed scheme. This

is the same reason why the TP of the proposed scheme gets better.

From Figure 3-5, it can be concluded that the proposed scheme works well even

though SPITters are low-frequent ones and/or with colluding accounts.

We show the TP and FP against RSPIT ters. Since our methods rely on how le-

gitimate callers and SPITters resemble each other, the performance of classification

depends on how much SPITters accounts for inspected callers. RSPIT ters is varied

from 1% to 50% for the evaluation. We use not only the Reality Mining dataset but

also the Nodobo dataset [181] which consists of 27 students’ smartphone call logs in

a Scottish state high school. This is because we cannot prepare the sufficient number

of legitimate callers when RSPIT ters < 10% since the Reality Mining dataset involves

only 90 callers’ log. Therefore, we randomly sample 100(1 − RSPIT ters) legitimate

callers out of 117 (= 90 + 27) persons from both datasets. Figure 3-6 shows TP and

FP versus RSPIT ters. From these figures, we can see that both TP and FP of the pro-

posed schemes get better as RSPIT ters increases. Especially, RF + PAM outperforms

the others when RSPIT ters ≥ 20%. In contrast, for RSPIT ters < 15%, the TP in the

proposed schemes gets worse as RSPIT ters becomes lower. From Figure 3-6(b), the

tendency can be also seen for the FP. We consider there are two reasons why the pro-

posed schemes get worse against low RSPIT ters. The first reason is that classification

itself cannot cluster well since the most of callers are legitimate when RSPIT ters is low.
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The second reason is that the representative feature mistakenly identifies the SPITter

cluster when the chosen SPITters are only sophisticated SPITters. This situation can

occur when both Ncallers and RSPIT ters are too low or few. When RSPIT ters = 0.01,

only one SPITter exists in the inspected callers since Ncallers = 100. It cannot be con-

cluded that whether the proposed scheme is robust against low RSPIT ters and bigger

Ncallers since the performance is not evaluated with a sufficient number of legitimate

callers’ call log.

Performance Comparison for SPITter Types

We then discuss which SPITter types are difficult to be identified. The ten types of

SPITters discussed in Section 3.2 evaluated. These include both low-rate (as low as

10 calls per day) and high-rate SPITters (as much as 1,000 calls per day) and with or

without collusions. In this simulation, we use only RF + PAM as the core algorithm.

Figure 3-7 indicates TP versus each SPITter model. In Figure 3-7, the results of

seven types are merged as “others”, which are SPITters without collusions and high

call rate SPITters (fCPD ≥ 500) with collusions, since they are correctly identified

without fail. From this figure, it is obvious that low-rate SPITters (fCPD ∈ [10, 100])
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Figure 3-8: Classification performance with a single feature.

with colluding accounts are difficult to be detected. This is because these models are

more similar to legitimate and ordinary callers. However, even against such SPITters,

the TP gradually improves as time goes on.

Comparison of Each Feature

We clarify how each feature affects to classify legitimate callers and SPITters. In

order to clarify the efficiency of each feature, only a single feature is used. In this

evaluation, k-means clustering is chosen for a clustering algorithm. Figure 3-8 shows

the TP and FP against each single feature. In addition, in order to ease the discussion,

we show the statistics of each feature by SPITters and legitimate callers in Table 3.7.

We discuss each result from ACD to WT one by one. In the result of ACD, most

of legitimate callers are classified as SPITters. Typically, the ACD of SPITters is

shorter compared with the legitimate callers. However, since we assume the SPITters
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Table 3.7. Statistics of each feature by the type of callers.

(a) SPITters

Statistics ACD CPD ST WT IOR

Minimum 13.17 8.14 0.010 0.0000 0.000
1st Quartile 15.46 49.53 0.040 0.0200 0.010
Median 25.19 97.07 0.465 0.0200 0.010
Mean 67.37 323.61 0.474 0.0296 0.018
3rd Quartile 85.58 492.36 0.910 0.0300 0.020
Maximum 238.28 980.43 0.980 0.1300 0.110

(b) Legitimate callers

Statistics ACD CPD ST WT IOR

Minimum 1.00 0.000 0.4500 0.0000 0.0000
1st Quartile 56.51 2.330 0.7700 0.2700 0.3000
Median 94.11 4.830 0.9100 0.5000 0.4300
Mean 140.63 5.929 0.8655 0.4509 0.4157
3rd Quartile 178.25 7.640 0.9950 0.6050 0.5000
Maximum 839.23 26.000 1.0000 1.0000 1.0000

with colluding accounts, the mean value of ACD within SPITters is more than 60 sec

as can be seen from Table 3.7. In addition, almost 25% of legitimate ones call less

than 60 sec on average. Therefore, many legitimate callers are mistakenly classified

as SPITters. We then discuss the result of CPD. TP when only CPD is used is 0.4

and relatively low value whereas FP is almost 0. This is because some of the SPITters

high frequently call, e.g., a hundred of calls, and low frequent SPITters are classified

as legitimate callers. The similar results are obtained for ST. As seen from Table 3.7,

the ST of the legitimate caller is more than 0.45 and the median of ST within the

SPITters is 0.465. From this result, a half of SPITters is classified as legitimate

callers. Since the value of ST is easily increased with collusion accounts by calling

with five colluding accounts, it is not useful when such sophisticated SPITters exist.

The results of IOR and WT are similar: TP is almost 1 while FP is almost 0.2. As

seen from Table 3.7, both SPITters’ values of WT and IOR are significantly lower

than legitimate callers’ mean values of them and thus the TP is good. In contrast,

some of legitimate callers’ WT and IOR are low. Therefore such callers are classified
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Table 3.8. Required time in our methods.

dissimilarity clustering

Ncallers RF ED PAM k-means

100 1.6E-1 s 2.4E-4 s 8.7E-4 s 6.4E-4 s
1,000 3.1 s 6.7E-3 s 5.3E-2 s 1.5E-3 s
10,000 1.5E+2 s 8.3E-1 s 6.6 s 9.8E-3 s
100,000 9.4E+4 s 1.2E+1 s 4.6E+2 s 1.2E-1 s

as SPITters.

3.5.4 Computation Time

Finally, the computation time of our schemes is measured by varying Ncallers between

100 and 100,000. We measure the time spent for calculating the dissimilarity and

clustering, respectively since our schemes mainly consume the most of time to calcu-

late dissimilarity and clustering. Table 3.8 shows the calculation time of the proposed

scheme. From this table, we can see that the required time follows the time com-

plexity for PAM (O(N2
callers)) and k-means (O(Ncallers)), respectively. In addition,

RF requires the highest calculation time and about three order of magnitude than

the ED. RF takes about three hours to find the dissimilarity among 100,000 callers.

This might be a problem if we consider a larger VoIP/SIP service provider and a

calculation reduction algorithm might be necessary.

3.6 Conclusions

We have proposed an unsupervised SPIT callers detection with a clustering algorithm.

The proposed scheme turns complex threshold setting and training problems into

clustering the callers and identifying the cluster. In contrast to the conventional

schemes, calling features are used to find the dissimilarity among callers and this

avoids the threshold tuning and training phases. By computer simulation, it has

been concluded that the proposed scheme with RF dissimilarity and PAM clustering

outperforms the conventional schemes in terms of classification performance when
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SPITters account for more than 20% of inspected callers. We have also shown that

the proposed scheme can tolerate as many as 100,000 callers with an off-the-shelf

computer.
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Chapter 4

Secure Products Distribution Scheme

in RFID-enabled Supply Chains

4.1 Introduction

RFID (Radio Frequency IDentification) technology is getting much attention in sup-

ply chains to ease many complicated operations e.g., traceability, recall problem, and

quality management. In RFID-enabled supply chains, a manufacturer attaches RFID

tags into products and ships toward distributors or retailers. In order to identify the

detail of items, an EPC (Electronic Product Code) is attached to each item. Many

EPC formats e.g., SGTIN (Serialized Global Trade Item Number), SSCC (Serial Ship-

ping Container Code), CPI (Component and Part Identifier), or GID (General ID),

are defined by GS1 [182]. For example, SGTIN and SSCC are used to assign an iden-

tifier to a product and a container, respectively. However, counterfeit in the RFID-

enabled supply chains is an open issue in the industry and the academia due to the

nature of RFID: the RFID reader can freely interrogate tags [121], [122]. This could

be a problem once genuine tags are interrogated in the public area by an attacker,

he/she can create counterfeits that have genuine EPCs. The OECD (Organisation

for Economic Co-operation and Development) announced that the counterfeit goods

in international trade could amount about $250 billion in 2007 [183]. Therefore, the

anti-counterfeit technology is an urgent demand for RFID-enabled supply chains.
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Many schemes have been proposed to protect EPCs from illegal interrogation by

an attacker [121]–[128], [184]. For example, Juels et al. proposed to encrypt EPCs

with a symmetric encryption scheme and to distribute an encryption key by splitting

it into multiple shares and writing them to tags with a (τ, n) secret sharing scheme

[156]. The secret sharing scheme realizes that one can extract the key if he/she can

obtain more than τ unique shares out of n shares [157].

The above schemes are effective to avoid EPCs from being leaked to an attacker

who tries to interrogate them during the public transportation. However, an attacker

can repeatedly try each key candidate without being detected by any party. After an

attacker interrogates all tags, he/she can try every key candidate to obtain genuine

EPCs. Although it has great importance to limit the number of illegal attempts and

grasp the existence of an attacker, to our knowledge, no remedy exists.

In this thesis, we propose an illegal interrogation detectable products distribution

scheme with an authentication server in RFID-enabled supply chains. The idea of our

scheme is to detect an attacker at an authentication server. Our scheme generates

random sequences and XORs with each EPC. EPCs masked with random sequences

are written into genuine tags on products whereas the random sequences are placed

on an authentication server with an access code. An access code is divided into shares

with a secret sharing scheme and shares are also written into tags on products. We

also prepare dummy tags and write bogus shares into them. Since an attacker who

wants to know genuine EPCs may obtain a large number of access code candidates,

he/she must try each on an authentication server to obtain random sequences. This

construction not only avoids genuine EPCs from being revealed, but also limits the

number of illegal authentication attempts and detects an attacker on the server. We

prove that our construction is secure against both privacy attacker that tries to

discover genuine EPCs and robustness attacker that tries to tamper with the contents

of tags. We implement our scheme with off-the-shelf RFID devices and computer to

clarify its latency.

The rest of this chapter is organized as follows. The preliminaries are described in

Section 4.2. We summarize related work in Section 4.3, respectively. The proposed
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Figure 4-1: Example of supply chains.

Table 4.1. Example of SGTIN-96 EPC.

Header Filter Value Partition Value Company Prefix + Item Reference Serial Number
(8 bits) (3 bits) (3 bits) (44 bits) (38 bits)

00110000 010 001 1001. . . 0 1101. . . 1

scheme is described in Section 4.5. Security analysis is shown in Section 4.6. We show

performance evaluation in Section 4.7. We conclude our discussion in Section 4.8.

4.2 Preliminaries

4.2.1 System Model

Figure 4-1 shows an example of RFID-enabled supply chains. A manufacturer pro-

duces, composes, and ships products toward distributors. A manufacturer also gen-

erates an EPC to each product and attaches it to a product. Table 4.1 shows an

example of EPC format, which is referred to SGTIN-96. As can be seen from this

table, the information, such as product company and a serial number, is involved in

the EPC of SGTIN-96. After distributors receive products, they decompose cases

and recompose products to deliver them to retailers. Finally, retailers stock and sell

them to customers. Every party possesses RFID readers and interrogates tags when
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Figure 4-2: Attacker’s accessible area.

they arrive and leave to manage products flow.

4.2.2 Attacker Model

An EPC involves very sensitive information e.g., a product code, a company code, or

serial number. Although UHF RFID system facilitates many functions, e.g., trace-

ability, quality management, or recall problem, it also brings about a privacy issue.

That is, tags attached to products could be interrogated when they are conveyed in

the public transportation system e.g., highway. Figure 4-2 shows the attacker model

we assume in this research. The attacker can interrogate all tags’ memories but can-

not tamper it unless he/she knows the genuine access password of tags. The goal of

the attacker is to obtain genuine EPCs of products.

4.3 Related Work

In order to avoid EPCs from being revealed to an attacker in the RFID-enabled supply

chains, it is effective to write encrypted EPCs instead of plaintext one [156]. Though

an encryption key must be distributed toward a partner side, many researchers solve

this problem by splitting an encryption key into multiple shares with a secret sharing

scheme and writing into tags on products [121]–[128]. A secret sharing scheme realizes

that one can extract a secret if he/she can obtain more than τ unique shares out of n

shares [157]. Shamir proposed the first secret sharing scheme based on the polynomial

interpolation over the finite Galois Field [157]. The intuition behind this scheme is
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that one can determine a (τ − 1) degree polynomial curve with more than or equal to

τ points on the curve while one cannot determine it when less than τ − 1 points are

given. More specifically, let f(x) denote a secret and a degree τ − 1 curve over finite

field Zq where q is a prime. f(x) can be constructed as follows.

f(x) = s+ a1x+ a2x
2 + · · ·+ aτ−1x

τ−1, (4.1)

where s ∈ GF (q) denotes a secret and ai ∈ GF (q), i ∈ [1, τ − 1] denotes coefficients,

respectively. Then, n points (xi, f(xi)), i ∈ [1, n] on Eq. (4.1) are called as ‘shares’.

With more than or equal to τ points on f(x), the intercept of f(x), i.e., the secret

s = f(0) can be extracted by Lagrange interpolation as follows:

f(x) =
τ∑

j=1

Lj(x)f(xj), (4.2)

where

Lj(x) =
τ∏

l=1,l ̸=j

x− xl

xj − xl
. (4.3)

By using Shamir’s secret sharing, Langheinrich and Marti first proposed a secret

sharing based EPC distribution scheme [121], [122]. Juels et al. adopted the Reed-

Solomon ECC (Error Correcting Code) based secret sharing scheme [185] instead of

Shamir’s one to reduce the size of shares and to enable a party to recover a key even

some shares are erased or in error [156]. Lv et al. pointed out that Shamir’s and

Reed-Solomon ECC based secret sharing schemes are computationally heavy due to

the multiplication and division over the high degree finite field [124], [125]. In order

to reduce the computation cost, they proposed a secret sharing scheme that only

requires XOR and addition operations.

Many researchers also point out that the content of tags is unchanged throughout

the supply chains and thus tags can be tracked by an attacker. Therefore, many

schemes have been proposed to securely update the contents of tags e.g., written

shares and encrypted EPCs. Cai et al. proposed a tag-reader authentication scheme

to securely update the contents of tags [123]. Although this scheme realizes the secure
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update of tags contents, it needs modification on tags and an extra hash value. Alfaro

et al. proposed another approach to securely update the contents of tags by using a

proactive (τ, n) secret sharing scheme [126]. Abughazalah et al. proposed to use two

keys, one for cases’ tags and the other for products’ tags [128]. If the distributor ships

tag-attached products, it newly generates the keys for cases, re-encrypts cases’ EPCs,

and divides the cases’ keys with the secret sharing scheme to avoid an attacker from

tracking products.

4.4 Shortcomings on Conventional Secure Product

Distribution Schemes

The conventional schemes are effective to avoid genuine EPCs from being leaked to

an attacker. However, we point out that there are mainly three issues in the conven-

tional schemes. The first one is that no scheme can notice whether tags have been

interrogated by an attacker and thus he/she can unlimitedly try each key candidate

and might eventually find a correct key that decrypts EPCs. This can be a serious

problem since an attacker can try to decrypt EPCs after all tags are interrogated

without being detected. Therefore, it has a great importance to limit the number of

attacker’s attempts and to detect the existence of an attacker.

The second one is that even though a key is split into shares and written into

multiple tags, an attacker can recover the key when he/she collects sufficient (more

than or equal to τ) shares. In general, the secret sharing based unidirectional key

distribution is secure against a so-called “hit-and-run” attacker, which cannot inter-

rogate sufficient shares [121], [123]. However, in reality, an attacker may be able

to easily collect desired shares since a hundred of tags could be interrogated within

a second. Therefore the assumption of an attacker is too weak in the conventional

schemes and it is necessary to propose a more secure scheme even if an attacker can

collect all shares. Moreover, if an attacker can access and tamper more than or equal

to n−τ+1 tags, the distributor that receives products cannot recover the key without
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fail. Therefore, in order to deploy a unidirectional key distribution scheme in the real

supply chains, it is important to propose a new key distribution scheme against an

attacker who can collect unbound shares rather than the limited number of shares.

The third one is that an encrypted EPC may not fit into the EPC memory block,

since there exist several EPC lengths (even user-defined variable length). Let us

consider the following case: a manufacturer would like to encrypt EPCs with AES

(Advanced Encryption Standard) with a 128 bits key. In this case, since the minimum

block size of AES is 128 bits, the encrypted EPC takes a multiple of 128 bits and

thus it cannot be written into the 96 bits or 198 bits EPC memory bank. Blowfish

has many block length options though it cannot completely solve the problem yet.

Therefore, a flexible approach is required which is applicable to any EPC format.

4.5 Proposed Scheme

We propose an illegal interrogation detectable products distribution scheme in RFID-

enabled supply chains. The idea of the proposed scheme is to make an attacker

access an authentication server and to detect him/her and to limit the number of

illegal authentication attempts. The proposed scheme generates random sequences

and executes XOR operation with each EPC. EPCs masked with random sequences

are written into genuine tags on products whereas random sequences are placed on

an authentication server with a pair of a transaction identifier t and an access code

c. An access code is divided into shares with a secret sharing scheme and shares are

also written into tags on products. We also prepare extra off-the-shelf tags, which

we call dummy tags [184], and bogus shares are written into them. Since it can be

assumed that an attacker approaches a products-carried vehicle in the public area

and interrogates tags from outside of it, he/she may obtain a large number of access

code candidates and must try each on an authentication server to obtain random

sequences. This construction not only avoids genuine EPCs from being revealed, but

also limits the number of illegal authentication attempts and detects an attacker on

the server.
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In the following, we first define the secret sharing scheme that is necessary for any

party. Then, the procedures of both manufacturer and retailer are described with

such scheme.

4.5.1 Assumptions

We define a secret sharing scheme algorithm Π = (Share,Recover,DummyGen) that

operates over a random access code space C.

• Share is a probabilistic algorithm that takes an input c ∈ C , the number of

legitimate shares nL, and the number of dummy shares nD and outputs nL shares

S = {S1, · · · , SnL} with a (τ, nL)-secret sharing scheme, where Si = (xi, yi),

yi = f(xi), and any xi is distinct and is chosen from the set {1, · · · , nL + nD},

respectively. On invalid input ĉ ∈ C, Share outputs nL special (“undefined”)

symbols ⊥.

• Recover is a deterministic algorithm that takes input S ′ = {S ′
1, · · · , S ′

τ}, τ , and

nL and outputs c ← Recover(S ′, τ, nL) ∈ C ∪ ⊥, where ⊥ is a distinguished

value that indicates recovery failure.

• DummyGen is a probabilistic algorithm that takes an input c ∈ C , nL legitimate

shares S = {S1, · · · , SnL} and outputs nD shares S̃ = {S̃1, · · · , S̃nD}, where

S̃i = (x̃i, ỹi), any x̃i is chosen from the set {1, · · · , nL + nD} ∩ {x1, · · · , xnL}

and ỹi ∈ GF(q) but ỹi ̸= f(x̃i). On invalid input c ∈ C, DummyGen outputs a

special (“undefined”) symbol ⊥.

We assume that both manufacturer and retailer are honest and follow the defined

procedures.

4.5.2 Manufacturer’s Procedure

At first, a manufacturer creates nL products and a unique EPC EPCi where i ∈ [1, nL]

is assigned to each product i. A manufacturer also generates a transaction iden-

tifier t and a random access code c. A pair of (t, c) is used later to authenti-
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cate that a recipient, which includes a distributor or retailer, possesses the correct

c on the authentication server. Then, in order to mask genuine EPCs, nL ran-

dom sequences RND = {RND1,RND2, · · · ,RNDnL} are generated and XORed EPCs
ˆEPC = { ˆEPC1, ˆEPC2, · · · , ˆEPCnL} are calculated as follows.

ˆEPCi = EPCi ⊕ RNDi, (4.4)

where ⊕ denotes XOR operation and the length of RNDi is the same as EPCi. We use

XOR operation to conceal genuine EPCs. This realises so-called “one-time pad” that

no one can extract genuine EPCs without correct RND if each RNDi is truly random

and never reused. A manufacturer places RND with an access code c and transaction

identifier t on its own authentication server.

To securely distribute an access code c to a recipient, a manufacturer splits

c with a (τ, nL) secret sharing scheme Share(c, τ, nL) and obtains nL shares S =

{S1, S2, · · · , SnL}. For each tag i on a product, EPCi and Si are written into its EPC

memory bank and USER memory bank, respectively. In addition, t and the URL (or

IP address) of the authentication server are also written into another tag. This tag

is attached to a container or pallet that products are composed.

Simultaneously, a manufacturer prepares nD off-the-shelf RFID tags as dummy

tags. The objective of introducing dummy tags is to make it infeasible for an at-

tacker to extract the correct access code c even if he/she collects all shares in the

public area. The manufacturer obtains nD bogus shares S̃ = {S̃1, S̃2, · · · , S̃nD} with

DummyGen(c). In order to avoid an attacker from distinguishing legitimate tags from

dummy ones, the manufacturer writes S̃i exactly the same way as genuine tags. Fi-

nally, a manufacturer writes masked EPC ˆEPCi and a share Si to tag i with Lock

command to avoid them from being tampered by an attacker.

A manufacturer composes products into cases or pallets after attaching legitimate

tags to products. In order for a recipient to soon distinguish legitimate tags and

dummy ones, dummy tags are not attached to any product and delivered.
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Figure 4-3: Interface of authentication server when authentication is successful.

Setup of Authentication Server

A manufacturer also setups an authentication server. The aim of this server is to

detect an attacker who tries to reveal genuine EPCs. A manufacturer registers the

series of a pair (Si,RNDi,APi), where i ∈ [1, nL] and APi denotes tag i’s access

password, with the correspondent c and t in the database of the server. As we describe

later, AP = {AP1, · · · ,APnL} is necessary for a recipient to update the contents of

tags after EPCs are successfully interrogated. An authentication server has a web

interface that accepts a pair of transaction identifier t and an access code c. If t and

c are given in the forms and such pair exists on a database, the server returns the

series of a pair (Si,RNDi,APi). The server also records a source identifier e.g., source

IP address, and the number of attempts input on the web form. If such attempts

from a specific source is abnormal, a manufacturer detects an attack and takes an

appropriate measure against it. For instance, many authentication attempts from

a specific IP address fail or many authentication attempts for a specific transaction

identifier t fail. Since the scheme is identical to the password authentication over

the Internet, many countermeasures against illegal authentication attempts can be
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executed [186]. In this scheme, when the number of attempts from a specific source IP

address is larger than a predefined threshold th, the server rejects any authentication

attempts from the source IP address and the existence of an attacker is detected. This

way avoids attacks without disabling (legitimate) recipient’s authentication attempt.

Figure 4-3 shows a screen image of the proposed authentication system when

authentication is successful. A prototype of the proposed authentication server has

been implemented with Shiny package in the R language [187]. As can be seen from

Figure 4-3, a recipient can identify RNDi and APi that correspond with EPCi from

Si.

4.5.3 Recipient’s Procedure

When products arrive, a recipient first unpacks product-cases or pallets. Then, naked

tags, i.e., dummy tags, are soon detected and put aside to avoid legitimate tags from

being mixed with them, and interrogates only legitimate ones with a reader. After

a recipient interrogates tags attached to products and a container (or a pallet) and

obtains a share set S, a transaction identifier t, and the URL of an authentication

server, an access code c can be recovered with Recover(S, τ, nL). The recipient accesses

to manufacturer’s authentication server and inputs a recovered access code c and a

transaction identifier t. If it is successfully authorized, nL pairs of (Si,RNDi,APi) are

returned and genuine EPCs are recovered by Eq. (4.5).

EPCi = RNDi ⊕ ˆEPCi. (4.5)

Finally, a recipient updates the contents of dummy tags with DummyGen(c).

Dummy tags are reusable and thus the recipient returns them to the source party.

Therefore, the process to update the contents of dummy tags is necessary to avoid an

attacker from knowing which interrogated tags are dummy. As a manufacturer has

sent Lock commands to avoid contents of tags from being tampered, a recipient once

unlocks them by giving an access password APi.

If a recipient further transfers products toward other distributors or retailers, it
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Table 4.2. Comparison between dummy tags and normal tags.

Tag Type Specification Written Content

Normal tags EPCglobal C1G2 tag Genuine masked EPC & share
Dummy tags EPCglobal C1G2 tag Random masked EPC & share

should also execute the same procedures as a manufacturer.

4.5.4 Discussion

Comparison Between Dummy Tags and Normal Tags

The difference between dummy and normal tags should be clarified. Table 4.2 shows

the comparison between dummy tags and normal tags. Although we name it as

“dummy tags”, dummy tags are totally same as normal ones from the specification

perspective. This is because dummy tags should be indistinguishable from an at-

tacker. Due to the same reason, masked EPCs and shares are also written into

dummy tags as with normal ones. However, the only difference is that masked EPCs

and share for dummy tags are randomly generated from the EPC and share spaces,

respectively.

Advantages and Disadvantages

The main contribution of this research is to enable a manufacturer to notice an

attacker who tries to know genuine EPCs and to limit the number of attempts. Al-

though we might be able to use a special device1 that notices RFID signal to detect

illegal interrogation, it also mis-detects the legitimate interrogation when we con-

sider the RFID-enabled ITS (Intelligent Transportation Systems) [188], [189]. In the

RFID-enabled ITS, RFID readers are deployed on the road and a tag is attached to

a vehicle to enable smarter transportation system. Therefore, if we judge any inter-

rogation during transportation with such a special device, it causes mis-detection.

The downside of our scheme is to manage an authentication server and dummy

1www.montiegear.com/uploads/Field_Detector_900MHz_Color.pdf
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tags. We measure the latency and increased interrogation time regarding these factors

in the Section 4.7.

Attacker’s Revealed Information

A manufacturer not only detects an attacker who illegally interrogates product tags

but also identifies where and when the tags are interrogated. This is because a

transaction t is unique for each shipping between partners. Hence, if an authentication

server observes many authentication attempts against a specific t, it can narrow down

the area and time that the tags are interrogated by an attacker.

The authentication server can distinguish an attacker who tries to pass authenti-

cation without interrogating tags from one that actually approaches tags on products.

Since the former attacker does not know any transaction identifier t, he/she may au-

thenticate with many t candidates. In contrast, the latter one wants to know the

information for a specific t and thus an authentication server may observe a pair of a

specific t and many c.

Relationships between Key and Access Code Distribution

Conventional schemes distribute a symmetric key to encrypt/decrypt EPCs with tags.

In contrast, in the proposed scheme, the key is on the authentication server and an

access code is distributed to tags instead. In other words, it is identical to securely

distribute a key and access code. Therefore, the idea of dummy tags also strengthen

the conventional key distribution scheme.

Length of t and c and Required Memory on Tags

We discuss the required memory on tags to implement the scheme. A share Si and a

pair of (t,URL) must be stored on product tag’s USER memory bank and container

tag, respectively. Therefore the length of t and c must be chosen so that they fit into

tag’s memory space 2.

2In Shamir’s secret sharing scheme, the lengths of share and its secret are same.
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We first mention the memory constraint on a tag attached to a product. The

length of c is especially important to achieve better security. By considering the

fact that our scheme is identical to the password authentication on the web server, it

should be long enough, e.g., 32 bits, to avoid an attacker from passing authentication.

This satisfies memory space constraint of major off-the-shelf tags, e.g., Impinj’s Monza

4E series or Alien Technology’s Higgs 3 series which have more than 128 bits.

We then check the memory constraint on a tag on a container or a pallet. Obvi-

ously, a manufacturer should not set the same t for different transactions simultane-

ously. Therefore, the length of t should be longer than the number of transactions

that a manufacturer deals. The length of URL can be fixed to 32 bits if an IPv4

address is written into a tag. When both lengths of |t| and URL are set as 32 bits,

64 bits are totally required on the USER memory bank. This also satisfies memory

space constraint of major off-the-shelf tags.

Unlike the conventional schemes, e.g., [156], [184], the memory space for access

passwords is saved since our scheme places them on an authentication server.

Computation Complexity

Our scheme consists of the following four procedures:

1. Splitting an access code into shares;

2. Recovering an access code from shares;

3. Generating RND, and

4. Masking EPCs with RND by XOR operation.

Since Shamir’s secret sharing scheme is used, the computation complexities of splitting

and recovering an access code are O(τnL) and O(τ log2 τ), respectively [157]. The

computation complexity for generating RND and XOR operation are O(nL + nD)

and O(nL), respectively. Therefore the computationally heaviest part is recovering

an access code from shares. latency with the real implementation will be shown in

Section 4.7.

108



4.6 Security Analysis

We prove that our scheme is secure against attackers who want to know genuine

EPCs and try to tamper contents of tags. The security analysis is based on the work

by Juels et al. [156]. Aprivacy is defined as a privacy attacker that can approach a

products-carried vehicle in the public transportation and can access a correspondent

authentication server. The goal of Aprivacy is to pass authentication on an authentica-

tion server and to obtain RND that yields genuine EPCs for a specific t. A robustness

attacker Arobustness tries to tamper contents of tags. Other possible attacks against

our scheme are discussed in Section 4.6.3.

Definition 1. We call that the proposed scheme is (τ, nL, nD, ϵp, ϵr)-secure against a

probabilistic polynomial time attacker who is given unbounded shares.

4.6.1 Privacy Attacker

Aprivacy tries to pass authentication on an authentication server by giving c and t.

An attacker Aprivacy can use the following oracles:

OCollect(): This oracle returns share sets S mixed from both legitimate and

dummy tags,

ORecover(S): This oracle returns c̃ by inputting shares S. If |S| < τ , it outputs

⊥,

OChoose(S, τ): This oracle returns by randomly choosing S ′ = {S ′
1, · · · , S ′

τ} from

S. If |S| < τ , it returns ⊥, and

OAuth(c̃, c, t): This oracle returns 1 if c = c̃ for an existent pair (c, t). Otherwise,

it returns ⊥.

By using the above oracles, a privacy attacker tries the privacy challenge defined

as follows:

Challenge Chaprivacy[Π,C]:
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Input: τ , c, t, EPC

Procedure:

Ŝ ← OCollect()

Ŝ ′ ← OChoose(Ŝ, τ)

c̃← ORecover(Ŝ ′)

Output: OAuth(c̃, c, t)

Claim 1. Against the above settings, the probability that an attacker Aprivacy who

possesses nIP IP addresses identifies genuine EPCs is bounded by ϵp.

Pr[Chaprivacy[Π,C]⇒ 1] = ϵp = 1−
(
1−

(
nL

τ

)
(
nL+nD

τ

)
)th·nIP

.

Proof. An attacker can collect all shares interrogated from both legitimate tags and

dummy ones. Since an attacker cannot distinguish them from outside of a carrying

vehicle, he/she must try each combination of shares. Therefore, the probability that

a privacy attacker finds the correct access code c is equivalent to the probability

of choosing τ legitimate shares out of totally (nL + nD) shares. This probability is

represented as
(
nL

τ

)
/
(
nL+nD

τ

)
. However, an attacker cannot try every candidate and

can only attempt th times for one IP address. Since an attacker is assumed to have nIP

IP addresses, the probability that Aprivacy passes authentication and obtains correct

RND is represented as the equation in the Claim 1.

4.6.2 Robustness Attacker

A robustness attacker tries to tamper the contents of tags so that a recipient cannot

recover correct shares or EPCs.

Claim 2. Given our construction, the advantage of an attacker who tries to tamper

the contents of tags is bounded by ϵr.

Pr[Charobustness[Π,C]⇒ 1] = ϵr < max
(
ϵp, 2

−|c|) ,
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where max(a, b) returns the bigger value between a and b.

Proof. In our scheme, an attacker cannot tamper shares unless he/she knows the

correct access password. Therefore, the attacker’s success probability is bounded by

the probability of identifying the correct access password AP. There are two strategies

for the robustness attacker to obtain AP. The first one is to pass authentication on

the server and this probability is bounded by ϵp. The other one is to find the AP

with random guessing. This probability is 2−|c|. Therefore, the success probability

of robustness attacker is bounded by the bigger one of them. Thus, the Claim 2 has

been proven.

4.6.3 Other Possible Attacks against Our Scheme

A passive attacker may want to reveal genuine EPCs without approaching a products-

carried vehicle but with accessing an authentication server. This attack will fail due to

the following two reasons. The first one is that an attacker cannot obtain a legitimate

transaction ID t because t is only obtained by interrogating tags in a truck. As the

second reason, even if an attacker guessed the correct pair (t, c), every information,

i.e., RND, share, access passwords, obtained from an authentication server would be

useless for such an attacker because he/she does not know masked EPCs ˆEPC.

Products can be avoided from being tracked throughout the end-to-end path, i.e.,

path from a manufacturer to a retailer. This is because if a recipient further ships

products to other parties, e.g., retailers, it also prepares its own authentication server

and regenerates RND for each product and thus the revealed (masked) EPCs vary

every time they are shipped.

An attacker may be able to launch the DoS (Denial of Service) attack against an

authentication server. That is, an attacker tries to halt the service and makes a legit-

imate recipient infeasible to obtain genuine RND. Since our proposed authentication

server can be seen as a generic password authentication server, many conventional

countermeasures are applicable for the DoS attack, e.g., [190], [191].
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Table 4.3. Required nD versus nL and rτ .

(a) |c| = 16 bits

nL
Required nD

rτ = 0.2 rτ = 0.9

10 2,420 13
50 93 6

100 67 6
500 53 5

1,000 52 5

(b) |c| = 32 bits

nL
Required nD

rτ = 0.2 rτ = 0.9

10 621,720 58
50 372 15

100 184 12
500 112 11

1,000 106 10

4.7 Performance Evaluation

In order to show the efficiency of our scheme, we evaluate our scheme with both theo-

retical calculation and measurements with an off-the-shelf devices. We first show the

required number of dummy tags and then the detection accuracy that an authenti-

cation server can successfully detect an attacker. We then measure the computation

time to split and extract an access code c and the interrogation time with off-the-shelf

RFID devices.

4.7.1 Required Number of Dummy Tags nD and τ

The number of dummy tags is a key factor in order to securely distribute an access

code to a recipient. The required number of dummy tags is theoretically obtained

when the probability that an attacker chooses τ correct shares from (nL + nD) ones

i.e.,
(
nL

τ

)
/
(
nL+nD

τ

)
is less than the probability that an attacker randomly guesses c i.e.,

2−|c|. For the ease of discussion, let rτ denote the ratio of τ to nL, i.e., rτ = τ/nL. Ta-

ble 4.3 shows the required nD versus nL and rτ when (a) |c| = 16 bits and (b) |c| = 32

bits, respectively. In [126], [156], the authors mention that totally about thousands

of products e.g., pharmaceuticals or DVDs, are initially assembled then shipped to-

ward distributors. Distributors also disperse them toward retailers. Finally, about

ten products are on the consumer side. Therefore, the order of magnitude of products

ranges between 3 → 2 → 1 and we vary nL from 101 to 103. In Table 4.3, as the

number of legitimate tags increases, the less number of dummy tags is required. Intu-
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Figure 4-4: The probability that an authentication server can detect an attacker
versus nIP.

itively, this is because combinations that an attacker should try get sharply increased

when nL gets large. In addition, as |c| gets larger, the required nD gets also increased.

Then we discuss how to set rτ . As rτ gets larger, nD gets decreased. In contrast, as

rτ get smaller, nD increases but the computation time for splitting and extracting c is

also decreased because the degree of Shamir’s secret sharing, i.e., τ is also decreased.

As it will be shown in Section 4.7.3, when nL is large, e.g., nL ≥ 500, the computation

time for c is sharply increased. Therefore we argue that when nL is small, rτ should

be set large, whereas when nL is large, rτ should be set small.

4.7.2 Detection Probability

We show the detection probability of our scheme. Let pdetect denote the probability

that an authentication server can detect an attacker. pdetect is the probability that an

attacker who possesses nIP IP addresses cannot pass any authentication, and it can

be represented as Eq. (4.6).

pdetect =

(
1−

(
nL

τ

)
(
nL+nD

τ

)
)th·nIP

≈
(
1− 2−|c|)th·nIP

. (4.6)

Figure 4-4 shows pdetect versus nIP. Although it cannot be presumed how many

number of IP addresses an attacker can possess, we set nIP from 1 to 100,000. From
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Table 4.4. Computation time for an access code (|c| = 32 bits).

nL rτ splitting c [ms] extracting c [ms]

10 0.9 5.1 6.1
50 0.9 7.5 11

100 0.9 18 8.9 ×102
500 0.9 3.4 ×102 1.2 ×105
500 0.2 80 1.2 ×102

1,000 0.9 - -
1,000 0.2 3.2 ×102 1.1 ×104
1,000 0.1 1.7 ×102 1.3 ×103

Figure 4-4, on the one hand, when the length of an access code c is 32 bits, an

authentication server can detect an attacker without fail even if he/she prepares

100,000 IP addresses. On the other hand, when |c| = 16 bits, pdetect gets decreased

with nIP. From this result, |c| should be set more than 32 bits for the security.

4.7.3 Computation Time

We measure the computation time to split and extract c whose size |c| = 32 bits with

a laptop machine, which is a MacBookPro Late 2013 equipping a dual-core Intel Core

i7 2.8 GHz and a 16 GB RAM memory. The following trial is executed as many as

100 times and the computation times are averaged: we randomly generate c, split

into nL shares, and extract c with ssss which is an implementation of Shamir’s secret

sharing scheme [192]. Table 4.4 shows the computation time to split and extract c.

In Table 4.4, when nL = 1, 000 and rτ = 0.9, our machine cannot execute it due to

memory failure and the results are represented as ‘-’. From Table 4.4, the computation

time to extract c takes much longer time than that of splitting it. It can also seen that

the computation time exponentially increases with nL. For example, when nL = 500

and rτ = 0.9, the computation time for extracting c is about 2 minutes and it is not

acceptable in the real implementation. When we deal large nL, say 500, we should

set low rτ . For example, when nL = 500 and rτ = 0.2, the computation time for

extracting c is decreased to 120 ms and it can be acceptable in the real situation.

Even when nL = 1, 000, the time to extract c can be shorten to 1.3 sec by setting rτ
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Figure 4-5: Interrogation time versus the number of tags.

to 0.1. Although, the required number of dummy tags nD is increased, only tens of

dummy tags are required when low rτ and large nL are used.

We also measure the interrogation time to read masked EPCs and shares with

RFID devices. We use an Impinj SpeedwayRevolution R420 as an RFID reader,

Times-7 A7030C circular polarised UHF shelf antenna, and Alien Technology ALN-

9640 as tags. The RFID reader is connected with the above laptop computer via

Ethernet. A 32 bit access code c is generated and split into shares with the (15,

20)-Shamir’s secret sharing scheme with ssss. Then, 96 bit EPCs and the shares are

written into 20 tags by using Impinj Octane SDK [193]. The tags are deployed two

meters away from the reader’s antenna in LOS (Line of Sight) environment. Figure 4-

5 shows the comparison of interrogation time (i) when tags are interrogated together

with shares and (ii) only EPCs. In this measurement, the interrogation time against

20 tags averaged over ten trials. From this figure, the interrogation time almost

linearly increases with the number of tags. The interrogation time is slightly increased

by reading shares as well. However, the interrogation time is millisecond order and

thus it can be concluded that the latency is trivial even if shares are additionally read.

4.8 Conclusions

We have proposed an illegal interrogation detectable EPC distribution scheme in

RFID-enabled supply chains. The idea of the proposed scheme is to mask EPCs with
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random sequences and place them on an authentication server. The access code for

authentication is split into genuine tags by using a secret sharing scheme and we also

involve dummy tags that a genuine recipient can distinguish. An attacker who wants

to reveal genuine EPCs must pass authentication and thus the proposed scheme can

detect illegal attempts by attacker and even limits such attempts. We show that

the proposed scheme is provably secure and easily implementable with off-the-shelf

RFID devices and a generic computer. From the performance evaluation, a 32-bit

access code is enough to detect an attacker and suffices the memory requirement on

off-the-shelf tags. It has been also shown that the computation time for splitting and

recovering an access code can be controlled within a second by varying the ratio of

required shares to number of products.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

This dissertation has discussed a study on security and privacy for ad-hoc network,

VoIP service and RFID-enabled supply chains system. More and more smart wireless

devices are emerging, e.g., wireless sensor devices, smartphones, and RFID. They

yield not only new beneficial systems and services for our lives but also unprecedented

threats that cannot be solved by the traditional defence approaches. Therefore, it is

an urgent demand to solve each unprecedented issue. In this dissertation, we have

solved three issues regarding to wireless sensor device, smartphone, and RFID-based

system and services. The contribution of this paper is summarized as follows.

In Chapter 2, we have proposed a provably secure lightweight verification scheme

in FFS protocol. The basic idea to reduce computation cost in the verification is to

make most of elements in a challenge e to 0 when generating a challenge. To avoid

lowering security, a challenge is divided into multiple ones and restrict the number

of elements set as 1 in each challenge. Since a prover must pass every challenge,

the proposed scheme can achieve the sufficient security by setting appropriate upper

bounds for each challenge. The proposed scheme is proved as ZKP by referring the

security analysis in [78]. By the theoretical computation, it has been shown that

the number of division d = 2 and upper bounds for each challenge u = (2, 4) give

the lowest computation on the verification for the security parameter kt = 20. The
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number of multiplication is reduced by 48-54% and 61-78% when no malicious provers

exist and when only malicious provers exist, respectively. We have shown that the

computation time is also shorten on an Android device.

In Chapter 3, we have proposed an unsupervised SPIT callers detection with

a clustering algorithm. The proposed scheme turns complex threshold setting and

training problems into clustering the callers and identifying the cluster. In contrast

to conventional schemes, we use the features to find the dissimilarity among callers and

this avoids threshold tuning and the training phase. By the computer simulation, it

has been shown that the proposed scheme using RF dissimilarity and PAM clustering

outperforms the conventional schemes by means of classification performance when

SPITters account for more than 20% of inspected callers accuracy against our dataset.

We have also shown that the proposed scheme can tolerate as many as 100,000 callers

using an off-the-shelf computer.

In Chapter 4, we have proposed an illegal interrogation detectable EPC distribu-

tion scheme in RFID-enabled supply chains. The idea of the scheme is to mask EPCs

with random sequences and place them on an authentication server. The access code

for authentication is split into genuine tags by using a secret sharing scheme and we

also involve dummy tags that a genuine recipient can distinguish. An attacker who

wants to reveal genuine EPCs must pass authentication and thus a manufacturer can

detect illegal attempts by attacker and even limits such attempts on an authenti-

cation server. It has been shown that the proposed scheme is provably secure and

easily implementable with off-the-shelf RFID devices and a generic computer. From

the performance evaluation, a 32-bit access code is enough to detect an attacker and

suffices the memory requirement on off-the-shelf tags. We have also shown that the

computation time for splitting and recovering an access code can be controlled within

a second by varying the ratio of required shares to number of products.
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5.2 Future Work

The work carried out in this thesis could be completed by several extensions or be a

starting point for other interesting research initiatives. The paper did not address all

issues and we describe a few of them below.

In Chapter 2, we have proposed a modified FFS protocol to reduce the computa-

tion cost on the verifier. However, in an ad-hoc network, a verifier may authenticate

more requests from a large number of devices. In this case, one-to-many authentica-

tion scheme is necessary. One possible idea for solution is to leverage SMC (Secure

Multi-party Computation) where n users have a unique secret xi and calculate a com-

mon function f(x1, · · · , xn) without revealing xi [194]. For instance, let xi denote a

private key for a device i and a verifier checks the validity of a verification function

f(x1, · · · , xn) to authenticate devices at once.

We have proposed an unsupervised SPITters detection scheme in Chapter 3. How-

ever there are at least a few issues. The first one is that our scheme is only valid when

SPITters account for more than 20% of entire caller and a more sophisticated scheme

is necessary to deal with the case when SPITters are few. One solution of this issue

is to add artificial SPITters’ feature vectors to be balanced. The second issue is that

a detection party, i.e., a service provider, can only use its own callers’ information. If

it could use information from other competitors’ information, the classification per-

formance would improve. This might be solvable with SMC. If xi and f(x1, · · · , xn)

denote feature vectors of a service provider i and detection algorithm, respectively.

The last one is regarding to computational complexity.

Although we have solved an issue of secure distribution for RFID-enabled supply

chains in Chapter 4, still some issues exist. For example, we assume that any parties,

including distributors and retailers, are honest and follow the pre-defined procedures.

However, it can be considered a scenario where operators of RFID readers break this

assumption and disclose obtained genuine EPCs. Therefore, it is necessary to propose

an approach that is secure against such scenario. The other one is inefficiency. Since

each tag must be read and written a share and masked EPC, it will cause delay in the
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procedures of supply chains. To solve this problem, some mitigation methods must

be considered.
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