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Abstract

A supply chain is an integrated process whereinmaterials are extracted and converted
to the final products, and delivered to the custof®design and analyze an appropriate
supply chain we have to evaluate its performancpractice, performance measurement
of the supply chain is complicated due to the iefice of different parameters involved
in production planning, inventory control, logistiand transportation activities through
the chain. On the other hand control theory is #-kve®wn methodology to measure
performance of business related problems. In cbtiieory differential equations of a
continuous model is derived in time domain and thegplace transform is used to convert
the model to the complex frequency domain or sinsptipmain. The converted model is
solved and the solution converted back to time dorginvers Laplace transform.

The purpose of this dissertation is to measurtopeance of the supply chain using
frequency response analysis. So control theoryosgbr is used to measure different
performance aspects of the supply chain. The IOBPOG&el is used as a benchmark to
propose an analytical approach for modelling prtidncsmoothing constraints. Since
production constraints are nonlinear, the extemdedel which in this research is called
Nonlinear IOBPCS (NIOBPCS) is no longer linear éimgs nonlinear control theory is
applied to measure frequency response for zerettargentory. The results of frequency
response show improvement of production performaoicéghe system facing with
production smoothing constraints compared with gggtem without constraints, but
deterioration of inventory performance especiallgemand has higher amplitudes so
amplitude of production signal ideally should berenthan production constraints but
practically could not be fluctuate appropriatelysttisfy the customer demand. Due to
lower performance of inventory in zero target iney condition stock outs is observed
during demand peaks, so non-zero target inventomgitions is applied to calculate the
amount of safety stock that is necessary to hava@auk out in the supply chain.

Furthermore a total performance function is depetl based on APIOBPCS which is
an extended version of IOBPCS. Frequency resposmiseséd to introduce a total
performance function encompassing all types ofstygtem costs including production,
finished goods holding and shortage, WIP, and andecosts. The developed total
performance function represents aggregate perfarenah the system in one general
function. The results of sensitivity analysis ofaloperformance function indicate a
reverse effect of work in process recovery speaapased with finished goods recovery
and demand updating rate for different demand &aqies.
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Notation

IOBPCS: Inventory and Order Based Production andritory System
APIOBPCS: Automotive Pipeline Inventory and OrdBased Production and
Inventory System

S: Laplace operator

) Demand frequency

t: Time

T Time period

D Demand

P Production

I: Finished goods inventory

WIP: Work in process inventory

Dinax Maximum value of demand signal

Prax: Maximum value of production signal
Lnax: Maximum value of finished goods inventory
WIPyax: Maximum value of work in process inventory
Dinax Maximum value of demand signal

|P/D]| Amplitude ratio of production to demand
|1/D| Amplitude ratio of Inventory to demand
|WIP/D]| Amplitude ratio of WIP to demand

Tp: Production lead time

Tp,: Estimated production lead time

T;: Time to adjust finished goods inventory
T,: Time to adjust demand

T : Time to adjust WIP

TINV: Target level of finished goods

TWIP: Target level of WIP

EINV: Error of finished goods

EWIP: Error of WIP

L: Average number of items in the system
W: Average waiting time of an item

A Throughput of the system

C; Product cost per unit

C, Production variation cost per unit

Cs Finished goods holding cost per unit
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Shortage cost per unit
WIP excess cost per unit
Ordering cost per order

v



Contents

Y 01 1 T [
N[0 7= U1 o o ii
S o T T = Vil
A | 11 o o [F o 1o o 1
1.1 Research MOLtIVALION .......uuuuiiiee e e e e e e e e e e e e e e e e e e e e eeeseenennees 1
1.2 RESEAICH SCOPE ..vvuruuiieii i e e e e e eeee et s cossssmmr et sn s s s e e e e aaaaaaaeseesessssnnnnneesnnes 3
R T I 0T T Y ] (o (= 4
P22 Y, =1 g o T (o] [T | V28U SPRR 6
2.1 Laplace transform ........coooeiiiiiie e 6
2.1.1  DefiNItION ..cuuii i eeremr e 7
2.1.2 Properties of Laplace tranSform ............eeeeeeeeeiiiiiiiiiineeeeee e 8
2.2 CONVOIULION L.uuie e e e e e e eae e 10
2.3 INVEISE LAPIACE ....cciieiiiiiiiiee e s 11
2.4  Transfer fUNCHION .........oouuiii e 12
2.4.1 Definition of Transfer fUNCLION.............veemeiiiee e 12
2.4.2 Order of transfer fuNCLONS ..........cooi it 31
2.4.3 Inputs of transfer fUNCLION ...........ooo i e 13
P | (=T o | = 1 PP PR TRRPPRTTTRIN 15
2.4.5 First order transfer fUNCHION ........... ... 19
2.4.6 Second order transfer fUNCHON ............o oo, 22
2.5 BlOCK IAQIramM ..cccoeviiiiiiiiiiiee e e e e e e e e e e e e eeb e nnnnnneee 31
2.5.1 Block diagram redUCiON ..............uuvuuummmmmmn e eeeeeeeeeeeeeeiieere e e e eeeeeaes 31
2.5.2 Open and closed [00P SYSIEMS.........uuuuiiiieriirieereeeeeeere e 33
2.6 FreqUENCY rESPONSE ......ccceiiuiuneeeeees s et e et e e e e e eetbe s e e aeeeennaaaeaennnnnes 35
2.6. 1 GaAIN 1ottt ettt e e e 37
2.6.2 Integrator and deriVatiVe..........coooee e ieecciiee e 39
2.6.3 Double integrator and derivatiVe ..o 41
2.6.4 Zero and POIE ......cooeiiiiiiiiiieie e 43
2.6.5 Second order transfer fUNCLION .............ccceemmeeeviiiii e, 45
3 LIErature FBVIEW... .. o iieeiii ettt e et e e et e e e e e e e e e e e e eeanes 49



3.1 IOBPCS fAMIIY ..ttt 54
3.2 TOBPCS ... ————————— e e e e e s 55
3.3 IBPCS e ————— e e 59
34 OBPCS L.t 61
3.5 VIOBPCS ...ttt 64
3.6 VIBPCS .. —————— 66
3.7 APIOBPCS ... ittt e e e e e e e e e 68
4 Nonlinear IOBPCS (NIOBPCS)......uuuuiiiiiiii e 71
Nt R [ 01 (oo {3 Tox 1 o] o HO PP UPPPR PP 71
4.2 Control theory and NONIINEAIILY.............commeeeerrnnmniiiiaiieeeeeeeeeeeereeeeeennnne. 72
4.3 Modelling production SMOOthiNg ..........cooiieceeeiviiiiciie e 37
4.4 Nonlinear control tREOIY.........cooiiiiiiiiceeee e 76
4.5 Frequency Response of NIOBPCS............iceceeeemiiiiiiiiii e 78
4.6 ANAlYSIS Of FESUILS ....ccoiiiiieeeiieitie s e e e e e e e e e e e e e e s eeene e 84
4.7 NIOBPCS with Non-zero Target iINVENTOrY......ccccceuveiiieeiieeeeeeeeeeeeeeeieeiinnnns 85
5 Total performance fUNCLON ........ccoiiiiiii e e e e 89
5.1 INTrOAUCTION .oceiiiiiiiiii ittt e e e e e e e e e e e e s e nnne e e e e as 89
5.2 OVEIVIEBW ..ottt ettt et et e e e e e e e e e e e e e e s e s s s nnneeeeaeeeas 90
5.3 ReSpoNSe Of the SYSIEIM ...c.ccevvviviiiiiiicmmmmmmm e e e et e e e e e e e e e e eeeeas 91
5.4 Parameter adjuStMENt ...........uuuuiuuuiiicreeeerierss e e e e e e e e e e e eeeeeeeensneennns 95
5.5 Defining total performance funCtion .........coecrrerveeeeiecicce e, 79
5.5.1 Production PErfOrMAaNCE .........ccooiieeeee e e e e e ettt e e e e e e e e 97
5.5.2 Finished goods holding and shortage performance................ccc........ 97
5.5.3 WIP excess and starvation performance.........ccccceeeeeeeeeeeeiiveeeeeeinnnnnns 98
5.5.4 Ordering PerformMancCe.............cuuuuuuiuuummmmmmeeeeeeeeeeers e e e e e e e e e aeeeees 89
5.5.5 Integrated formula ..........cccuuiiiiiiiiii e 100
B CONCIUSION ...ttt ettt et ettt e e e e e e e e s s s nnnnne 104
6.1 SUIMMAIY ...uuiiiiiiiiiiiiie ettt et errema et e et e e e et e e e et e e e et e e e st e eneennns 104
6.2 Future research OppOrtUNItIES .......ceevvvieiiieeiiiiiie e 105
RETEIEINCES ...ttt ettt et e e e e e e e e et bbbt e e e e e e e e e e e e s e e e nnaanes 107
Appendix A: Laplace transform table.........cccceeiiiiiiiiiiiiiiiiiii e, 113
Appendix B: FreqQUENCY FESPONSE ........uuiccmerererrnnnnnaaaseaaaaaaeseerreessesssrnnnnnnennes 118
APPENTIX C: EIlPSES .. et mmmmme s ettt e e e e e e e e e e e aaaeeeaeaeeeeees 120
ACKNOWIEAGEMENLS ...ttt e e e e e e e e e e e e e e e e e eeneeeeeeeesnees 121

vi



List of Figures

Figure 1.1 Supply chain MOdEelS. .........oovieeeeeee e 3
Figure 1.2 Supply chain MOdelling ...........commeeeeerrmmmiiiniiieeeeeeeeeeeeeeeeeseeeene 3
Figure 2.1 Laplace transform.............ooiceeeeeiiiiiiiiiee e 6
Figure 2.2 Inverse Laplace transform.......cccceeeveeiiiiiiiiiii e 7
Figure 2.3 Transfer function of a system, its ingodl output..............ccoevvvvveennnes 12
1o [ L2 A U 1 ] o1 | P 13
Figure 2.5 RampP iNPUL......cooiiiiieeeeeee e s 14
Figure 2.6 IMpPUlSE INPUL........ooeiiiiiiieiceeemecces e s 14
Figure 2.7 Integrator transfer funCtion ..........cccoovveiiieiiiiiieeeece e 15
Figure 2.8 Output of the integrator for step INPUL..............cccviieiiiiiieieeeeeee, 16
Figure 2.9 Output of the integrator for impulseunp............ccccceeeiieieiiieeeeeeeeeee, 17
Figure 2.10 Output of the integrator for ramp iNPUL.............ccoovriveieiiiiiin, 18
Figure 2.11 First order transfer fuNCtioN...........cccceeiiiieiie e, 19
Figure 2.12 Output of the first order function step iNPUt.............oeeeeevriieveennnnns 19
Figure 2.13 Output of the first order function fiorpulse input.............ccooevveenees 20
Figure 2.14 Output of the first order function famp input...........cccoeeeeeieeeennnnn. 21
Figure 2.15 Second order transfer function ............oee oo, 22
Figure 2.16 Pole MOVEMENT.........uuueiiieeeeeeeieeee e e e e 22
Figure 2.17 Output of the second order functionstep input withé = 0.......... 23
Figure 2.18 Output of the second order functionstep input withé = 0.1....... 24
Figure 2.19 Output of the second order functiorstep input withé = 1.......... 24
Figure 2.20 Output of the second order functionstep input withé = 3.......... 25

Figure 2.21 Output of the second order functionifgoulse input withé =0 ... 26
Figure 2.22 Output of the second order functioniiguulse input withé = 0.1 26
Figure 2.23 Output of the second order functiongoulse input withé =1 ... 27
Figure 2.24 Output of the second order functiongoulse input with = 3 ... 27

Figure 2.25 Output of the second order functionréonp input withé =0........ 28
Figure 2.26 Output of the second order functionréonp input withé = 0.1..... 29
Figure 2.27 Output of the second order functionréonp input withé = 1........ 29
Figure 2.28 Output of the second order functionréonp input withé = 3........ 30
Figure 2.29 Block diagram reducCtion ..........ccceevvieeeeeiiiiiiiiiiiiiieeeeeeeeeeeeeeeeieees 32
Figure 2.30 Open l00P SYSLEM .....ccooieie e eeeeees 33
Figure 2.31 Closed l00P SYSIEM .....uuuiiiieeee e a e 33
Figure 2.32 Open loop system without taking intocamt disturbances.............. 34

vil



Figure 2.33 Open loop system with taking into actalisturbances................... 34

Figure 2.34 Closed loop system without taking toount disturbances ........... 34
Figure 2.35 Closed loop system with taking intocagt disturbances................. 34
Figure 2.36 Pattern of daily electricity usage Tokyea .................cceevvvvvvvvvvnnnnns 35
Figure 2.37 Bode diagram Of G(S) =2 ........uummmmeeeeereeeeeermrniiiiiinnneeaeeaaeseeees 38
Figure 2.38 Bode diagram 0Of G(S) =-5 .......ommmmeeeeerreereriiiiiiiiiiinieeeeeeeeeeeeens 38
Figure 2.39 Bode diagram Of G(S) =S .....uuiucceeeriieeeeeiiiiiiiiissne e e e e e e eeeeeeeeeeeeees 40
Figure 2.40 Bode diagram of G(S) =1/S....cieeeeeeeeeieeeeeeeris e 40
Figure 2.41 Bode diagram @f(S) = S2.....uuuuriiiiiiiieeeeeeeieeeieeeiiiininnnennnne s 42
Figure 2.42 Bode diagram @f(s) = 1/S2...uuuuuuuuuriiiiiieeeeeeeeeeeeeeeeneesnnnsmnnnnnennes 42
Figure 2.43 Bode diagram @f(s) = 2S + 1 ..ooveeviuuririiiiiiiiiiiieciee e 44
Figure 2.44 Bode diagram @f(s) = 1/(28 + 1) cuuurrrrmmmmmrieiiiiiieaeeeeeeeesesnsnnines 44
Figure 2.45 Bode diagram @f(s) = 1/(S2 +9) .uurrrrrrrrmmriiiiiiiieeeeeeeeeaennnannnnes 45
Figure 2.46 Bode diagram @f(s) = 1/(S2 + 254 2) ceeeveiiiiiiiiiiiiiiiiiiieieieeeeee e 46
Figure 2.47 Bode diagram @f(s) = 1/(S 4 2)2 ..uuurrrrrrmrmrreiiiiiiaeeeeeeeeeannnnnnnines 47
Figure 2.48 Bode diagram @f(s) = 1/(S2 4 55 4 6).cceeeeiiiiiiiiiiiiiiiiiiiieieieeeeeeeens 48
Figure 3.1 Supply chain actiVItIeS ..........ucceeeiiiiieeiiiiiicie e eeeeeeee 49
Figure 3.2 Supply Chain ProCESSES .......uucemmmmmmiiieeeeeeeeieeeeeeeeivierie e e 50
Figure 3.3 Structural dimensions of the supplyghai............cccccoovviiiii. 51
Figure 3.4 Material and information flowS.....ccccccccoeiiiiiiiiiiiiini, 51
Figure 3.5 Supply chain interdependences...........cccceeeeiieieeeeeeeeeeeeeeeeiiiniaens 52
Figure 3.6 Supply chain MOdEIS............viemeeeee e 53
Figure 3.7 Supply chain Modelling ........... o eeeeiiniineeeeeeeeeeeeeeev e 53
Figure 3.8 The IOBPCS family. .......coooviiimmmemeeee e 54
Figure 3.9 Block diagram of IOBPCS..........cooeeiiiiiii e 55
Figure 3.10 Response of IOBPCS to Demand=unitatepl INV=0.................. 57
Figure 3.11 Response of IOBPCS to Demand=unit isgahd TINV=0............ 57
Figure 3.12 Response of IOBPCS to Demand=sin(Ar&t)TINV=0.................. 58
Figure 3.13 Response of IOBPCS to Demand=0 and EBNV.............cccevvvveeee 58
Figure 3.14 Block diagram of IBPCS..........cccoeiiiiiiiiiiiieeirr e 59
Figure 3.15 Response of IBPCS to Demand=unit stdpféNV=0..................... 59
Figure 3.16 Response of IBPCS to Demand=unit ingoaisl TINV=0............... 60
Figure 3.17 Response of IBPCS to Demand=sin(Or@t)TANV=0..................... 60
Figure 3.18 Response of IBPCS to Demand=0 and TBNV=..........covvvvvveennnnn. 61
Figure 3.19 Block diagram of OBPCS. ... 6l
Figure 3.20 Response of OBPCS to Demand=unit ste@WNV=0 ................... 62

viil



Figure 3.21 Response of OBPCS to Demand=unit irepartsl TINV=0............. 62

Figure 3.22 Response of OBPCS to Demand=sin(08tléiNV=0 ................... 63
Figure 3.23 Response of OBPCS to Demand=0 and TINV=.........ccvvvvvvvvnnnee 63
Figure 3.24 Block diagram of VIOBPCS. ... 46
Figure 3.25 Response of VIOBPCS to Demand=unitatepTINV=0 ............... 65
Figure 3.26 Response of VIOBPCS to Demand=unit isgpand TINV=0......... 65
Figure 3.27 Response of VIOBPCS to Demand=sin(a/8f) TINV=0 ............... 66
Figure 3.28 Block diagram of VIBPCS. Source: Lalwairal. (2006) ................. 66
Figure 3.29 Response of VIBPCS to Demand=unitatepTINV=0.................. 67
Figure 3.30 Response of VIBPCS to Demand=unit isgahnd TINV=0............ 67
Figure 3.31 Response of VIBPCS to Demand=sin(@at) TINV=0 .................. 68
Figure 3.32 Block diagram of APIOBPCS. .........uiiiiiiiiie e 68
Figure 3.33 Response of APIOBPCS to Demand=umt §i&NV=0................... 69
Figure 3.34 Response of APIOBPCS to Demand=unitlsgy TINV=0............. 69
Figure 3.35 Response of APIOBPCS to Demand=sin(dBYV=0................... 70
Figure 3.36 Response of APIOBPCS to Demand=0, TINV=............ceeeeeeeeee. 70
Figure 4.1 Three types of production SYSte€Mu c.ovvvvvveiiiiiiiiiiieee e, 74
Figure 4.2 lllustration of the production smoothoanstraints ..............ccccceeennn. 74
Figure 4.3 Block diagram of IOBPCS and NIOBPCS.............oovvviiiviiciiineeennn. 75
Figure 4.4 Block diagram of the reconfigured NIOEBPC............covvvvviciiieeeennnn. 75
Figure 4.5 Intersection of left and right side<€qf(7) for M=1 and w=0.4 ......... 77
Figure 4.6 Left and right sides of Eq(7) for M=@6d w=0.1,0.2,0.3,0.4,0.5...... 79
Figure 4.7 Left and right sides of Eq(7) for M=adam=0.1,0.2,0.3,0.4,0.5......... 79
Figure 4.8 P/D amplitude ratio. ..........ccooeeeeeeuurimiiiiieeeeeeeeeeeeeeeeeesnensenennanees 80
Figure 4.9 Normal and Cutting area of NIOBPCS...........cccoooviiiieiiiiiiieeeiiiines 81
Figure 4.10 Simulation results of NIOBPCS ......cccocoiiiiiiiiiie, 82
Figure 4.11 I/D amplitude ratio ............cceeeemreniiiiiiieee e e e eeeeeeeeeeceeeeanees 83
Figure 4.12 Response of NIOBPCS for TINV=0 and 6.57..................ccceeee.. 87
Figure 4.13 Inventory holding and stock out for VR ............coovvviviviiiiiiiiennnn. 88
Figure 5.1 Block diagram of APIOBPCS in S-Domain.............ccevvvvvvvciiinnnennn. 91

Figure 5.2 Correspondences between THPP in APIOBPCS, and I, W....... 93
Figure 5.3 Frequency response of production, fedsfpoods, WIP and order ..... 94
Figure 5.4 Impact of different parameter settingsre system performance....... 96

Figure 5.5 Production, finished goods and WIP I8VEl...........ccccoeiviiiiiiiiiinnnnn, 99
Figure 5.6 Total performanCe .............oviceeeemriiieiiie e e e e e e e 101
Figure 5.7 Total performance SenSItiVity .........c..eevvvviiiiiiiiiiiiee e 102

1X



1 Introduction

1.1 Research motivation

A supply chain is a network of companies involvédipstream and downstream of a
chain involving at different activities and process$o deliver product to the hand of end
customer (Christopher, 1992). The supply chain gakéo account all processes of
production and processing from raw material towdel of final product (New & Payne,
1995). So in the supply chain there is an integrgi®cess wherein raw materials are
extracted and converted to the final products, delivered to the customer where
processes could be divided to upstream and dovamstrerocesses. The upstream
processes consist of production planning and imrgrdontrol including manufacturing
and holding of sub processes. The aim of theseepses are design ,management and
control of a production planning, scheduling anduasition system for all materials
including raw material, work in processes and fiei$ goods. But downstream processes
on the other side are about distribution and laggsprocess and concentrate on the
transportation of the final products to the endaoer through retailers or sometimes to
the wholesalers. These processes include desigmagement and control of logistic
activities at downstream of the supply chain uhi end customer (Beamon, 1998).

Furthermore every supply chain has different fleywyso down and vice versa through
the chain. One of the most important flows is matdtow which could be considered
almost up to downstream. Existence of recyclingenise paths create another material
flow but from down to upstream. Generally matefialv includes acquisition of raw
materials and parts which then will be processebaaiiled values until the end consumer
(Cooper et al., 1997).

Another important flow through the supply chaimiformation flow which should not
be neglected from our analysis. The informatiowflas reverse direction compared with
material from such that information is down to weam from customer to the retailer.
The retailer in tune makes an order based on thsurners’ order and send it up to the
warehouse or distributer. And distributer gathdreegailers’ orders, sum it up, then place
an order based on its current stock, customer deraad forecasting method. Now the
order is on the production line where manufactwtesuld produce the final product
necessary to satisfy the down stream’s demandllawf demand the manufacturer have
to supply raw material to build and assemble thadhdeliver it to the downstream. So
in order to complete the whole chain, another oisleecessary from manufacturer to the
suppliers (Min & Zhou, 2002).



As it is clear performance measurement of a supplin with above-mentioned
characteristics is complicated due to the impaet\riety of factors parameters involved
in a wide range of activities such as productianping, inventory control, logistics and
transportation through the whole supply chain. hdeo to design and analyze an
appropriate supply chain we have to evaluate itfopaance to observe the present
situation of the chain.

On the other hand control theory is a well-knowrthmodology to measure performance
of engineering, economics and also business relptedlems. Control theory uses
transformed version of the problem to overcome derify issues. In control theory first
differential or difference equations of a modeligtten in time domain. These equations
shows behavior of one phenomena or the whole syst@mtime. After deriving model
equations in time domain, Laplace transform is usetbnvert the continuous model to
the complex frequency domain or simply s-domairtase of discrete model z-transform
is applied to derive the converted version of mo@ké converted model is solved in the
transformed domain and the solution converted lackme domain. For continuous
model invers Laplace transform is used to retuensibiution to the time domain and for
discrete model the inverse z-transform is appleedHis operation.

Control theory has a variety of advantages compartddealing with the problem in
time domain. The problem often become simpler toesafter converting to equation
transformed domain. For instance differential et converts to algebraic equations
(Dorf & Bishop, 2010). Moreover since the transfednversion of the model
automatically include initial conditions therefdseth steady state and transient solution
could be analyzed altogether (Ogata, 2004). Thearted version of the problem is often
easy to solve compared with its original form adld be solved in the transformed
domain and then the solution is again reconverethe original domain using invers
Laplace transform. And also for signals that argspdally realizable we always could
find their Laplace transforms (Dorf & Bishop, 2010)

In practice models representing supply chain aawiare complicated and include
more than only one difference or differential egquatin this situation still control theory
could be applied because not only a single funchiohalso a set of interconnected
differential or difference equations with its acqmanying initial values could be
converted to the transform version and solved tieserted to the original format by
inverse transform operators. So by using contrebiyr we have capability to transfer a
whole model consisting of multiple differential eqons to s-domain. In this research
the control theory is applied to measure and evaltree performance of a supply chain
including production, inventory and work in process



1.2 Research scope

Supply chain models generally categorized into rdatestic and stochastic models
(Beamon, 1998). But there are also other detadéelgorizations. Min & Zhou (2002) in
a comprehensive literature review about supplyrchasdelling discover four different
types of supply chain models including determinjsstochastic, hybrid and IT-driven
models. They divide deterministic models to singtel multiple objectives, stochastic
models to optimal control theory and dynamic progray, hybrid models to inventory
theoretic and simulation, and IT-driven models t&8/ ERP and GIS as illustrated in
Figure 1.1.

Supply Chain Modeling

|

Deterministic Stochastic Hybnd IT-driven
Models Models Models Models
‘5 A
Single Multiple | [Optimal Control Dynamic Inventory

Simulation | | WMS ERP GIS

Objective Objective Theory Programming| | Theoretic

Figure 1.1 Supply chain Models.
Source: Min & Zhou (2002)

And since supply chains have always cross funatiproperties, Min & Zhou (2002)
define integrated supply chain modeling only ifytha@ke into account different functions
of the supply chain together. They specifically egatrize integrated supply chain
modelling into five different categories consistioigsupply selection/ inventory control,
production/ inventory, location/ inventory contrahventory control/ transportation as
shown in Figure 1.2.

Integrated Supply Chain Modeling

v v ~ v v
Supplier Selecti on/ Production/ Location/ Location/ Inventory Control/
Inventory Control Inventory Inventory Control Routing Transportation

Figure 1.2 Supply chain Modelling
Source: Min & Zhou (2002)

On the other hand supply chain is a phenomenahmkie could write its differential
equations in time domain. And similar to other pbgkand natural phenomena we could
convert supply chain differential equations tosksiomain using Laplace transformation.



Therefore we could deal with a supply chain probleth in time and s-domain. In this
study we aim to model a typical continuous suppigic in s-domain and then measure
its performance and analyze its behavior for déffierdeterministic demand fluctuations.
Based on this argument our study fits to the categ@d deterministic models with
multiple objectives in Figure 1.1 and our modellaygproach falls into the category of
production/inventory or inventory control/transg@ion approaches in Figure 1.2.

1.3 Thesisstructure

The aim of this dissertation is to evaluate perfamoe of a continuous deterministic
supply chain using control theory and more spedlificfrequency response analysis.
Therefore after introducing research motivation andpe in chapter 1, we focus on
analysis of control theory principles as a basifo modelling and design in chapter 2.
In chapter 2 applications of control theory is expéd and then Laplace transform as an
important approach in this field is demonstrateaplace transform is defined and number
of its properties of Laplace transform indicatedtsas linearity, s shifting, time shifting,
integration, differentiation, initial and final wa# theorems. Then the convolution integral
as the based for Laplace transform is demonstratedi finally the last step of Laplace
transform analysis i.e. inverse Laplace transfamxplained in chapter 2.

Laplace transform is used to make transfer funstidimerefore in chapter 3, transfer
function analysis is discussed. First a transfaction is define and then order of typical
transfer functions is explored. In order to undandttransfer function analysis we have
to know what would be the response of a transfiectfan to different inputs. Thus the
response of integrator, first order transfer fumttand second order transfer function to
constant, step, impulse and ramp inputs are andlyze

The higher level of analysis is to analyze a wisgem. In order to analyze the whole
system we have to make the block diagram of thdevlimction of the system including
all interconnected phenomena in the format of bld@gram. Therefore in chapter 4,
block diagram analysis is demonstrated and theokbttbiagram reduction as a basic
method for deriving transfer function of the systenexplained. And finally open and
close loop block diagrams is indicated at the dnchapter 4.

Transfer function and block diagram analysis areggles of deriving frequency
response of the system. After block diagram redacsind deriving transfer function of
the system we have to find frequency responsecaitbst important signals of the system.
Therefore frequency response of gain, integrator @erivative, double integrator and
derivative, second order transfer function withfetént damping ratios from zero to
infinity is derived and demonstrated in chapter 5.



After analyzing control theory, Laplace transfornddlock diagram we demonstrate
supply chain most important features including $yphain activities, supply chain
processes, structural dimensions of the supplynchmaterial and information flows,
supply chain interdependences, supply chain moaets supply chain modelling in
chapter 6. After analysis of different supply chééatures we have to focus on control
theoretic models that have already been develapguievious studies. Since the main
goal of this research is concentrated on IOBPCSlyaat continuation of chapter 6 this
modelling approach is demonstrated. Although tlaeedifferent versions of IOBPCS
but in this chapter the transfer functions of prichn, finished goods inventory, work in
process inventory are derived only for Inventoryd @@rder Based Production and
Inventory System (IOBPCS), Inventory Based Produncéind Inventory System (IBPCS),
Order Based Production and Inventory System (OBPUS}able Inventory and Order
Based Production and Inventory System (VIOBPCS)rial#ée Inventory Based
Production and Inventory System (VIBPCS) and AuttweoPipeline Inventory and
Order Based Production and Inventory System (APIOBP And finally response of the
system to step, impulse and sinusoidal demand cdubjezero and non-zero target
inventories are analyzed.

Since IOBPCS model is used as a benchmark for towly st is utilized to model
production smoothing constraints in chapter 7. Betidn smoothing constraints are
nonlinear phenomena, resulting in the extended meteh in this research is called
Nonlinear Inventory and Order Based Production lanéntory System (NIOBPCS) is
no longer linear. Therefore we have to apply na@dmcontrol theory to measure
frequency response and evaluate its performancst.the response of NIOBPCS to zero
target inventory is analyzed and then the non-tget inventory conditions is applied
to calculate the amount of safety stock that ieesary to have no stock out or less levels
of stock out in the supply chain.

Furthermore a total performance function based BFtOBPCS which is an extended
version of IOBPCS considering work in process ingers, is developed in chapter 8.
The frequency response is utilized to introduce o#alt performance function
encompassing all types of the system costs inafypiinduction, finished goods holding
and shortage, WIP excess and starvation, and ogdexdsts. The developed total
performance function represents aggregate perfarenah the system in one general
function enabling us to analyze total performanicéhe supply chain as a whole system.

In chapter 9 we conclude the research by a sumaratyan outlook of the result, plus
a brief discussion for future researches.



2 Methodology

In this study control theory is applied as methodglof the research. The control theory
deals with analysis and design of computer coranol management system or decision
support systems, to construct decision making #@lgos needed for such systems
(Bubnicki, 2005, p.1). Control theory has a widaga of applications in industry,
economics, finance, marketing, natural resourcegjnt@nance and replacement,
distributed systems, production and inventory adr(®ethi & Thompson, 2000, p.1). It
is also applied to intelligent systems such as mmachools, flexible robotics,
photolithography, biomechanical and biomedical, prutess control (Golnaraghi & Kuo,
2010, p.2)Development of control systems backs to 1769 wh&® Dames Watt's made
first steam engine and governor to mark the begmoi the Industrial Revolution (Dorf
& Bishop, 2010, p.9). Since then control theory basd in different control system in
order to produce necessary needs of human bethg industrial ages. Laplace transform
has an important role in the design and modellintp® system using control theory and
the aim of this section is to establish a comprsivencontext for analyzing performance
of the supply chain based on Laplace transform.

2.1 Laplacetransform

Mathematical transforms are operators convertimgtions from one space to the other.
Laplace transform is a well-known operator thatapplicable in a wide range of
engineering and science including differential eigues, control engineering,
communication, signal processing and system arsalysie Laplace transform converts
functions to the complex frequency or simply s-donas shown in Figure 2.1 where the
Laplace transform is shown with L, the original ¢tion with f(t) and the converted
function with F(s).

LIf(t)1=F(s)

t-domair s-domair
Source: Dyke (2014) p.3
Figure 2.1 Laplace transform



In the field of operation research we often transféunctions from time domain such
as inventory, production or order functions overdito s-domain to analyze the system
behavior. .

After converting to s-domain, the problem oftendrae simpler to solve. For instance

differential equations converts to algebraic eaquregi(Dorf & Bishop, 2010) or since the
transformed form automatically include initial catnehs therefore both steady state and
transient solution could be analyzed altogethera(®g2004, p.14). The converted
version of the problem is often easy to deal comgbavith its original form and could be
solved in the s-domain and then the solution isragaconverted to the original domain
using invers Laplace transform as shown in ther@i@2. For signals that are physically
realizable we always could find their Laplace tfanss (Dorf & Bishop, 2010).
Not only a function but a whole differential equetiwith its accompanying initial values
could be converted to the s-domain and solved theearted to the original format by
inverse Laplace transform. Furthermore the Laptesmesform has capability to transfer
a whole model consisting of multiple differentigjuations to s-domain. In this situation
which we are looking for, first the whole modeldeveloped in time domain and then
converted to s-domain.

Inverse
Laplace transform

L7HF ()] = f(¢)

t-domain s-domain

Figure 2.2 Inverse Laplace transform
2.1.1 Definition
Given the desired function of f(t) in time domaiis,Laplace equivalent is defined as (cf.
Churchill, 1958)

F) = LIFO] = [ etf(de

0

where L is Laplace operatois time variable from zero to infinitgis complex frequency,
f(t) is desired function in time domain and F(s) isvasted version of(t) in s-domain.



And s is the complex frequency which includes imagy and real parts is defined as
below:
S=0+jw,
where o, w are real numbers and i is imaginary unit defined a
j=+v-1.

There are other definitions of Laplace transfdgap1) is one side or unilateral Laplace
transform but the two side or bilateral transforimick is more close to Fourier transfer
is defined as (cf. Oppenheim et al., 1997).

F(s) = LIfF(O] = [, et f(e)de
This equation is used in mathematics and probghHiéory but in our study the main
variable of almost all inputs and outputs of aremery production system is time, and
since negative time does not have meaningful cdnoegperation research we use one-
side Laplace transform to covert system signalé iscinventory and production and
moreover differential equations of the system.

2.1.2 Properties of Laplace transform

A comprehensive Laplace transform table is propase&ppendix A, but here some of
its special specifications that facilitate its apgbility in different problems with different
conditions is explained. In this section we introglisome of its properties that could be
applied in the modelling of production and invegtsystem (cf: Dyke, 2014)

21.2.1 Linearity
If f(t) and g(t) are two functions that their Lap&atransforms exist, then their weighted
summation also have Laplace transform as below
Llaf(t) + bg(t)] = aL[f(©)] + bL[g(t)]
= aF(s) + bG(s),
where F(s) and G(s) are Laplace transforms o&f{t) g(t), and a and b are two arbitrary
constant numbers.

2.1.2.2 sshifting
The Laplace transform have two shifting properti€ge first shifting happens on
transformed side where F(s), the Laplace transfarft) shifts by a constant number as
below:

Lle”®f(®)] =F(s +a)
The effect of shifting in transformed side is a tiplying component i.ee™2t, on the t



side.

2.1.2.3 Timeshifting
The second shifting property is on the originaksighere the function in time domain
shifts by a constant numbér < a as below:
LIf(t — a)] = e F(s)

This property is significantly important for us eait could represents the substantial lead
time phenomena in production and inventory syst@arabbstrom & Tang, 2000). For
instance if production line have the lead time pf Then there would be a time delay
between placing an order and delivery of the fipedduct. In this case the transfer
function that connects order to delivery is:

Delivery(s) = e 20rder(s)
This equation shows a transfer function betweeivelsl and order of a production
system. It means that the delivery rate is a fonabf order rate but with a pure delay that
indicates the lead time of the production line.Wiélater comprehensively explain what
is transfer function and how it works in our modglin detail.

2.1.24 Integration
If L[f(t)]= F(s), then we will have:

L[, f(rdr] = =2,

where T is an artificial variable only for doing the intadjoperation. This property has
many applications in our modelling and everywhdrat twe have an integrational
phenomena. It could be used to figure out the fearfsinction of the operation in s-
domain. For instance inventory in all of its shapesuding finished goods or work in
process, have integral properties such that itractates over time and makes inventory
position. We will use the basic of this propertydifferent situations in the modelling of
our inventory production system in the next sedion

2.1.25 Differentiation
The Laplace of a differentiation function could lkerived through its Laplace
transformation as below:

LIf(®)] = sF(s) = £(0),
where F(s) is the transformed version &ft). This equation shows that the Laplace
transformation of differentiation of a functionn®t only a function of Laplace of the
original function but also to its initial conditien



The second differentiation of f(t) also coulddagculated by its Laplace transformation
as below:

LIf(®)] = s*F(s) = sf(0) - f(0)

2.1.2.6 Initial value
The Initial value theorem allows us to find theueabf desired signal at t=0 based on its
transformed version as below

lim f(t) = lim sF(s),
t—0 S—00

where F(s) is Laplace transform of f(t).

2.1.2.7 Final value

On the other hand the final value theorem is useghtilyze the function in the infinity
which is utilized for analysis of steady state mesge of the system when system becomes
stable as below

lim f(t) = limsF(s).
t—oo s-0

2.2 Convolution

The convolution of two functions is derived frontagral of reverse of one the functions
shifting over another function to produce a thitchdtion which is blending of two
original function. (Hirschman & Widder, 1955). Tlenvolution of two functions is
denoted by*g and calculated as below:

(f*g)®) = [ f(©g(t—1)dr,

or since either of two functions could be inveraed shifted we could write the integral
in another equivalent format as below

(f*g)@®) = [ g@f(t—1)dr.

The convolution integral which has a significarienm the control theory is also known
as Duhamel's integral or the Duhamel's Convolu®smciple in mathematics and
engineering (Shmaliy, 2007, p.154).

The convolution integral has some properties thratlct help us in the further
calculations and modelling. A set of convolutioloperties are as below (cf: Bracewell,
1965):

fxg=gx*f
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fr(@*h)=(f*g)xh
fx@+h)=(F*g)+(f*h)
a(f*g) = (af) g = f * (ag)
(fxg)=f+g=f=g,
where a is an arbitrary constant number fagdand h are integrable over time (Stein &
Weiss 1971).

The concept of convolution is fundamentally intpat in our modelling and analysis.
The reason is behind the input-output analysis tAedfact that finding output of the
system in the time domain is hard and we needrmetmes convert the problem to the
s-domain. But the output of the system will chafayedifferent input so we need to find
a general method to overcome this difficulty. Araheolution integral have the below
characteristics that facilitate this problem:

LIf () * g(©)] = F(s)G(s)

This property which is another significant undeartyiproperty of Laplace transform,
allow us to find the convolution of two signals jogt multiplying their corresponding
transformed versions in s-domain. In our transfencfion analysis there are many
situations that we have to find the convolution tafo signals, but since finding
convolution integral is a time consuming process smply replace it by the
multiplication of Laplace of input and transfer @tion of the corresponding block.
Indeed the concept of convolution integral is mosteful in finding transfer function of
each production-inventory phenomena and afterwaaklimg the block diagram of the
whole system. In the next step we explain the qoinaktransfer function in detail.

2.3 InverselLaplace

The inverse Laplace is used to convert back thetisal of a transformed version of a
system, to the initial time domain. And virtuallyaplace transform such as other
operations has inverse and Laplace transform isroeption (Dyke, 2014, p.3). The
inverse Laplace transform is expressed as below

f©) = LF$)]0®) = —

2mj Yc—ico

c+ioco

eStF(s)ds , O<t

wheref(t)=0 att<0, and integration is performed along the Is¥+jy in complex s-
plane, whilec is chosen so that=c lies on the right oF(s) poles (Enns, 2006, p.244).
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2.4 Transfer function

Laplace transform has many applications in theisglelectrical circuits or differential
equations, and could be applied for a variety obfgm from space control to economical
and managerial problems. Application of Laplacegfarm in transfer function analysis
via convolution integral are frequently used to lexp the input-output relationship in
components and whole systems.

2.4.1 Definition of Transfer function
A transfer function is defined as the ratio of laq@ transform of the output to Laplace
transform of Input with zero initial conditions (@@, 2004, p106). Assuming x(t) and
y(t) as input and output of a system, and X(s) ¥4(g] as their Laplace transformations
respectively as shown in the Figure 2.3, the temffnction of the system with zero
initial condition is calculated as below
) L(output)
Transfer function = G(s) = Lanput)

_Y®
X))

Having the transfer function we could easily ftheé output for any input of the system
where we have
Y(s) = X(s5) X G(5).
This is very important for us to model and obsehesbehavior of the system. Finding
transfer function of a system has many advantageowesign, control and optimization
of the system.

X(s) Y(s)
—) G(s) >

Figure 2.3 Transfer function of a system, its ingodl output

The transfer function shows inherent properties system or component and in case
of unknown transfer function, control engineers toy find it experimentally by
introducing a set of known inputs and observing ¢cbeesponding outputs. Once the
transfer function Figured out, it could be appliedany inputs (Ogata, 2004, p 107).

In this approach the objective of control engriregis to control the outputs subject to
specific inputs through controllers of the modelsttisfy predefined objective of the
system design (Golnaraghi & Kuo, 2010).

12



2.4.2 Order of transfer functions
The transfer function of a single input single autiinear time invariant system could
be generally written in the form of

G(s) = bpoS™0+:++bys+bg

sMt+ap_1s" 1+ +ags+ag

n < ny,

where a,_4,..,a9 and b, ,..,b, are real numbers, representing coefficients of
denominator and nominator, respectively. In thisegal equatiom is the order of
denominator and also the order of whole system,ands the order of nominator (Orlov

& Aguilar, 2014, p.5).

Since we use first and second order transfettimmenany times in our modelling, we
investigate the behavior of some examples of &iret second order systems subject to
some fundamental inputs including step, impulseprand sinusoid. But first we need
to find Laplace transform of each of these inputs.

2.4.3 Inputsof transfer function
The step input could represents turning on a sysbkmswitching on the key
instantaneously (Sundararajan, 2008, p33). Consglére step function

Au(t)z{ 0 t<Oo,
A 0<t,

whereA is a constant number and is shown in Figure 2.4.

Au(t) 4
A
0 t

Figure 2.4 Unit input
The parameteh could be shown as an exponential function withpibeer of zero
A= Ae®,
where a=0. So Laplace transform of a unit steptfands (Ogata, 2004, p16)

Lu(®)] = [ Aet dt = f

13



The ramp input could be shown as

r(t)z_[ 0 t<0,
At 0<t,

whereA is constant number (Ogata, 2004, p17) and is showigure 2.5.
ri) 4

At

v

Figure 2.5 Ramp input
And its Laplace transform is

Y —st gy _ A
Lir(®] = J, Ate™* dt = =
The impulse or Dirac delta function is anothepartant input that should be
analyzed. An impulse function is defined 8&) = tlm}) 8¢, () where
0—)
8¢, (D) = {A 0<t<ty,
0 otherwise,
The value of impulse function is infinite at tafid is zero at t<0 and O<t such that the

integral of the whole function over time is equalunit (Ogata, 2004, p22) as shown in
Figure 2.6.

A5(t) “——‘

A
A
— >
to
——— A 4 >
PN
to = 0 t

Figure 2.6 Impulse input
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Consideringu(t) as unit step function, Laplace transform of impulsnction would be

L[5, ®] = L[ u®] - L[ utc - )]

A A
LI
tosl  ltgs
— i(l — e_StO)
tes

And sincet, — 0, thus

L[8(D)] = gggnotj;sa — e~sto)

d[A(1-e~St0)]

. dt
= lim —2%—
d[tos]
to -0 _dto

So we observe that interestingly Laplace tramsfof impulse function is equal to unit
function (Ogata, 2004, p22).

Now that we found the Laplace transformationstep, ramp and impulse functions,
we could discover the response of selected trarfgfestions to these inputs in the
following section.

2.4.4 Integrator
Integrator is an important transfer function thetuamulate the signal values over time
and makes a new signal as output. The integrattefised as

Integrator = § ,

or if it is drawn in the block diagram format weviaFigure 2.7 that shows the input,
output and the transfer function of integrator.

Integrator

X(S) 1 Y(?)
s

—

»

Figure 2.7 Integrator transfer function
We apply different inputs to see what would be blehavior of integrator and how it
influence on its output.
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24.4.1 Step input

The second input that is necessary to analyzeeistép input to the integrator and is a
signal with a fixed value after a specified timef@e that specified time the value of
step input is zero. It means that the value ofitipeit suddenly changes from zero to a
constant quantity. So considering the step input as

x(t)z_{ 0 t<0,
A 0<t,

whereA is constant number, its transformed version is

X(s) =2

=

and we could calculate the output of the integrasobelow
A 1

Y(s) = X(s) x G(s) =sX-=5.

We could easily convert back the output from s-donb@time domain and thus the
output atO<t is
y(t) = At.
As an example foA=1 the output is
y() =t
By drawing the response of integrator to the stepii Figure 2.8 is created.

10 T T T T T T T T T

T
Step input
9r = = = |ntegrator output
Cd

T

Input and output
(8]
T
A%
]

-1 0 1 2 3 4 Time 5 6 7 8 9 10
Figure 2.8 Output of the integrator for step input
A step input is similar to a sudden changes efrtfarket demand not only from zero
to one but also from a constant number to highdower amounts. This phenomena
happens a lot in the real world when market denwdwraghges at once.
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24.4.2 Impulseinput
The impulse input is a signal with a sharp infiniterease and decrease of the value of
the function on a specific time. Before and aftettspecific time the value of impulse

input is zero. Considering the impulse input&s) = tlirr%) 8¢, (t) where
0—)

8¢, (D) = A 0<t<t,
{ 0 otherwise,
where A is constant number. So the transformed farimpulse function as below
X(s) = A.
The integrator output is calculated as below

Y(s) =X(s) X G(s) =Ax-=2

The output could be converted back to the time donbg using inverse Laplace
transform and therefore the outpuDat is

y(6) = A.
For A=1 the output is

y(® = 1.
And since the infinite input in practice does nxisewe draw the output for the increase
of 10 in the period of t=0.1 as shown in Figure Z8is is an estimation of impulse.

10 T T T T T T T T T
Impulse input
= = = |ntegrator output

T

Input and output
(8]

-1 0 1 2 3 4 5 6 7 8 9 10

Figure 2.9 Output of the integrator for impulseuhp
The impulse input is more similar to an odd dedhautside the predefined production
region which is not planned beforehand.
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24.4.3 Ramp input
The ramp input is another important input to theegnator and is representative of
constant increase of a signal with constant slGoasidering the ramp input with slope
of A atO<t we have

x(t) = At
whereA is constant number. Using Laplace transformatowmmuila it could be written in
s-domain as

X(s) =5

52’
So the output of integrator is

Y(s) =X(s)XG(s) =4 x2=2

sz s s3

Using inverse Laplace transform, output of integrabuld be converted back to the time
domain and therefore @kt we have

_ 4.2
y(®) =3t*
For A=1 the output is
t2
y(® = PE

This output could be drawn as a function of timeslaswn in Figure 2.10. It shows that
if the input of an integrator is ramp, its outputwid be parabolic and increase by more
speed compared with its input.

50 T T T T T T T T T
Ramp input
= = = |ntegrator output

45

T

Input and output

Time

Figure 2.10 Output of the integrator for ramp input
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2.4.5 First order transfer function
A first order transfer function is a fraction witime pole in its denominator which in the
form of block diagram could be illustrated as showfigure 2.11.

X(s) 1 Y(s)

P >
s+ 1

Figure 2.11 First order transfer function
2451 Stepinput
An step input of a system could be shown as
x(t) =A ,
where A is constant number fokt, and thus its output would be

Y(S)=X(s)xc(s):§x 1L __4

Ts+1  s(ts+1)

We could derive its output in s-domain by partrakctions where we have

At
Ts+1

Y@):f—

And the inverse Laplace transform of the outputhia time domain fofO<t could be
readily calculated as below

t
y(t)=A—Ae = ,

and if we draw it foA=1 and T = 2 we will have Figure 2.12, the output of a firstler
system to step input

2 T T T T T T T T T T
Step input
1.8F = = = First order output H
1.6 b
1.4 b
812 :
>
o
e 1+ —_—_———m— — —————m—————— =
&« | e mmm
H -mmT
2 0.8 e b
-
-
0.6 P B
e
.
0.4} R -
’
02f JRe .
’
0 Vi | | | | | | | | |
-1 0 1 2 3 4 5 6 7 8 9 10
Time

Figure 2.12 Output of the first order function &ep input
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2.4.5.2 Impulseinput
Considering an impulse input to the first ordemsdat the function of input at time

domain is§(t) = tlin% 8¢, (t) where
0—)

8¢, (D) = A 0<t<t,
{ 0 otherwise,
whereA is constant number. So the transformed form olilsgfunction is
X(s) = A.
So the first order output to the impulse input is

1 A
Ts+1  Ts+1

Y(s) =X(s)xXG(s) =A%

The inverse Laplace transform of this the outpuinre domain foO<t is
1, _t
y(t) =-Ae =,
Assuming the output foh=1 and 7 = 2 we have
1 _t
y() =ze 2 .

Drawing this output as a function of time we havguFe 2.13.

2 T T T T T T T I I
Impulse input
1.8+ = = = First order output

T

161 b

14F b

12t — : .

Input and output
i
T
]

0.6 b

0.4 ~ B
~
~
\\
0.2 H ~sg B
I I I __1----1—-—-4‘——_1_ L o

Figure 2.13 Output of the first order function fiorpulse input
The output of the first order system to an imputgeit shows the damping effect of first
order element where the amplitude of the outpubdigtarts fromd/7 = 1/2, and
attenuate to zero at infinite by an exponentiakspe
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2.4.5.3 Ramp input
The ramp input to the first order function coulddb@wn as a line with slope Affor O<t
as below
x(t) = At
where A is constant number. And thus its Laplaaegform in s-domain would be

X(s) =<,

N

And therefore we could find the output as

Y(S)=X(s)xc(s)::;zx 1 __ A

Ts+1  s2(Ts+1)

The output in time domain is calculated througldliig partial fractions

Y(s)=A(G -2+ )

Ts+1

And using inverse Laplace transformation we coudd foutput of the system in time
domain forO<t

t
yt)=A(t—t+71e 7) ,
and forA=1 and t = 2 the output is
t
yt)=(t—2+2e2) ,

and if we draw it as a function of time we will leakigure 2.14. We observe that the first
order system makes a steady state error equal$02 in response to the ramp input.

10 T T T T T T T T T
Ramp input
9r = = = First order response [

Input and output

Time

Figure 2.14 Output of the first order function famp input
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2.4.6 Second order transfer function
The second order transfer function has two poles tire other word two zeros in its
denominator which in the form of block diagramh®wn in Figure 2.15.

X(s) Y(S)

L

wn
s?2 + 28wys + wi

\ 4

Figure 2.15 Second order transfer function
where w,, is natural frequency and damping ratio. The location of denominator’s
zeros have a fundamental impact on the behavighefsystem. The zeros could be
derived bys? + 2éw, s + w2 = 0 , and therefore we could find zeros as below

S12 = —§wp L wp/§2 -1 .

The value of¢ is important factor influencing on the shape djpotiand if ¢ = 0

S1,2 = Tjwy.
fo<é<1
S12 = —Swy ijwn\/ 1- 52-
If &=1
51‘2 = _(Un.
If 1<¢

S12 = —$wn T Wy §2—1.

So we observe that by changiggfrom zero to infinite the location of zeros chasiga
the complex plane as shown in Figure 2.16. Andélsponse of the system changes by

¢.

vQ

Figure 2.16 pole movement
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24.6.1 Step input
The step input of the second order system altetsdoyalue of damping ratio i.e., because
it determines partial fractions and therefore thgot of the system changes. Here we
skip detail calculations and thus the outputs fffecknt ¢ values are as follow. So If
E=0

y(t) =1 — coswyt,
andif 0 <¢é<1

e—Swnt

y(t)=1- ﬁsin((um/l — &2t +cos7é)

andif { =1
y(t) =1—e (1 + w,t) ,
andif 1 <¢
_ _ W e—slt _ e—szt
yO =1-2Z=(—-57)

where s; and s, are two zeros of denominator. We could draw tlesputs as function
of time in Figures 2.17-20.

Figure 2.14 is forf = 0 and w,=1 and shows the response of the system is sinusoid
without any damping. Figure 2.18 is fér= 0.1 and w,=1 and shows a sinusoid output
which is damping over the time. Figure 2.19 is 0= 1 and w,=1 which is an
exponentially increasing signal excluding any smdssignal. Figure 2.20 is fof = 3
and w, =1 which is another exponentially increasing sighalving less damping
compared with thel = 1.

2 T T PRI T T T I I Z
¢ A Step input
, A 9
1.8+ i \ = = = Second order response H
7 AN 4
1.6 1 \ ’ i
’ ’ !
7 \ q
14 ; \ ¥ 7
= 7 \ I
2 12| 1 ' ! 7
3 ¥} \ 4
k] 1 L ) L
8 ‘ \ I}
i : ' '
2 0.8 R \ 7 B
’ \ 7
0.6 ’ ' ’ 7
7 \ !
B ’ \ ’ |
0.4 , \ 7
’ A} 4
0.2k pe N ’ b
’ \ ’
0 s | | | | | ﬁ -’ | | |
0 1 2 3 4 5 6 7 8 9 10

Time

Figure 2.17 Output of the second order functionstep input withé = 0
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2 I
Step input
1.8+ = = = Second order response H

1.6 ’ N b

1.4 ¢ AY -~y

Input and output
i
-
o

0.8 ! \ ’ -
0.6 ; < 7 g

0.4 ’ b

Time

Figure 2.18 Output of the second order functiorstep input withé = 0.1

2 I
Step input
1.8+ = = = Second order response H

1.6 b

1.4 b

-

08 e |

Input and output
i

0.6 ’ b

0 Ld | | | | | | | | |
0 1 2 3 4 5 6 7 8 9 10
Time

Figure 2.19 Output of the second order functiorstep input withé = 1

24



2 T T T T T T T T T
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Figure 2.20 Output of the second order functiorstep input withé = 3

2.4.6.2 Impulseinput

The impulse input of the second order system s alisinction of damping ratio i.e., due
to partial fractions. Changing partial fractionsanges the output of the system in s-
domain and as a result influence on the responstheofsystem in time domain.
Calculating the response of the system for diffexetues ofé we could derive output
of the system in time domain. =0

y(t) = wysinw,y/1 — &2t

andif0<é<1

y(t) = \/f__’gze‘f“’ntsinwmll &t

andif £ =1
y(t) = wite nt |

Drawing all of these equations as function oftwe could derive the output of second
order system as follow.
Figure 2.21 is foré = 0 and w,=1 and shows the output of system to the impulse
function which is sinusoid signal without any dangpiFigure 2.22 is fo€ = 0.1 and
w,=1 and shows a sinusoid response which is dampieg time and its amplitude
reduces to zero. Figure 2.23 is fér=1 and w,=1 which is an exponential signal
multiplying a ramp and has no sinusoid componeigure 2.24 is foré = 3 and w,=1
which is another exponential signal but its ampligtus less tharf = 1 resulting more
damping.
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Figure 2.23 Output of the second order functiondgoulse input with =1
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Figure 2.24 Output of the second order functiondgoulse input with = 3
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2.4.6.3 Ramp input

The last input to the second order transfer functieat we are going to analyze is the
ramp input which is again a function of dampingaae. ¢ . Having different damping
ratio influence on the output of the system in biotie and s-domains. The response of
the system for ramp input and for different valaEdamping ratio is calculated as below.
If £€=0

y(t)=t+ wisin(wnt + @),
andif 0 <¢&<1

2 1 - .
y@) =t _2y P = Sontsin(wpy/1 — E2t + @),

wWn

andif { =1
y(t)=t-— :)_g — wie_“’ntsin(wT"t +1).

These outputs could be drawn as a function of tinobserve behavior of the system
to ramp inputs in Figures 2.25-28.

Figure 2.25 is forf = 0 and w,=1 and shows the sinusoidal behavior of the output
oscillating around a ramp signal without any dargpiigure 2.26 is fo€ = 0.1 and
w,=1 and shows a damping sinusoid output around sagmal. Figure 2.27 is fo€ = 1
and w,=1 which is a ramp signal without sinusoid compdrn®at finally produce a
constant steady state error in the output. Figue8 & for ¢ = 3 and w,=1 which is
another ramp signal causing more steady state iam@asing over time.
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Figure 2.25 Output of the second order functionréonp input withé = 0
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Figure 2.27 Output of the second order functionréonp input withé = 1
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Figure 2.28 Output of the second order functionréonp input withé = 3
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2.5 Block diagram

If the system is consist of only one componentdhalysis is easy but if the system
includes different component with different intetationships we need to draw block
diagram that shows the whole system with all otrehships among components. So
that we could derive whole transfer function of 8ystem for any desired outputs in
response to any input. And therefore we could madstt of simultaneous differential

equations representing a system. In this approdk bliagram includes unidirectional,

operational blocks representing transfer functmfiithe components of the system. (Dorf
& Bishop, 2010, p.80).

2.5.1 Block diagram reduction

A practical system may include many differentiali@ipns resulting in a complicated
block diagram. And since analyzing such sophistiddtiock diagram might be complex,
thus we need to reduce the block diagram to siropidiguration. We could reduce a
block diagram to a simpler version by a set ofgue shown in Figure 2.29. (cf. Dorf &
Bishop, 2010 and Ogata, 2004)

The first rule in Figure 2.29 shows multiplyinga serial blocks and creating a single
block which is multiplication of two transfer fumehs of two blocks, such that the input
of whole system would be the input of first blogidahe output of whole system would
be the output of second block. The second rulegsrg 2.29 represents the existence of
feedforward in block diagrams. A feedforward takes information from an upstream
point of the system and feeding it forward in anp@t downstream. If the position of
branches are as shown in the second raw of thed-then they will be combined to a
single block. The third rule of Figure 2.29 is abadeedback path. A feedback path takes
the information of the system at a downstream paiat feed it back somewhere on the
upstream of the block diagram. A system with a bee#t path same as shown in the
Figure 2.29 could be simply reduced to a singlekldhe forth rule of Figure 2.29 is
about moving a summing point a head of a blockrdiag But the difference is that the
inverse of the block diagram of the first branchi Wwé add to the second branch of the
system. So that the input of second branch wiliogtiplied to the inverse of the block
diagram of the first branch. The fifth rule of Frgi2.29 is opposite of the forth rule where
the summing point moves behind the desired blodie &ffect of this movement is
addition of the desired block diagram to both @& branches that enter to the summing
point, so that the two inputs will be multipliedttee desired block diagram and then enter
to the summing point.
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Rule Transformation Original Equivalent
No. block diagram block diagram

1 Combining

. X Y, Y. X Y.
serial blocks =6, b=, > —| 66, =

2 Removing the ¥
feedforward - G,
path ‘
G,
X

3  Removing the
1

Y;

+
feedback path = G I

eedback pat —_—] "
P ! 1¥ G,6,
+ ‘
G,

Y;

+

4  Moving a X,
summing point =1 G;
a head of block

+

X,
5 Moving a X, + Y, X, Y,
summing point G, = —| G,
behind of block + +
X2 X2
Gy

Figure 2.29 Block diagram reduction
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2.5.2 Open and closed loop systems

Block diagrams could be designed for the desiregkta of the problem. There are two
important types of block diagram: Open and clossapldiagrams. In the open loop

diagram the control system do not take into accoutyput of the system in the control

policy (Golnaraghi & Kuo, 2010, p.7). The open lonpans that the system output is not
fed back to the upstream of the block diagram todmepared with the reference as shown
in Figure 2.30 (Dorf & Bishop, 2010, p.2).

Desired
output Output
—p1 Controller »| Actuator Pl  Process [

Figure 2.30 Open loop system
On the other hand, a closed loop control systensiders its output in the control
policy and therefore the error between the actodldesired output will be reduced. A
schematic representation of a simple closed lospesy with only one feedback loop is
shown in Figure 2.31.

Desired
output Error 0
utput
> Controller »] Actuator »l Process D >
Sensor |e

Figure 2.31 Closed loop system

Comparing them we observe that in a closed lgsfem instead of desired output, the
amount of error of desired output and actual ouiptite input of controller and indeed
the error is reduced in this system.

The feedback in a control system has a stabjjieate. The stability is a property of
the system and shows how well a system could foitewnput and a feedback loop can
improve the stability but sometimes it is harmful & stable system (Golnaraghi & Kuo,
2010, p.7).

The open loop control system is missing part dbrimation which is useful for
accurate tracking of the input. A feedback loopldamprove the performance of the
system by using output information in the decisimaking process.
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There is a general categorization of open logiesy with and without taking into

account the disturbances as shown in Figure 2.82&88, and closed loop systems as
shown in Figure 2.34 and 2.35 (cf. Bubnicki, 2005)

Desired l Disturbanc

output
—p]  Controller

Actuator

\ 4

\ 4

Process

Output
—

Figure 2.32 Open loop system without taking intocamt disturbances

Disturbance
Desired

outpu
—)1  Controller

\ 4

Output
Actuator [ Process [r——mmp

Figure 2.33 Open loop system with taking into actalisturbances

Desired l Disturbanc
outpu Outpu
Controller > Actuator [ Process >
+

Sensor

A

Figure 2.34 Closed loop system without taking itoount disturbances

. ] Disturbance
Desired 1 l
outpu Output
Controller > Actuator > Process >
+
Sensor <

Figure 2.35 Closed loop system with taking intocatt disturbances
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2.6 Frequency response
As mentioned before models might have differenesypf inputs which trigger systems
and force them to produce the outputs. Among theomssidal function is an important
input in the design and analysis of the systemsqui@ncy response is one of the most
suitable ways to discover the response of a systiémany order to a sinusoidal input.

For instance electric demand follows an approxitgame curve. Figure 2.36 shows
the demand of Tokyo bay area in summer peaks (Tépstrated, 2013). This sinusoid
demand result in sinusoid pattern of LNG or othueid in power plants.
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Figure 2.36 Pattern of daily electricity usage Tolkyea
(Source Tepco illustrated, 2013)



Given the transfer function of a system@&) the functionG(jw) is a complex
function of frequencyw and can be shown as
G(jw) = [G(jw)|z6(w) |
where |G(jw)| and 4G (jw) denote the amplitude and phaseifjw) (Golnaraghi
& Kuo, 2010, p26). This function shows the ampléwahd phase of the response of the
system at steady state condition and is used tgedBode diagram of the system. The
Bode diagram is the amplitude ratio and phase ehifte system compared with input
for all frequencies from zero to infinity. Usingetfrequency response approach, transfer
function of the system is described in the freqyedmmain with real
Gr(w) = Re[G(w)],
and imaginary parts
Gy (w) = Im[G(w)],
where we have

|G(w)| = \/GR((D)Z + G (w)?,
and

-1 Gi(w)
Gr(w)'

4G(jw) = tan

such that the amplitude and phase of the respanskerived through the real and
imaginary parts of theG(jw) directly (Dorf & Bishop, 2010, p.557). Drawing the
amplitude ratio and phase shift of the system coetpavith input, we could find
frequency response of the system which is calledeRbbagram as mentioned-above. And
since amplitude ratio and phase shift are bothtfans of frequency , we could find
the frequency response by drawing them as a funaifow. The frequency response
methodology is an appropriate technique that esaksedo derive the performance of the
system and its stability from above mentioned pbtie same time. We could find output
of the system for different test inputs with diffat frequencies, therefore in this
methodology we could use measured data ratherahaansfer function. Furthermore
any system with any order could be analyzed anidhigeed by this method which can be
done with transfer function analysis. Since we fueguency response in our study, we
calculate Bode diagram of basic transfer functiorntse following step.

The bode diagram i20 log,,|G(jw)| and £G(jw), but we do not consider the log
operator and only drayG (jw)| in this research.
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2.6.1 Gain

Constant numbers are gains of the blocks or proofugtins of multiple blocks. Since
gains always appear in transfer functions and spmeding block diagrams we need to
know what is the effect of a gain on the frequeresponse of the system. Assuming a
gain with transfer function of

G(s) = 2,
we puts = jo In equation, thus

G(jw) = 2.
The real part of the function is

Gr(w) =2,
and the imaginary part is

G (w) = 0.
So we have

1G(jw)| = V22 + 02 = 2,

and

4G(jw) = tan™?

N o

=0,

where amplitude ratio is 2 and phase shift is zigree. We derive different result for
negative gains, for instance

G(s) = =5,
substituting s = jw, we have
G(jw) = —5.
The real part of the function is
Gr(w) = =5,
and the imaginary part is
G (w) = 0.
So we have
GGl = (-5 + 07 =5,
and

46 (jo) = tan™} (=) = 180.

Drawing bode diagram o6(s) = 2 and G(s) = —5 for different frequencies we
derive Figure 2.37 and 2.38. Figure 2.37 showspbasitive constant gain has same effect
on the amplitude for frequencies without making ahgse shift. But negative constant
gain, although has same effect on the amplitudelfdrequencies but decrease phase of
the output by 180 degrees as shown in Figure 2.38.
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2.6.2 Integrator and derivative

As mentioned before integrator and derivative am@ fundamental components of real
phenomena which appear in differential equationthefsystem. In this section we will

analyze the effect of each of them on the shapguémecy response of the system
separately. Assuming the transfer function of dgron as

G(s) =s,
substitutings = jw, we have
G(jw) = jo.
The real part of the function is
Gr(w) =0,
and its imaginary part is
G (w) = w.

Thus we have
|G(w)| =V0?% + w? = w,

and
46G(jw) = tan‘l(%) = 90°.
So amplitude ratio isv and phase shift is 90 degrees. The result of riategs

frequency response is different. Assuming a sinygrator as

G(s)=~,

N

We puts = jw, thus
1
G(s) = o

The nominator is only real number but the real pathe denominator is
Denominator Gg(w) = 0,
and its imaginary part is

Denominator G;(w) = w.

So we have
. 1 1
6ol = s = &
and

4G(jo) = 0 —tan™*(3) = —90°.

Drawing bode diagrams of(s) =s and G(s) = 1/s we derive Figure 2.39 and
2.40, where the amplitude ratio of integrator iase but for derivative decrease.
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2.6.3 Doubleintegrator and derivative
We discussed the effect of single integrator andlsiderivative in the previous section
and here we aim to analyze the effect of doublegirdtor and derivative. Although two
integrator and derivative may not appear in thenpheena serially but they may appear
after reducing the block diagram. Assuming thedfanfunction of two derivation as
G(s) = s?,

substitutings = jw, we have

G(w) = (jw)? = —w?.
The real part of the function is

Gr(w) = —w?,
and its imaginary part is
G;(w) = 0.
So we have
1G(jw)| = Vot + 02 = »?,
and

4G (jw) = tan™H(—) = 180°,

so amplitude ratio isv? and phase shift is 180 degrees. Assuming dout#grator as

1
G(s) ==,
we puts = jw, thus
. 1 1
Gw) = (w2  —w?
where its real part is
1
Gr(w) =— ,
and its imaginary part is
and we have
. 1
GGw) == ,
and thus

46(jow) = —tan"}(—) = —180°.

Drawing bode diagrams we derive Figure 2.41 aAd,2vhere the slope of amplitude
ratio of double integrator and derivative is shatpan single one.
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2.6.4 Zero and pole
Single zeros and poles exist in many inventory-poation phenomena such as demand
forecasting and production lead time. For instaamd¢eansfer function that only has one
zero at its nominator is
G(s) =2s+1,

substituting s = jw, we have

G(jw) = 2jw + 1.
The real part of the function is

Gr(w) =1,
and its imaginary part is
G (w) =2w.
So we have
IGGw)| =y (Q2w)2+12 =/ 2w)2 +1 ,
and

46G(jw) = tan_lsz =tan 12w ,

so amplitude ratio and phase shift is both funatioh frequency. On the other hand
assuming a pole we have

1
G(s) =5

substitutings = jw we have

1
2jw+1

G(s) =

where its nominator is real but its denominator est part of

GR((D) =1 ’
and its imaginary part is
G (w) = 2w,
and we have
. 1 1
GG = Jeo)Z+1Z2  J2w)Z+1
and

2w
4G(jw) = — tan_l(T) =—tan 12w

Drawing both bode diagrams we derive Figure 248 2.44, where they represents
amplitude ratio and phase shift of single zeroease but for single pole decrease by
increasing frequency.
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2.6.5 Second order transfer function

We analyzed the step, impulse and ramp responsecoind order system and here we
aim to figure out its frequency response whichls® alepend on the location of poles of
the system. Assuming a second order system as

1
s2+28wps+twn? '

G(s) =

where w,, is natural frequency ané is damping ratio of the system. The valueéof
effects on the shape of frequency response ofybiers. In this section we separately
calculate frequency response of the system foemifft values of.

2651 §=0
If damping ratio is zero for instance we have
1
G(S) T s249 !

and we have

. 1

G(w)| = 7= ,

and

4G(jw) = 0° 0r — 180°.
Drawing its Bode diagrams we derive Figure 2MBGere there is a sharp infinite
increase and decrease at amplitude ratio and gh#seespectively.
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2652 0<é<1

If damping ratio becomes between zero and one, therdenominator will has two
complex zeros. For instance assuming damping @fti® < ¢ <1 in the transfer
function of a system we have

G(s) = 50— ,

$2+2s+2

and by substitutings = jw, we have

1
(Jw)2+2jw+2

G(s) =

where its nominator is real number but its denomoinhas two zeros and each of them
has real and complex parts. Thus we have

1G(w)| = - - ,

Vw+1)2+12/(w-1)2+12 - V@+1)2+1/(w-1)2+1

and
4G(jw) = — tan‘le+1 — tan‘le_1 =—tan Y (w+ 1) —tan Y (w—-1) ,

By drawing the Bode diagram of the system wewvaeFigure 2.46, which shows that
amplitude ratio of second order systendik ¢ < 1 is decreasing from 0.5 to zero when
frequency increase from zero to infinite. The phetsét also decrease to -180 degrees as
frequency increase. Figure 2.46 is indeed a smdotlision of Figure 2.45 where in the
latter case both amplitude ratio and phase shiftoshty decrease.
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2653 &=1

In case of damping ratio of unit, the system hasbtiozeroes therefore the denominator
will has two complex zeros. This is so called catiy damped case in the control theory.
For instance assuming damping ratiofof 1 the system has two poles and thus we
have

1

G(s) = Gi?
which by substitutings = jw, we have
1
G(s) = (w+2)2 '

where the nominator of the function is a real nunih# its denominator has two equal
complex zeros. So we have

. 1 1
GG = VoZraVoZ+d  w2+4
and
4G(jw) = —tan‘lg— tan‘lg =2 tan‘lg ,

We draw Bode diagram of the system as shown gurEi 2.47, representing the
amplitude ratio and phase shift of critically damsystem. Both amplitude ratio and
phase shift become smoother compared with the quevcase where we had under
damped conditions and damping ratio was less than o
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2654 1<¢§

Having damping ratio of more than one, we are fagiith an over damped condition. In
this case the second order system have two rezd.Zeor instance if the denominator has
two zeros at -2 and -3 so the transfer function is

1 1
G(s) = s24+55+6  (s+2)(s+3) '
which by substitutings = jw, we have
1
G(s) = (Jw+2)(jw+3)

where at its nominator the function has real nunflieiits denominator has two real
poles. Thus we have

1G(jw)| = - - ,

VoZ+22V02+32 ~ VoZ+4VwZ+9

and

Drawing Bode diagram of the system we could defigquency response as shown in
Figure 2.48, where the amplitude ratio and phasi¢ shan over damped system is
represented. We observe that both amplitude ratth ghase shift become smoother
compared with previous cases of critically and urt#enped conditions.
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3 Literaturereview

A supply chain is a network of companies involvédipstream and downstream of a
chain involving at different activities and process$o deliver product to the hand of end
customer (Christopher, 1992). The supply chain dakéo account all processes of
production and processing from raw material towdel of final product (New & Payne,
1995) as shown in Figure 3.1 where the value clcaimments with raw material
extraction from the mineral resources and passufirgproduction, wholesaler, retailer
and arrives at the ultimate users point, plus &uyaling or reuse processes of the final
product which is supplement of the open loop suppbin and upgrades it to the perfect
close loop supply chain (Tan, 2001).

Physical Distribution &

> Warehousing
f
Miners/ I
The > Raw 3 Raw Material Component Final Product L l )I . N Final
Earth Material Manufacturers Manufacturers > Manufacturers | Wholesalers i C

Extractors
Recycling '

Figure 3.1 Supply chain activities
Source: Tan (2001)

Beamon (1998) defines a supply chain as an integjatocess wherein raw materials
are extracted and converted into final productd,@glivered to customers. He classifies
supply chain integrated processes into two bapiesyproduction planning and inventory
control, and distribution and logistics as showrrigure 3.2, illustrating transformation
and movement of the raw material from upstream tdviaal product at downstream.

The upstream processes are production planningirarehtory control including
manufacturing and holding of sub processes. Theseepses is about design,
management and control of a production planningedaling and acquisition system for
all materials including raw material, work in prgses and finished goods. On the other
hand the downstream processes are distributiotoggtics process and concentrate on
the transportation of the final products to theaitet or sometimes to the wholesaler.
These processes encompasses design, managemesandmodi of logistic activities at
downstream of the supply chain until delivery ofdl product to the end user.
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Manufacturing Storage Transport |/~ .
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Production Planning Distribution and Logistics

and Inventory Control
Figure 3.2 Supply chain processes
Source: Beamon (1995)

Individual companies can no longer survive soéeld the competition in not between
companies but among supply chains (Christopher2)1®etter collaboration between
supply chains will improve delivery service deceesstal cost of the system. A suitable
collaboration may occur in an integrated supplyirtim@twork structure. The partnership
among supply chain members is important in theabolfation performance. It is
sometimes hard to define supply chain members wtiezesuppliers and real end
consumer exist as shown in Figure 3.3. The staiteard of a supply chain could be
defined as the points that value adding process atal end (Min & Zhou, 2002).
Furthermore a supply chain has two structural dsiwers which are important to
understand before analyzing any supply chain. thMeedimensions are horizontal and
vertical dimensions referring to the number ofgiand supplier of the chain which in
turn determines the length and boundaries of thplgichain (Lambert & Cooper, 2000).

Beside the structural dimensions of a supplyrchiaat indicate its boundaries, there
are different flows up to down and vice versa. Tierial flow is one of them that is
almost up to down. Recycling or reuse path is othaterial flow but down to up. The
material flow include acquisition of raw materialsd part which then will be processed
and added values until the end consumer (Coopat.,et997). The other flow which
should not be neglected is the information flow endown to up flow from customer to
the retailer. The retailer in tune makes an or@sed on the consumers’ need and send it
up to the warehouse or distributer. And distribgfathers all retailers’ orders, sum it up,
then place an order based on its current stockoeues demand and forecasting method.
Now the order is on the production point where nfacturer should produce the final
product needed to satisfy the down stream’s demimfbllow demand the manufacturer
have to supply raw material to build and assenti#entand deliver it to the downstream.
So in order to complete the whole chain, anothéeois necessary from manufacturer to
the suppliers (Min & Zhou 2002) as shown in FigBré.
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Figure 3.3 Structural dimensions of the supply ghai
Source: Lambert & Cooper (2000)

-3 flow of information

Third Party Logistics Providers » flow of goods
Suppliers Distributo:s > Retailers > Customers
| 0 0 i)
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Material Management Physical Distribution

Figure 3.4 Material and information flows
Source: Min & Zhou (2002)
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If we consider material and information flows ohgoeanies in the context of different
streams that flows inside the supply chains we etiBerve an interdependence between
different supply chains that are sharing companigsrconnected supply chains appear
in the context of other supply chains. For exantiefocal company, F, is the producer
of the heavy components focusing on machining itrgluss illustrated in Figure 3.5,
where the whole chain produces five different patga-e. The five products a, b, c, d
and e are different but produced by supply chdiasibh some point share their capacities
among themselves. The company F produces threegirtitht are used to produce four
products (Dubois et al., 2004).

Firm @ End product I:I Resource

——> Activity <____> Relationship

Figure 3.5 Supply chain interdependences
Source: Dubois et al. (1995)

Although Beamon (1998) proposes two supply chaindet® consisting of
deterministic and stochastic models, Min & ZhouQ2pin a comprehensive literature
review about supply chain modelling discover foiffiedent types of supply chain models
including deterministic, stochastic, hybrid and diiven models. They divide
deterministic models to single and multiple objeesi, stochastic models to optimal
control theory and dynamic programing, hybrid med& inventory theoretic and
simulation, and IT-driven models to WMS (Wareholdanagement System), ERP
(Enterprise resource planning) and GIS (geograpliicmation system) as illustrated in
Figure 3.6.
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Supply Chain Modeling

[
v v v v

Deterministic Stochastic Hybnd IT-driven
Models Models Models Models
Single Multiple | |Optimal Control Dynamic Inventory . . WM
Objective Objective Theory Programming| | Theoretic Simulstion S ERP GIS

Figure 3.6 Supply chain Models
Source: Min & Zhou (2002)

And since supply chains have always cross funatiproperties, Min & Zhou (2002)
define integrated supply chain modeling only ifyithake into account different functions
of the supply chain together. They categorize irategl supply chain modelling into five
categories consisting of supply selection/inventargntrol, production/inventory,
location/inventory control, location/routing, inweny control/transportation as shown in
Figure 3.7.

Integrate d Supply Chain Modeling

v v ~ v v
Supplier Selection/ Production/ Location/ Location/ Inventory Control/
Inventory Control Inventory Inventory Control Routing Transportation

Figure 3.7 Supply chain Modelling
Source: Min & Zhou (2002)

On the other hand supply chain is a phenomenahmie could write its differential
equations in time domain. And similar to other pbgkand natural phenomena we could
convert supply chain differential equations toskslomain using Laplace transformation.
Therefore we could deal with a supply chain probleth in time and s-domain. In this
study we aim to model a typical supply chain inosadin and then measure its
performance and analyze its behavior for diffedgterministic demand fluctuations. In
the previous sections, we explained how a Laplaaestorm works on differential
equations transfer function and complicated blo@gihms. We started from simple
equations and single transfer functions toward ncoraplicated block diagrams. In the
following section we analyze different proposed toolntheoretic supply chain models
relating to our study. Based on this argument tudhsfits to the category of deterministic
models with multiple objectives in Figure 3.6 and modelling approach falls into the
production/inventory or inventory control/transg@ion approaches in Figure 3.7.
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3.1 IOBPCSfamily

A supply chain facing with the demand of its dowaatn could be molded with control
theory. We use control theoretic approach on suplpiyn to analyze performance of the
system. Control theory was first applied to producand inventory control problems by
Simon (1952) on continuous systems and then extetaldiscrete systems by Vassian
(1954). Towill's (1982) paper was a revolution imst field where he proposed an
Inventory Order Based Production Control SystemBf@S) in which a production
process has lead time . The system is controlled by two control paranstee. T,
which represents demand averaging, dhdwhich represents the gap filling process
between on hand inventory level and target inveriwrel.

A simplified version of IOBPCS is IBPCS propodsdEdghill & Towill (1990) where
the control policy operates without demand forengspath (Zhou et al., 2006). The
system without inventory control pass is called @BRvhere the order is only based on
demand information. A few years later Edghill & Tidw1990) extended IOBPCS into
Variable I0BPCS (VIOBPCS) by setting variable targeventory level instead of
constant target inventory level. The simplified sten of VIOBPCS without directly
considering demand information in the order isezhN/IBPCS. John et al. (1994) and
Diesny et al. (2000) extended the IOBPCS into APRQB by considering work-in-
process inventory. And subsequently it is extenttedAPVIOBPCS by considering
variable target inventory instead of constant tangeentory. Although there are other
versions of IOBPCS (Figure 3.8) but here we detraasfer functions of production,
finished goods inventory, work in process inventonyy for IOBPCS, IBPCS, OBPCS,
VIOBPCS, VIBPCS and APIOBPCS. And then we analygsponse of the system to
step, impulse and sinusoidal demand subject tetamgentory ofTINV=0 andTINV=5.

§ ospcs
S I0BPCS BRES
APIOBPCS VIOB PCS
APVIOBPCS

&)
<,

(e}

%

A

70 a&i\
ction , distriputiot

Figure 3.8 The IOBPCS family, Source: Lalwani et(2006).
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3.2 I10BPCS

Modelling of a supply chain should take into acdodemand and stock levels in the
ordering policy in an integrated manner. IOBPCSppse®d by Towill (1982) has such
capability where a smoothed version of demand plusaction of inventory errors
construct the order levels to the production liseshown in Figure 3.9. Demand is the
input of the system triggering all of the systermponents including production unit and
inventory holding sections. A smoothed version eidnd with time constant df, is
utilized in the ordering process to filter out derdauncertain or random fluctuations.
Another part of ordering policy is error of finishggoods which is derived through
subtracting target inventory and then multipliedineentory recovery gain of/T;.
Higher T,, T, and T; result slower production, demand updating and nbtwgy
recovery.

Demand
Smoothed Demand 1 .
14T, |
TINV+,~EINV| 1 +T X Order 1 Production + /& 1 |Finished goods
{ T, | 17,5 O~ 5 >

v

1 | WIP
s

Figure 3.9 Block diagram of IOBPCS. Source: To\{i®82)

There are three important outputs which we aerésted in, consisting of production,
finished goods and work in process inventories aedlabel them a®, | and WIP
respectively. Inventory signal could be negative dw backlog orders and unsatisfied
demand. AssumingINV=0 and using block diagram reduction techniques,sfean
functions ofP, I, WIP compared with Demand®}, are

P _ 1+(T;+Ty)s
D (1+T,s)(1+T;S+T;Tps?) Eq (1),
I _ =Ti((Tg+Tp)s+TaTps?)
D (1+T,s)(1+T;S+T;Tps?) Eq (2),
WIP _ Tp(1+(Ti+Ty)s)

D (14TgS)(1+T;s+T;Tps?) Eq (3).

If T, =4,T; =4,T, = 8, the poles are derived frorfl + 8s)(1 + 4s + 16s5%) = 0,
causing resonance aroumnal, = 0.25, but due to damping of = 0.5 the resonance will
not be exactly at 0.25 and the amplitude of ougglitnot be infinite at resonance point.
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We assumed TINV=0 due to simplicity of the calcaatand we could derive the effect
of non-zero target inventories separately and eidlhe demand response easily by using
superposition principle. Work in process invent@yhe difference between order and
production and although is not shown in the blo@ghm of Figure 3.9 but we could
derive it by

__ (Order—production) _ (0-P)

WIP )
S S
and since order is equal to
0=-3,
1+Tps

Thus the WIP is

_1
wip =2/ — T p,
S p

That is why Eq(3) is Eq(1) multiplied,. Comparing Eq (1) and Eq (3) we observe
that transfer function of WIP signal, is equal tansfer function of production signal
multiplied lead timeT,), or in the other word/IP = T,P.. This is a significant result
that we derived from analytical calculation andlddue validated by theory and practice.
More than fifty years ago Little (1961) introducadjueuing formulal( = AW), which
then become widely known as Little’s law. The laavé proved and used more than a
half a century in a wide range of operation manaageratudies to solve both theoretical
and practical problems (Little, 2011). In this simput fundamental formull is the
average number of items in the syst&khs the average waiting time of an item and
throughput of the system (Little & Graves, 2008n the other hand IOBPCSVIP is
unfinished goods under process in the syst&mnjs the time that it takes to process and
change a raw material to finished product or simead time, andP is the production
quantity or output of manufacturing line. Compariagr result with little’s law we
observe a meaningful correspondence betWéhandL, T,, andi, and betweeR and
W. And indeed the model is validated by little’s lawwe could state that our result is
another analytical proof for this substantial ofieramanagement rule. Now that we
found transfer functions of the all signals of fystem, we could figure out the response
of the system to any kind of input. In this sectwa@& will find the response of the system
to step, impulse and sinusoid inputs. WeTset 4, T; = 4,T, = 8 (Disney, Naim, &
Towill, 1997) , and then draw the outputs first #ep, impulse and sinusoidal demand
subject toTINV=0 and then for zero demand amtNV=5. The result could be easily
added up based on superposition principle.
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Input and outputs
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3.3 IBPCS

IOBPCS without taking into account demand informiain the ordering policy is labeled
as IBPCS as shown in Figure 3.14 (Zhou et al., 2008 draw the response whép =
oo as shown in Figures 3.15-3.18, where considerlity¥0 three transfer functions of

P, I, WIP compared with Demand (D), are
P 1

D 14T;S+T;Tps?

_ —Ti(1+Tps)

I
D  1+T;s+T;Tps?

WIP Tp

D 14T;s+T;Tps2

TINV + \EINV

A

=

1+ Tps

Order 1 Production +_<‘.'>_.

Demand

Eq (1),

Eq (2),

Eq (3).

Finished gogds

0| =

+ 1
s

WIP

>

Figure 3.14 Block diagram of IBPCS. Source: Zhoale(2006)
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34 OBPCS

Without considering inventory information in thedering policy IOBPCS becomes
OIBPCS as shown in Figure 3.19. We draw the respavieen T; = co as shown in
Figures 3.20-3.23, where considering TINV=0 thresngfer functions of P, I, WIP

compared with Demand (D), are

P 1
- = Eq (1),
D (14Tgs)(1+Tps) a ()
I —(Ta+Tp)—T,Tps?
== Eq (2),
D (14Tys)(1+Tps)
wIP Tp
= Eq (3).
D (14Tys)(1+Tps)
Demand
Smoothed Demand 1 B
14T, |
+ . —_— .« .
Order 1 Production + & 1 | Finished goods
) Vg =
1+ 7,5 O~ - '
+ 1 | wip
> — [—
s

Figure 3.19 Block diagram of OBPCS. Source: Lalwetral. (2006)
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3.5 VIOBPCS

In IOBPCS if we set variable TINV instead of comgtdINV, the system converts to
VIOBPCS as shown in Figure 3.24 whé&rées constant number (Edghill & Towill, 1990).
We draw the response as illustrated in Figures-3.2% by using three transfer function
of

P 1+(T;+T,+K
D (1+T, s)((1l+T(-ls+T)fI‘ 2 Eq (1),
a i iTps4)
I K-T;((Tg+Tp)s+T,Tps?>
b= Grhenie £q (2).
a i iTps4)
WIP Tp(14+(T;+T4+K)s
= e G 0 (3)
a i iTps*)
Demand
I Smoothed Demand 1
: | i 1+ Tgs
" -
1
Y ENV| 1 + Order 1 Production + /& 1 |Finished goods
T | 1575 O~ 5 >
— A
+ 1 | wip
> —  [—
s

Figure 3.24 Block diagram of VIOBPCS.
Source: Edghill & Towill (1990)
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3.6 VIBPCS

VIBPCS is VIOBPCS without directly taking into aecsd demand information in the

ordering policy. In VIBPCS still TINV is variablessshown in Figure 3.28. We draw the

response as illustrated in Figures 3.29-3.31 byguiree transfer function of
P 1+Ks+T,s

D (14T,s)(1+TiS+T;Tps?) Eq (1),
I K-Ti(1+(Tg+Tp)s+T,Tps?
D (1-|l-(T s)((f+Tl-Js)-|S-T.1c‘l st ) Eq (2),
a i iTps?)
wIP Tp(1+Ks+T,5)
D (14Tgs)(1+4Tis+T;Tps?) Eq (3).
Demand
_: -:SmoothedDemand 1 .
| [ 14T, |
H -
1
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—A Fl 11 + TDS ; -
1 | WIP
- p—
s

Figure 3.28 Block diagram of VIBPCS. Source: Lalwainal. (2006)
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Figure 3.31 Response of VIBPCS to Demand=sim(@3dTINV=0

3.7 APIOBPCS
If we add a pipeline to IOBPCS then we have APIOBRDisney et al., 1997) where

TINV+O EINV

. 4 .
5= T, ;)EEZL(ET;S;;PTL.S/TW. ; Eq (1),
a p/Tw)TiS+T;Tps?)
I_ Ti(Tp—Tp—TpTyS—Ta(Tyy+Tp)s—TpTgTyys?) Eq (2)
D Ty (1+T8) (1+(1+Tp /Ty )T;S+T;Tps?) 4 !
wIP _ Tp(1+(Ti+Tg)s+TpTis/Tyy) Eq (3
D (1+Ts)(1+(14Tp/Ty)Tis+T;Tps?) 4
Demand
Smoothed Demand 1 .
: 14T, |
|
l
11 +T ¥ Order 1 Production +:<‘-')_’ 1 |Finished goods
- T, II +Q II 1+ Tps H i s -
I 11 I
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Figure 3.32 Block diagram of APIOBPCS. Source: Biset al. (2000)
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4 Nonlinear IOBPCS (NIOBPCS)

Inventory and Order Based Production Control Sygi€@BPCS) is a well-known linear
model for analyzing inventory-production systemst Bn practice, real inventory-

the nonlinearities that forces the system to preduithout extreme fluctuations. In this
paper we extend IOBPCS with production smoothingstraints to discover behavior of
the system under nonlinear limitations. The resddOBPCS is nonlinear and thus we
apply nonlinear control theory to find its frequgmesponse. We analyze response of the
system for different demand amplitudes and freqgiesné-urthermore, some important
side effects of the production smoothing constsaomt other outputs of the system, such
as production delays, inventory amplification ams$tomer satisfaction, are discussed.
Finally, a set of demand frequencies and amplitudésch force the system to reach
smoothing constraints, are discovered and demdedtra

4.1 Introduction

In a production system, an external demand triggeyduction and inventories. In order
to analyze the system using control theory, wellabef the demand, production and
inventory information as system signals. Fluctusiof the production and inventory
signals undoubtedly are due to the system's enddavéollow demand variations.
However, production systems prefer stable manufiagfuoad, smooth production and
proper utilization of the system capacity in ortbereduce production cost (Dejonckheere
et al., 2003), but if the system is forced to fallbighly fluctuated demand, then it should
pay higher running cost to realize agility (Tow&lldel Vecchino, 1994). Agile systems
can follow external demands faster but with higtwst due to hiring/firing, production
on-costs, obsolescence and lost capacity (Disnégwill, 2002). In other word a natural
trade off always exist between smooth productiot mwventory levels, resulting in a
dilemma for both researchers and practitionersn®jst al., 1997).

In this paper we aim to model and analyze thece®f production smoothing on the
total performance of the system. To model this phanon, we extend IOBPCS (Towill,
1982), by adding production smoothing constraings, the lower and upper bounds, so
that production signal is less fluctuated. The Ioweund can be supported by less
idleness of the production capacity and the uppand is simply justified by production
capacity constraint. This extension change ouralingystem to nonlinear where the
response of system is not only a function of fregqyeof demand but also its amplitude.
We label this extended nonlinear IOBPCS as NIOBR@bthen analyze its behavior for
different demand inputs with different amplitudesl drequencies.
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4.2 Control theory and nonlinearity

Control theory was first applied to production amgentory control problems by Simon
(1952) on continuous systems and then extendetoete systems by Vassian (1955).
Since then, two research groups, Towill & Diesngugr and the Grubbstrém & Tang
group, have made significant contributions to toigic. Towill & Diesny consider the
cost as an implicit factor and Grubbstrém & Tangleily take into account the cash
flows and revenues modeling process.

Towill (1982) proposed IOBPCS where a producpoocess has the lead time Bf
and two control parameters, i.d;, which represents demand averaging, dhdvhich
represents filling the gap between the on-handntorg level and the target inventory
level. Edgill & Towill (1990) extended IOBPCS intariable IOBPCS by setting a
variable target inventory level instead of a comistarget inventory level. John et al.,
(1994) and Diesny et al., (2000) extended IOBPCSRIDBPCS by considering work-
in-process inventory. There are also other extagsan IOBPCS, for instance, using
different forecasting mechanisms (Riddalls & Ben2®02; Dejonckheere et al., 2002),
introducing discrete time (Disney and Towill, 20@8jonckheere et al., 2003), applying
state space (Lalwani et al., 2006) and considegntanufacturing (Zhou et al., 2006).

On the other hand, Grubbstréom developed a metbggofor determining best
production quantity and production sequences (Semigret al., 2008). Grubbstrom (1996,
1998) applied control theory to analyze a produrctgystem considering different
objectives and factors, such as maximizing theastref the annual income, set up cost,
inventory holding cost and backlog cost. Afterwaittky extended it to a multi-level
multi-stage system with stochastic and determmigttmand (Grubbstrom & Wang,
2003; Grubbstréom & Huynh, 2006). An overview ofdis in this direction can be found
in Grubbstrom & Tang (2000).

One of the obstacles that hinders further devety of control theory in the context
of inventory-production system is linear assumggiofthe studies (Ortega & Lin, 2004).
In practice inventory-production systems usuallhde as nonlinear due to waste,
vulnerability, uncertainty, congestion, bullwhipselconomies of scale, and self-interest
(Blanco et al., 2011). Owing to the complexity ohtinear analysis, there are few studies
published in this field. In our knowledge, there anly two research categories related
to our research in this paper. The first one isaesh considering the capacity constraint
(Ishii & Imori, 1996; Grubbstrom & Wang, 2003; Haker & Moussourakis, 2005;
Grubbstrém & Huynh, 2006; Wang et al., 2009; Rin&8l&Zhang, 2010; Jia, 2013), and
the second one is the research considering the codstraint (Wang et al., 2012; Wang
et al., 2014).
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This research is a direct extension of the IOBR@&Iel considering production
smoothing constraints. In the following steps wedelgroduction smoothing and then
find its frequency response, including amplitudeoraf the production and inventory
signals.

4.3 Moddling production smoothing

In this paper, we assume demand of the producietesmm composed of constant and
sinusoidal signals representing average and varidéinand respectively. This type of
demand has been analyzed in a number of papersiagpa the field of linear control
theory. Edgill and Towill (1990) analyse weekly, mtioly and seasonal sinusoid demand
using IOBPCS and VIOBPCS and compare the resutsillTand del Vecchino (1994)
use IOBPCS to analyse seasonality in a three eclseloply chain and discover demand
amplification or attenuation. Dejonckheere et §2002), (2003), and (2004) analyse
sinusoidal demand for APIOBPCS, Order up to polaryl APVIOBPCS respectively.
All of these papers investigate linear models andhis paper we aim to model and
analyze nonlinear version of IOBPCS for sinusoichded.

So in this type of demand, the constant pareohahd does not have any effect in our
analysis. The constant demand triggers manufagtwontinuously, and produced items
will be delivered constantly. It could be matherally shown that if constant demand is
Dy, production signal would bé, such thatP, = D,. Therefore constant part of
demand will not contribute on the system fluctuati8o we focus on the variable part of
demand which is a sinusoid function with arbitrilgquency and amplitude.

For this demand signal, if a production systeall®ved to produce items without any
limitation, the production signal could fluctuabeitlessly to satisfy the market demand.
Therefore the system must be prepared for peakuptiah to satisfy demand. This
condition is illustrated in Figure 4.1a, where systA, sometimes works with high
capacity, and most of the time, the production capas idle. This unlimited production
system has higher capacity and therefore couldiotlemand pattern rapidly, but it has
higher cost in terms of investment and running.cost

However in practice, companies have capacity tcainss that force manufacturing
lines to operate under constraints. In this cdseptoduction signal could not be higher
than the capacity constraint, as shown in Figuté.4AConsequently, part of the demand
will not be satisfied. This unsatisfied demand doloé produced during the lower load
periods, introducing the lower bound of productiamshown in Figure 4.1c. This delayed
production can be justified as pre-production Fer hext peak demand.
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System C has three main advantages comparedysitbms A and B. First, it operates
with less capacity compared with system A. Secdndtilizes a higher portion of its
capacity compared with system B. Finally, the puaitin signal in system C is smoother
than both system A and B. Beside these advantdgeproduction smoothing constraints
of the system C will cause some negative effeats) as inventory amplification, backlog
orders and customer dissatisfaction. So we neaddlyze these side effects and discover
the interrelationship among them.

Production Quantity

Production Quantity

Production Quantity

Time Time Time
a. System A b. System B c. System C
No limit Upper limit Two sides limits

Figure 4.1 Three types of production system
In order to analyze system C we need to find athematical function. Figure 4.2
illustrates production constraints of system C, sghproduction is cut by upper and lower
bounds, an andY represent input and output of the system C resmbygt
Y Y

X \ : | /time

Figure 4.2 lllustration of the production smoothoanstraints.
The mathematical function of Figure 4.1 is showbasw

-1 X <-1
Y=/X -1sX<1 . 1)
+1 1< X

Figure 4.2 and Eq (1) represents system C anldl t@uinserted after the production
signal in IOBPCS to construct production smootlasghown in Figure 4.3. The inserted
component is nonlinear and converts IOBPCS to NIO8Ht should be mentioned that
there are two kinds of capacity in the system. @il and operational capacity. The
designed capacity is the production capacity thalieady constructed by long term
investment. While operational capacity is the cégadienitation for daily production. We
applied nonlinear constraints on operational capaci
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Figure 4.3 Block diagram of IOBPCS and NIOBPCS.
In Figure 4.3 D represents variable part of external demand witplifamde of M and
frequency of w, Prepresents variable productiomepresents inventoryJNV represents
target inventory, an is Eq (1) representing the transfer function aflireear component.
From the traditional transfer function point of wieN includes the amplitude of its input
that complicate finding the system response. Toamree this difficulty, Levinson (1953)
introduced an analytical method to calculate tlegdency response of the system. Based
on Levinson’s method, at first, we need to recamfgthe system as shown in Figure 4.4.

Ly N L,
D + (Ti+Ty)s+1 X Y . P
Tis(1 4+ Tgs)(1 + Tps)
Ly

Tes+1
(Ti+Ty)s +1

v

\ 4
v

Figure 4.4 Block diagram of the reconfigured NIOES*C
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In Figure 4.4, NIOBPCS is reconfigured assumingdtinventory of zero. In this Figure,
N is the transfer function of nonlinear componerthwnput ofX and output of, and L,
L, and L;are transfer functions of the linear component® dimplitude oK, which has
an important role in our analysis, is denoted\by

4.4 Nonlinear control theory

In this part, we apply nonlinear control theorgtdve the reconfigured NIOBPCS. There
are three types of steady-state oscillations is fieid, forced oscillations, conservative
free oscillations, and limit cycles. And since NIPBS falls into forced oscillations
category we follow the steps proposed by Gelb arttler Velde (1968), which are based
on Levinson’s (1953) method. First we need to dateuthe value oA, from X to D
transfer function. In control theory, the trandferction of a component can be shown by
the amplitude ratio and the phase of the compoaebelow

Transferfunction= pe'’ 2)

In Eq (2), which is known as the Euler formulg, and ¢ are amplitude ratio and
phase of the transfer function of the componespeetively. The method of deriving
andég is described in Appendix B and C. Using the Ed@temula, we define transfer

function ofl,, LL,L, andN as below

L =pe® LLL=pe% N=pe*. (3)
Based on these transfer functiodd) is
2a b =GwA). @)
D 1+LL,L,N

The amplitude oX/D is A/M, which is the left side of Eq (4). The right side=g (4)
is replaced by Eq (3); therefore, we have

A pe'” _ Py
M |1+ p,0,e/® | " |1+ p,p, cOSE@, +6,) + p,0, SiNE@, +6,)

_ 2
J @+ p,0, c0SE, +8,)) + (0,0, SING, +6,))?
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P

= : 5)
V1+20,0, C0S6, +6y) +(,04)°
We could rewrite Eq (5) as below
ApN :_A00562+6N) ii\/plZMZ_AZSinZ(gz_i_gN) . (6)

P> P
The process of deriving Eq (7) is explained irp&pdix C. Our nonlinear component,
N, is non-phase shifting because its transfer foncih Eq (1) does not include any
derivative or integration element in the nominatodenominator. It is only an amplitude

reducer and does not influence the phase of titerayJhereforef, =0 and thus

Ap, = _ Acos,) ii\/ple 2 - A’sin’(6,) . (7
P P
ConsideringA as an independent parameter, the right side ¢VEig a set of ellipses
for different frequencies and amplitudes. And #fedide of Eq (7) is equal to Eq (1) and
represents the output of the nonlinear componenthwive added after production
component in Figure 4.3. The intersection of thiee functions is &, Ap, ) where

Vertical axis=A p,, , and Horizontal axis& as shown in Figure 4.5.

4t Right side of Eq(7)1
3 L
£ .
o 2f Left side of Eq(7) -
]
©
1 L
%]
g (AApy)
o 0
=
2
5 1
c
I
5 2
-
_3 L
_4 L
-5
-5 0 5

Amplitude of X (A)

Figure 4.5 Intersection of left and right side<€qf (7) forM=1 and w = 0.4
Figure 4.5 shows that for each ellipses thereaceitersection points at the first and
third quarter of the plane, but both intersectiomts lead to the same results. Therefore
we only consider the intersection point at firsadar.
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Having the value of Vertical and Horizontal axisrfr intersection point|N| and %7

are readily calculated

Verticalaxis _ Ap,

Nl =p, = 8

N[ =2 Horizontaaxis A ®)
1 _ Horizontahxis:A )
D M M

On the other hand, P/D is a function of X/D

D 1+LNLL, D

And since in the reconfigured NIOBPAS,=1 as shown in Figure 4.4, therefore
—=——=—=—xN=F(wA). (11)
So [p)is

E:£XN :5
D| |D D

x|N| (12)

Substituting [N| and || which are derived from Eq (8) and Eq (9} is calculated

Pl _|X
bl |p
|P/Dlis called frequency response, and is what we redeédcribe the amplification or
attenuation of production compared with demandhénext section, we use the above
mentioned method to draw frequency response of WICS for different demand

amplitudes and frequencies.

A
N =, (13

4.5 Frequency Response of NIOBPCS

In this section we apply the Levinson’s (1953) roethexplained in the last step to
discover frequency response of the system. Firgtave to find intersection points of the
right and left sides of Eq (7). The right side iset of ellipses and the left side is the
output of nonlinear component which we added toRPQGB.

For instance, we draw left and right sides of(Epi.e. ellipses, forTp, =4 T, = 8
and T; = 4, M=0.6<1 ,1=2 and w=0.1, 0.2, 0.3, 0.4, 0.5, 1 in Figure 4.6 and Zhe
left side of Eq (7) is equivalent of Eq (1) whicha multi-function of a unit slope ramp
and a constant number. If an ellipse crosses thénear function in the constant part,
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the production signal will be cut by the upper dmaer bounds, otherwise the system
operates normally same as IOBPCS. Indeed the docati intersection point shows
whether or not the production smoothing constraciis the production signal. This
information is used to find the behavior of two maiignals of the system, i.e., the
production and inventory signals.

I
—q

-5
-5 0 5
Amplitude of X (A)

Left and right sides of Eq (7)

Figure 4.6 Left and right sides of Eq(7) /d=0.6 and »=0.1, 0.2, 0.3, 0.4, 0.5.

| NN
i% |
N

Left and right sides of Eq (7)
o

-4

-5
-5 0 5
Amplitude of X (A)

Figure 4.7 Left and right sides of Eq(7) fd=2 and »=0.1, 0.2, 0.3, 0.4, 0.5
Furthermore Figure 4.6 and 4.7 show that twoofacinfluence on the shape and size
of ellipses, the frequency and the amplitude of aeen By increasing frequency of
demand, ellipses rotate counter clockwise. They laéxome large for very low and very
high frequencies. On the other hand, by increasimplitude of demand the size of
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ellipses increase.

For demand amplitude®!=0.6, as shown in Figure 4.6, ellipses never intersect
constant part of nonlinear function, consequenttgdpction signal never reaches
production constraints and the system operates sEm®©BPCS. But foM=2, as
illustrated in Figure 4.7, all of the ellipses tekh to low demand frequencies intersect
with constant part of nonlinear function and thusdoction signal will be cut and the
system becomes NIOBPCS. To discover behavior ghthe@uction signal for all demand
frequencies and amplitudes we need to draw frequersponse of the system based on
the intersection points.

4.5.1 Production Signal

The Intersection points of the left and right sidésq (7) is used to find amplitude of
P/D using Eq (13). We found these intersection tgoamd draw amplitude of P/D for
demand amplitudes of M=0.6, 0.7, 0.8, 0.9, 1, 253ahd for all demand frequencies for
Tp =4 T, =8 and T; = 4 because in the literature researchers believelthatl,,

T, = 2Tp is near to optimum (Towill, 1982; Edghill & Towilll990, Disney, Naim, &
Towill, 1997).

M=0.6

Production amplitude ratio

[+] 0.2 04 06 0.8 1
Demand frequency

Figure 4.8 P/D amplitude ratio.
In Figure 4.8, which is the Bode diagram#$>dD, the amplitude ratio of production signal
is shown. Figure 4.8 shows that Mr0.6,P/D amplitude ratio is not cut thus frequency
response is equal to IOBPCS. But fdr higher than 0.6, smoothing constraint cuts
production signal consequenyD amplitude ratio become less and the system canvert
to NIOBPCS. Despite IOBPCS, in NIOBPCS a higher léoge of demand causes a
lower production amplitude ratio and thus more paithn smoothing. So fav=0.6,
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frequency response is only a function of frequeotdemand, whereas for highht,
frequency response is a function of both frequeam@y amplitude of demand.

We observe that for frequencies where the praclucignal is cut due to smoothing
constraints, the highéu results in a lower amplitude ratio compared WiliBPCS. The
reason is that in IOBPCS, the production signallliswed to fluctuate limitlessly, and
this causes rapid response to the market and hagbéuction cost, whereas in NIOBPCS,
the system does not fluctuate more than the conttrand the production becomes
smoother, consequently the manufacturing efficiemyeases and production costs
decrease. This is a positive improvement from mactufing viewpoint but is not
appropriate for marketing managers. The negatifecedf this phenomenon is slow
production speed resulting in less delivery rdtéhe production signal is not allowed to
fluctuate arbitrarily due to the production constts, the company will not be able to
follow the demand variations rapidly and will labe market.

Figure 4.8 also shows that there are some freigeerand amplitudes where the
production signal is cut and becomes smoothes Utseful for production managers to
know for which combination of demand frequency aamplitude, i.e., w, M),
production is cut. To capture this combination, meed to find when ellipses cross the
break point of the nonlinear function of Eq (1) €Tbreak point is the point of intersection
of the constant number and the ramp in Eq (1), Wwisdhe point (1, 1). We found these
points and thé/1 and «w corresponding to them. To illustrate the resu#,dvawM as a
function of w in Figure 4.9.

5
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4 w=0.4, M=3
35 ¢ l
[0}
©
2 3
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o Normal Area
15 ]
1 0€——w=0.4,M=1 |
05 ¢t oe¢—— w=0.2,M=0.5
0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Demand Frequency

Figure 4.9 Normal and Cutting area of NIOBPCS
Figure 4.9 divides the plane into two areas dfimg and normal operation. In any
point above this curve, the production signal isljusmoothing constraints, and below
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the curve it operates normally. In addition, Figdrg shows that for a constant demand
frequencyw the chance of the system to operate normallygé for lower demand
amplitudes. And for constant demand amplitude cti@nce of normal operation is high
for higher frequencies due to the filtration of derd averaging and production lead time.
We also simulate and draw four points of this plemprove our assertion in Figure 4.10,
where production signal is normal fos = 0.2,M =0.5and w = 0.4,M =1 but it is
cut forw = 0.2,M =1 and w = 0.4,M = 3, as predicted by Figure 4.9.
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Figure 4.10 Simulation results of NIOBPCS
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4.5.2 Inventory signal.

Alongside analysis of the production signal, we en&w consider the behavior of the
inventory signal. To captuléD information, we use the/D information because based
on the block diagram of NIOBPCS as shown in Figdr®, there is a meaningful
relationshipl = (P-D)/s or I/D = (P/D - 1)/s This equation means that inventory is the
integration of production minus demand over timiee Bmplitude of/D represents real
inventory aD<I and backlog orders &0. Higherl/D results in a higher cost of inventory
holding and higher market losD amplitude ratio is obtained using simulation and
illustrated in Figure 4.11.
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Demand frequency (w)
Figure 4.11 I/D amplitude ratio

Figure 4.11 is what we need to describe behavidh® inventory signal where the
behavior of inventory signal fav<l and1<M is completely different.
ForM<1, behavior of the inventory signal does not changeniuch, due to lower cutting
of the production signal. But, fdr<M, behavior of the inventory signal is completely
different tharM<1. In case ofL.<M, inventory amplitude ratio is descending by insreg
the demand frequency. The reason behind this phemomis found through analysis of
the production and demand signals. So if demanditute becomes less than production
constraints i.eM<1, production signal tries to exceed constraints $nte it is not
allowed to pass them, it will result in a limitettrease of inventory amplitude ratio. But
in case of demand amplitudes higher than productmstraints i.€1<M, higher values
of production signal will be cut and thus speedths#d system slow down more and
production system cannot follow demand naturallguleng in higher inventory
amplitude ratios specially at lower frequenciesic8iat lower frequencies the time in
which production signal stay above demand signébnger, the discrepancy between
production and demand increase which in turn cakigger inventory amplitude ratios.
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4.6 Analysisof results

In previous section we observed that when the sydt@as production smoothing
constraints, the amplitude of demand has an impbetifect on the shape of output. The
behavior of both production and inventory signdlN€EOBPCS forM<1 and1<M are
different.

ForM<1 the production amplitude ratio of NIOBPCS is l#ssn IOBPCS due to the
cutting of production signal by smoothing constginwhich means that the
manufacturing line is operating with lower capaahd the production signal fluctuates
less. Consequently a higher portion of the capaistyutilized. In this situation
manufacturing performance is higher and productiost is less than IOBPCS, but due
to the lower production capacity, NIOBPCS could haitow the demand rapidly.
Therefore amplitude ratio of the inventory incresaisecause during peak demand periods,
the system is not allowed to produce more thanuppé to satisfy demand and backlog
orders increase. And also during demand fallssyis¢éem is not allowed to produce less
than lower limit and thus a portion of productionshbe stored in warehouse as inventory
resulting in higher inventory amplitudes. Indeedosthing constraints cause better
production efficiency, but higher inventory fluctioan. (Cachon et al., 2007)

Forl<M at low frequencies, due to the higher amplitudéeshand compared with the
production smoothing constraints the productiomaligs cut more thaki<1, as a result
inventory fluctuation increases which means thaeirtory holding and backlog orders
increase. And also we observe that at 1<M and éonahd with low frequencies the
system is unstable because the inventory signa go@finity. This phenomena happen
due to the slow changes of demand at low frequsersti¢hat the demand signal surpasses
the production constraints for a long period ofdiresulting more unsatisfied demand in
which accumulate over time and causes higher lefddacklog orders (windup effect).

Besides differences between behavior of the mtimlu and inventory signals of
NIOBPCS compared with IOBPCS, there is one comnrea that both of the systems
operate identically. At high frequency demands résponse of both of the systems is
same. Furthermore the response of the system to fregluency demands is only a
function of frequency of demand not its amplitutiee main reason is that both IOBPCS
and NIOBPCS have two low pass filters i.e., demaretaging and production lead time.
These two components filter out high frequency deflsaand thus the system do not
stimulated by such input. In other word, demandrayi@g and production lead time
consider high frequency demand as noise and dallost them to challenge the system
and thus fluctuation of both production and inventsignals decrease. This result in
higher performance of production and inventory algrat the same time.
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4.7 NIOBPCSwith Non-zero Target inventory

An efficient production and inventory planning syst controls both material and
information flows throughout the supply chain. Asidce supply chain lead time is often
higher than promised delivery time, a specific saftock level need to be stored to
guarantee steady flows and satisfy specific cust@eevice level (Li & Jiang, 2012).
Some researchers believe that safety stock couldfiemented on unfinished items too
(Whybark & Williams, 1976), while others argue tltas not necessary to apply it to the
whole chain because a safety stock level for feisproduct automatically increase the
stock levels at upstream (Orlicky, 1975; Nahmi&@)9). Regardless of this argument, it
is generally accepted that safety stock act asfartagainst different demand fluctuations
and uncertainties to maintain a predefined seitecel (Bonney, 1994).

Safety stock is emphasized when the manufactuneghnnot afford high fluctuations
and thus cannot follow highly fluctuated demanasthis case manufacturing line are
forced to operate smoothly to prevent capacityne$s (Parsanejad & Matsukawa 2014).
Although capacity utilization is an important isdug customer satisfaction should not
be neglected. To overcome this conflict we neddstall extra stock of finished items to
respond customer needs. In turn having extra imvgrievels increases the cost. This
contradictory aspects of production and inventoygteams show a strong trade-off
between production quantities, inventory level andtomer satisfaction (Graves 1988;
Zinn & Marmorstein, 1990).

In this paper we aim to analyze a Nonlinear Inven@rder-Based Production Control
System (NIOBPCS) for non-zero target inventory leve discover the optimum level of
safety stock for different demand frequencies. NRQES is an extend version of
Inventory Order-Based Production Control SystenB@QS) subject to upper and lower
production constraints implying a production smawghphenomena. In the following
steps we briefly explain NIOBPCS proposed by Pagjsahand Matsukawa (2014) and
then implement non-zero target inventory policyirteestigate behavior of the system
subject to production smoothing constraints.

All aforementioned results of NIOBPCS is for zeaget inventory levels. Having zero
target inventory the system experiences stock dutisig demand peaks. This situation
can be affordable for companies that the inventotging cost is extremely high and low
customer service levels is accepted. The total obshventory management can be
defined as the sum of inventory holding and shertagsts (Persona et al., 2007). Due to
the importance of customer satisfaction, the coést system with stock outs might be
higher than inventory holding cost. And also theipee relationship between customer
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service level and inventory holding levels is gfrdforward. Since the safety stock levels
are exponentially related to the desired levelusdtomer service (Zinn & Marmorstein
1990), we need to consider which level of custoseevice is appropriate for the company
then allocate the safety stock to satisfy it. Wanod implement safety stock for
NIOBPCS with zero target inventories, thus we némdonsider a non-zero target
inventory policy. In this case the problem wouldfineling a level of target inventory to
achieve a certain customer service level.

Target inventory is one of the inputs of NIOBPJ&e other input is demand of the
market. If we put target inventory equal to zermeéans that we are eliminating its effects.
Switching from zero to non-zero target inventorgule in some changes in the system
behavior. To analyze its behavior we need to aeallge system response for each input
separately then combine the results. Considerirgathly input of non-zero target
inventory the inventory level at the steady stateditions would be exactly equal to non-
zero target inventory. It means that the only éffefcincreasing target inventory is
increasing the mean value of inventory signal. ldewe could set the target inventory
such that the inventory signal always become aigesiumber. Since negative inventory
indicates stock outs, we need to increase targentory levels up to the amplitude ratio
of inventory for each frequency as illustrated igufe 4.12. If we set target inventory
equal to amplitude ratio of inventory signal théesastock will be zero and stock out
does not occur. For lower amounts of target invgnkevels there would be a specific
amount of stock out that implies a specific custodigsatisfaction.

We implement a simulation to prove our assertibhe result of simulation for
production lead time off, = 4, time to adjust demand df, = 8 and time to adjust
inventory of T; = 4, demand signal with frequency ©F0.2, amplitude of M=1 and
average value of d=5, are shown in the Figure #odPINV=0 andTINV=6.57 separately.

In Figure 4.12, the black sinusoid curve is demaighal, the red line is limited
production signal which is subject to upper anddowonstraints, the green curve is
inventory signal whenTINV=0 and the green dash line is inventory signal when
TINV=6.57. We foundl'INV=6.57 from Figure 4.11 where the amplitude of irteen
signal forw=0.2,M=1is 6.57. And if we s&fINV=6.57 it acts as average inventory levels
in output and elevates the inventory signal to axero and thus the system will not have
any stock out. The safety stock in this target imwgy level is zero but any uncertain
fluctuation in demand may result in stock out amdhé safer we need to increase target
inventory level to maintain enough confidence lsvel
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Figure 4.12 Response of NIOBPCS for TINV=0 and 6.57

The value of inventory amplitude for each frequewbych could be found from Figure
4.11, is the border of having and not having stogk The target inventories more than
this value result in less probability of stock @mitcase of uncertainty, and the target
inventories less than this value result in stock diis finding is consistent with the
theoretical relationship between safety stock ardice level. The amount of stock out
would be the area under inventory signal wheredae negative. Needless to mention
that the area under inventory signal where thentory signal is positive is equal to real
inventory holding in the stock. For more clarificet we simulate the system behavior
for the abovementioned specifications withNV=2 and the results are shown in Figures
4.13.

In Figure 4.13 the stock out for each period isvahdy black area under negative
inventory signal. It shows that for target invergeress than amplitude ratio of inventory
signal shown at Figure 12, (i.€INV=2<6.57), the stock out still exists because part o
inventory signal in this target inventory falls ol zero and causes backlog orders.

On the other hand Figure 4.13 also shows that therénventory holding where the
inventory signal is positive. In this case the antaaf inventory holding of the system
cannot compensate stock outs. Indeed the averagataory is not enough to prevent
stock out and that is why we argue that the systauire at least the amount of target
inventory equal to inventory amplitude shown atureg4.11.
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For demand amplitudes less than production conssrifl<1 there is no significant
difference between IOBPCS and NIOBPCS becauseuttiag production amplitude by
smoothing constraints is small. But for demand aongiés more than production
constraints i.e. 1M, there are meaningful differences between IOBPQENIOBPCS.
For 1M and in low frequencies the need for safety steckansiderably higher than
other frequencies due to large amount of stockimubw frequencies. It means that
production managers could find necessary safetksévels from Figure 4.11 and apply
it in practice. They could use this safety stockuéfer demand fluctuation and get rid of
stock outs and increase customer service levels.
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5 Total performance function

Inventory production systems have different costsised by various drivers that
complicate designing an integrated model to adjostrol parameters such that overall
performance of the system improves in differeniagibns. We use frequency response
to introduce a total performance function encomipgsall types of the system costs
including production variation, finished goods holyl and shortage, WIP excess and
starvation, and ordering costs. We apply our depezlototal performance function to
Automotive Pipeline Inventory and Order Based Potidm and Inventory System
(APIOBPCS) as a control system where demand upgldimished goods recovery and
WIP adjustment are three control parameters. Sehgitanalysis of these control
parameters based on the proposed cost functiohatpnnventory-production managers
to better control production, finished goods andPWavels of a system facing with
different demand fluctuations so that the totalfggenance of the system become as
minimum as possible.

5.1 Introduction

Achieving high customer service levels while reidg cost is a controversial dilemma
influencing on the type of an industry to be adéen or a mixture of both which is called
legile. In one side of spectrum an agile systensfsat market demand as fast as possible
at the expense of higher operational cost duegbehilevels of inventory. On the other
side a lean system emphasizes on Just in Timegdd Pull policy to maintain minimum
levels of inventory thorough the supply chain. Ttwener approach utilizes inventory to
hedge against random demand fluctuations, whiléatter considers inventory as an evil
in the system (Schonberger, 1982; Suzaki, 198 Cause it conceals the root causes of
the system failure (Cordon, 1995). Furthermore moBes in all of its forms increase
company’s expenditures in the form of holding, nexmance and opportunity costs (Haan
& Yamamoto, 1999)

Although inventories are costly for companieg, éxistence of raw material, work in
process (WIP) and finished goods are inevitable(R892; Sipper & Shapira, 1989), to
depress delivery delays and achieve higher cust@®esice levels (Axsater, 2006).
Moreover industries need to have reasonable levieiaventories to have a smooth
manufacturing operation and eliminate blockagetanvation (Conway et al., 1988).

In this ambiguous trade-off condition, productiomnagers should compromise
between production cost and customer satisfactionding an appropriate inventory-
production control system. However choosing a bietatrade-off between these
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contradictory objectives is not easy to catch owingthe variety of parameters

influencing on the production and inventory leveloduction lead time, demand

forecasting, inventory replenishment rate and Véf®very speed are underlying factors
that shape production smoothness and customecesdeviels.

On the other hand, Automotive Pipeline Inventangd Order Based Production and
Inventory System (APIOBPCS) is a well-known contradel taking into account all of
the above mentioned factors in an integrated strecin this paper we aim to analyze
system performance by introducing total performahasction based on frequency
response of APIOBPCS for different market demaodiiscover how performance of a
system alters by changing parameter settings amelawer to apply the results in different
operational situations. In the following steps wecgly review the literature related to
APIOBPCS as a basis for our study. Afterward weetlgy total performance function
based on frequency response of the system andnhestigate its dynamic behavior for
different parameters settings.

52 Overview

Application of control theory on inventory-prodion systems backs to half century
ago when Simon (1952) and Vassian (1954) used taptansform and Z-transform to
solve simple continuous and discrete systems réagplc Towill (1982) introduced
Inventory and Order Based Production and Inveng&ystem (IOBPCS) that could be
considered as a landmark in this field of researc8ince then many extension of
IOBPCS proposed for both continuous and discratgaes. APIOBPCS is a continuous
extension of IOBPCS taking into account productMti inventory and finished goods
levels to place an order to the production proceésghermore APIOBPCS is a general
model which by suitably adjusting its parametemesents a wide range of systems such
as make to stock and make to order (Disney e2@DQ; Mason-Jones et al., 1997), order
up to (Dejonckheere et al., 2003), lean and a@ilsrey & Towill, 2002), Kanban (Zhou
et al., 2006) and MRP (Disney et al., 2003).

The transformed version of APIOBPCS using Laplaaasform is shown in Figure
5.1 where order quantity to the production seci®sum of exponentially smoothed
market demand which is smoothed o&y, a portion {/T;) of finished goods error, and
a portion ¢ /T,,) of WIP error (John et al., 1994). In this modgl, T; and T,, are three
control parameters representing time to adjust delrtame to adjust finished goods and
time to adjust WIP, respectively, and Tp, are actual and estimated production lead
time (Towill et al., 1997) where in case of wrorgjimation of T, the company will
experience an inventory offset at long term horighohn et al., 1994).
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In this modeTINV andTWIPare desired levels of finished goods &WidP respectively.
In the literature and for sake of simplicityNV always considered as zero but non-zero
condition is also readily calculable based on tingesposition principle (Disney et al,
2000). ButTWIP has a more complex dynamics. It should be propaatito the lead time
to ensure enough orders to the production line @vaknes et al., 1997; Berry et al.,
1998) and should be proportional to market demandchieve adequate work on the
manufacturing shop floor (Warburtona & Disney, 20GRusTWIP= Ty x Smoothed
Demand (Disney et al, 1997).
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Figure 5.1 Block diagram of APIOBPCS in S-Domain

5.3 Response of the system

The main objective of this paper is to develdptal performance function based on
frequency response analysis. So we have to cadcfriequency response of the system
first. Frequency response is one of the most inapbrivays to analyze behavior of the
system. In this approach amplitude ratio of desingighut signals is calculated compared
with the input signal for a wide range of frequesdirom zero to infinity. The input signal
is market deman@®, and the desired output signals are produchgiR and finished
goods inventorie®, | andWIP respectively.

Although step response of APIOBPCS has comprehelysiNscussed in the literature
but its frequency response has received less mite(Dejonckheere et al., 2002). In
frequency response analysis input of the systesmesfunction and therefore we have to
calculate steady state response of the systemsagame inputs with different frequencies
and draw the amplitude ratio of outputs as a famcbf frequency of sine input. The
importance of sine input and frequency respongeésto the nature of sinusoid function
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and Fourier series. In mathematics, Fourier sesi@me way to represent a function as
sum of sinusoid functions (Carslaw, 1950). Basedrourier series any given function
can be expressed in terms of a series of sine @sidecfunctions. (Dyke, 2014). So we
could decompose input D, to sum of sine and cdsinetions and then find frequency
response of the system to each of these individuations separately. Afterward based
on superposition principle we could add up thepausdge frequency responses to derive
total frequency response which is response of yees to D. This property widen the
scope of frequency response analysis but the syisteseded to be linear to be eligible
for applying superposition principle. So developtotal performance function based on
frequency response analysis of APIOBPCS is beméfidr analysis of inventory-
production systems facing with different inputs.this paper we calculate frequency
response of APIOBPCS only for one sine input babitld be easily extended to multiple
sine or cosine using superposition principle.

To find out frequency response we need to caleutansfer functions of the system.
Transfer functions are connecting input signalrfiarket demand) to output signals (P, |
and WIP: production, finished goods and WIP respelst) and is calculated as below:

P _ 1+(Ti+Tg)s+ TpTis/Ty
D (147g5)(1+(1+Tp/Ty)Tis+T{Tps?) Eq (1),
L — Ti(TP_TP_TPTWS_Ta(Tw+TP)S—TpTaTW52) E (2)
D Ty(I4Tas)(1+(+Tp/Ty)Tis+TiTps?) a(2),
wiP _ Tp(1+(Ti+Ta)s+ TpTis/Tw)

D (1+Tg8)(1+(1+Tp/T)Tis+TiTps?) Eq (3).
0 _ (A+Tps)(A+(Ti+Ta)s+ TpTis/Tw) Eq (4),

D~ (14T4s)(1+(1+Tp/Ty)Tis+T;Tps?)

Comparing Eq (1) and Eq (3) we observe that tearisnction of WIP signal, is equal
to transfer function of production signal multiglieead time T5), or in the other word
we could argue thaWWIP = T, x P. This is a significant result that we derived from
analytical calculation and could be validated bgaity and practice. Little (1961)
introduced a remarkable queuing formula= A x W), which then become widely
known as Little’s law. The law has been proved ased more than half a century in a
wide range of operation management studies to sobtb theoretical and practical
problems (Little, 2011). In this simple but fundarted formula L is the average number
of items in the system, W is the average waitingetiof an item and is throughput of
the system (Little & Graves, 2008). Comparing oesult with little’s law we find a
correspondence between WIR, and P in APIOBPCS, and k,and W respectively, as
shown in Figure 5.2.
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W: average waiting time
)

)

Tp : lead time
)

Figure 5.2 Correspondences between WIH? in APIOBPCS, and L, W
In our modeWIP is unfinished goods under process in the systBmis the time that

it takes to process and change a raw materiahishied product or simply lead time, and
P is the production quantity or output of manufatgidine. The lead time of APIOBPCS
i.eTp ,is equal to average waiting time at queue i.eTh¢ work in process level in our
inventory production system i.&/IP, is equivalent to number of items in the queue i.e
L. And finally the number of production or completproducts in APIOBPCS i.&, is
identical to throughput of a queuing systemi.eAnd indeed the model is validated by

A: throughput

P: Production

little’s law or we could state that our result isogher control theoretic proof for this
substantial operation management rule.

After validating transfer functions we calculdtee amplitude ratio of production,
finished goods inventory anfIP compared with demand by as below:

e v \/ [1+(Taw)? 1| (1=TyTyw?)* +(1+Tp /Ty *Ti?w? | ,
Imax _ |£| _ Ti\/((TiJ_Tp)/Tw+Tanw2)+(Tp+Tan/TW+Ta)2WZ .

Dmax D J[1+(TaW)2 ][(1_Tipr2)2+(1+Tp/Tw)2Ti2W2]

WiPmax _ |M| _ TPJ1+((Ti+Ta)w+ TﬁTiW/TW)Z o
Dmax D J[1+(TaW)2 ][(1_TpTiwz)2+(1+Tp/Tw)2Ti2W2]

Omax _ o] _ W\/“((T#Ta)w TaTaw ) o

Dmax D |

J[1+(Taw)2 ][(1—TpTiw2)2+(1+Tp/TW)2Ti2w2]
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These amplitude ratios are amplitude of desiregduiwgignals divide by amplitude of
input signal i.e. demand and show how much outpiitsamplify or attenuate by the
system, compared with the amplitude of demand. Mesdo mention that all amplitude
ratios are functions of demand frequency (w). DregiEq (5-8) as a function ob] we
could find the pattern of frequency response oée¢hilesired outputs of the system. We
draw these three amplitude ratios fs=Ty,, T;=4, T,=8 and T,,=4 as shown in Figure
5.3. This setting is considered as a benchmarlriderstanding dynamics of the system
(Dejonckheere et al., 2003).
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Order
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Figure 5.3 Frequency response of production, fedsfpoods, WIP and order

In practice weights of different performance enih are not equal complicating the
system design. Furthermore there are situationsenypr@duction manager is obliged to
select a parameter settings due to other factaris as ordering limitations or logistic
problems. Therefore we need to investigate dynauofitee system for different values
of T, T;, T, and T, by a sensitivity analysis and taking into accarost of different
performance criteria. And sincB, is depend on the production technology and could
not be change rapidly as a short term factor (TTp#82), thus we exclude the effect of
changing T, on dynamics of the system and focus only on thatsterm control
parameter in the following step.
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54 Parameter adjustment

While a highly fluctuated production quantity égestly due to increasing different
wastes such as capacity idleness, hiring and fitiegworkers (Ohno, 1988), a highly
fluctuated inventory position result in high levefanventory holding in the peak periods
and low levels of customer service level in casshafrtfalls (Towill, 1982). So different
parameter settings would result in different sysggenformances. Therefore different
parameter adjustment would be helpful to discowav performance of the system will
change by changing control parameters.

We set a wide range of control parameters o$yiseem asrl’;=4,5,6,7,8,7,=4,8,16,32,
and T,,=4,8,16,32 by lead time df,=4. The higherT; means that inventory control
section reviews finished goods levels slowly angtreplenishment rate diminishes. The
higher T, means that the company updates its market deméomniation less often so
that less random oscillations could penetrateshéoproduction line. And finally the
higher T,, means that the production line recovers errdt® inventories not quickly,
resulting in higher WIP errors. The result of amle ratio of production and finished
goods and WIP signals subject to increa8ing T, and T,, are shown in Figure 5.4.

Figure 5.4a, b shows that increasifig increases amplitude ratio of finished goods
inventory and reduces amplitude ratio of productiod WIP. And since higher values of
T; are equivalent to slower replenishment of finisgedds inventories, thus the system
could not recover inventory errors suitably and ssmuently inventory swings are
amplified but production line and/IP level throughout the chain fluctuate less because
the control rule i.e. higheT;, do not force the system to recover inventoryrsrrapidly.
Higher T; allows manufacturing line to operate smoothly le# expense of higher
inventory errors. That is why production levels &P through production line become
less fluctuated with lower amplitude ratios.

Figure 5.4c, d indicates increasifig leads to higher amplitude ratio of finished goods
inventory and lower amplitude ratio of productiordaVIP levels. The higheT, result
in slower demand information updates and acts Aedme against highly oscillated
demand and thus production and WIP level will hav@moother operation, but on the
other hand since the speed of system declineshtiomeerrors increase significantly.

The result ofT; and T, are consistent with step response of APIOBPCS avher
increasing T; and T, depress over shoot of production and worsen uhdetsof
inventory (John et al., 1994; Disney et al., 199But interestingly highef,, yields
more amplification of all desired outputs includipgpduction, WIP and finished goods
signals as shown in Figure 5.4e, f. It means tbatsfower WIP recovery rates, all
production and inventory performances get worseanafbfrequencies. This result is
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consistent with the result of saw tooth demandarse where highefF,, consequences
lower fluctuation of both production and invent@myd better performance of the whole
system (John et al., 1994).
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Figure 5.4 Impact of different parameter settingshe system performance
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5.5 Defining total performance function

All of the above mentioned results are based qumleweights of production and
inventory costs. Although this simplification geats a general view about performance
of the system but we still need to take into act@onditions where production, finished
goods andWIP costs are different. Furthermore in the procesaabieving the above
results we did not consider the ordering costnirentory management, costs associated
with stock inside a company include procuremenpwrchasing, inward transport or
traffic, receiving, material handling, warehousimgstores, stock or inventory control,
order picking, location and communication (Wat€02), which could be categorized
into holding, shortage, and ordering costs (Axs&@06). In previous section we only
consider holding and shortage cost but we neeakiihto account ordering cost which
is an important element of inventory control. Swstfiwe need to construct a total
performance function encompassing all componentseo§ystem cost and then analyze
overall performance of the system.

5.5.1 Production performance
The first element of system cost is productiorstcmcluding product cost and
production variation cost. Product cost is the amad products produces which is the
integral of production signal during one period T.&nd it would be equal tg = D, as
shown in Figure 5.5an the other hand if production line operate smgopnbduction
efficiency is high and production cost is less. Ahgroduction line has variations,
production cost increase due to capacity idlerassging the schedule, unbalancing and
human resource idleness, and equipment adjustiriiasl been proved that production
variation cost is proportional to the cube of prctthn variance (Stalk & Hout, 1990). So
we use cube oP,,,, in calculation of production variation cost. Singeduct cost is
product cost = (Py)T. Eq 9
Normalizing product cost by period duration Teand adding variation cost we have
Production cost per period = Py + Pyax"- Eq 10

5.5.2 Finished goods holding and shortage performance

The holding and shortage costs are two otheesysiosts associated with finished
goods inventory. The holding cost is for periodsewhhe signal of finished goods is
positive (higher than zero) where there are stotksarehouse. And shortage cost occurs
when finished goods signal is negative (lower thar) where not only there is no stock
in warehouse but also the system experiences lpdkider. So the target here is to
calculate positive and negative finished goodseshs shown in Figure 5.5b. It could be
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calculated readily by integrating inventory sigmadere it is above and below the zero
axis as below:
Finished goods holding =I* = [ 1,4, sinwt dt = (Inge X T)/m ,  Eq11

Finished goods shortage =1~ = fT

/2 Lnax Sinwt dt = —(Lqe X T) /T . Eq 12

Normalizing the holding and shortage costs éyqal duration we have
Finished goods holding per period = I 4, /T , Eq 13
Finished goods shortage per period = —Ilp ., /T . Eq 14

5.5.3 WIP excess and starvation performance
If WIP signal become positive we have extra WIRdima in production line and if WIP
signal become negative we have starvation and ptimsiuline stops. So here we assume
that WIP signal never become negative thereforesygperation never stops as shown
in Figure 5.5c. So WIP starvation cost is zero AHB excess cost is

WIP excess = (WIPy)T, Eq 15

Normalizing WIP excess by period duration we have

WIP excess per period = WIP, Eq 16

where WIP, = TpP, based on the Eq (3).

5.5.4 Ordering performance

The ordering cost is another cost associated gsethup and information updating
processes including demand, finished goods andiVi#htory. And since rapid ordering
needs more human resources or time, ordering ¢matld be a reverse function of
ordering time, so that faster ordering causes higbst and vice versa (Love, 1979) . In
our model there are three review times represerdrdgring speed i.€., T, and T,,
acting as control parameters of the system. Soriogieost should be proportional to
inverse of these review times.

In order to model ordering cost we could use osignal where we have

Order = %(DINV —INV) + Ti(DWIP — WIP) + —— (D),

14T4S

1
14T,S

= %(EINV) + Ti(EWIP) + D) , Eq 17

The amplitude ratio of order signal would be

Order

Demand

= || = 9zex = Z\EINV| + = |EWIP| +

D Dmax

_r

1+TZW2
We observe thav,,,, includes three components and each componenopogional
to inverse ofT;, T, and T,,. SO we use0,,,, as representative of ordering cost.

ID|. Eq 18
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5.5.5 Integrated formula
All of the abovementioned performances will be ag to make total performance of
the system as below:
Total performance = Product performance
+ Production variation performance
+Finished goods holding performance
+Finished goods shortage performance
+ WIP excess performance
+ Ordering performance
=P,
+Pnax
Flpax/T

+Imax/T[
+WIP,

+0 max Eq 19

All required information in Eq (19) are derivediin Eq (5-8). In the other word,,,,
Imax,» WIP,., @nd o,,, could be easily calculated form frequency respafisiee system
i.e. Eq (5-8).

We draw Eq (17) foDy = 6, Tp = 4,T; = 4, T, =8 and T,, = 4 as benchmark by
increasing control parameters féy = 4,5,6,7,8, T, = 4,8,16,32,and T, = 4,8,16,32
as shown in Figure 5.6. For sake of simplicity vopleed demand with unit amplitude
variation. For other demand variations all Figuesuld be readily redrawn by
multiplying demand amplitude to Eq (19). And alse wsed demand average Bf = 6
because at this point we have< D, 0 < P and 0 < WIP. Any other average demand
could be used if demand, production and WIP sigbet®me positive.

We also applied a further sensitivity analysid-agure 5.6 by multiplying benchmark
values to 2 and 0.5 to see what happen for thegetéormance function. The results are
shown in Figure 5.7.

All of the results of Figure 5.6 and 5.7 are dedivvased on equal relative importance
of different costs based on Eq (19). But non-eqakdtive importance could also be
modeled by multiplying each cost component toetative weight as below

Total wighted performance =
Py X Cy 4+ P23y X Cy A Lpge/TX C3 + Lygre /TUX Cy + WIPy X Cs + Opgre X Ce Eq (20)
where C,_s are cost per units for product, production vaoiatifinished goods holding
and shortage, and WIP excess respectively, @nds cost per order.
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5.6 Analysisof theresult

We observe that, increasirfy and T, result in lower cost for demand with higher
frequencies and higher cost for demand with lowegjuiencies, but increasiriy, result
in higher cost at high frequencies, but lower aistiow frequencies. It shows that the
effect of T, is inverse of the effects df; and T,. This is because Figure 5.6 follow
Figures 5.4 including amplitude ratio of productifinished goods, WIP and order. The
summation of these four curves has dominant rotbernshape of Figure 5.6. Therefore
all properties of Figures 5.4 transfer to the Feghir6 by a simple difference that Figure
5.4 separately shows four performance criteria Bigure 5.6 shows aggregated
performance of the system in the format of totafgrenance.

Based on this explanation, we observe that imr€id.6¢, increase df,, increases
total performance for high frequencies but decrezst at lower frequencies. This is
what exactly happen in Figure 5.4c where incre&sB,oincreases all of the three curves
including production, finished goods, WIP and orthett decrease finished goods at lower
frequencies.

On the other hand in Figures 5.6a, 5.6b whichagigregation of Figures 5.4a, 5.4b
respectively, increase df; and T,, increase total performance at lower frequenaies d
to the high levels of inventory cost, but at higfreguencies although increasifiy and
T, speed down inventory recovery but their positiffeat on reduction of production ,
WIP and order variations cause less productidtP and order costs which in turn reduce
total performance. It shows thaf;; and T, should be high for higher demand
frequencies to make less fluctuation in order, potién WIP throughout production line,
therefore the system faced with highly oscillatedndnd at higher frequencies become
smoother and total performance of the system dseréan the other hand at lower
demand frequencies since the system is not faceéd ghly fluctuated market,
production manager is allowed to set smalferand T,, resulting in faster review and
ordering process without jeopardizing performanterdering process and production
line so that the total performance will reduce.

Sensitivity analysis of total performance arevghan Figure 5.7 where a wide range
of control parameters are tested. Analyzing Fidui®we observe that increasing,
shifts the total performance curve to the rightibateasingT; and T, itto the left. This
phenomena again shows an inverse effe® ofon total performance compared with
andT,. The inverse behavior df,, is consistent with other studies such as Johh et a
(1994), Disney et al. (1997) and Berry et al. ()98Bere by increasing,,, performance
of production decreases but performance of invgritoproves in front of step input.
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6 Conclusion

6.1 Summary

We modeled a nonlinear production smoothing phemana&d calculated its frequency
response and interpreted the results. Many pramlyctordering and inventory

management activities are nonlinear, and this stwyd be a starting point to extend
inventory-production models toward nonlinear anialysing control theory.

In this study, we compared behavior of IOBPCS ahdB¥PCS for different demand
amplitudes and frequencies. We found that thexemganingful set of demand amplitudes
and frequencies that force production smoothingstamts to cut production signal.
Although these smoothing constraints lead to higineduction efficiency, but they have
some negative side effects on inventory holding laacklog orders resulting in market
loss or customer dissatisfaction. We discussedofilthese side effects and their
interrelationships.

A production control engineer could use the restithis study to manipulate control
parameters, i.e.T; and T, to optimize the system in different situations. tBa other
hand, there are conditions where production comssraccur due to the management
decision making. In this situation, manager couledict the effects of constraints on
other outputs of the system, such as inventoryihg)dacklog orders, market loss and
customer dissatisfaction. Indeed, this study cdaddapplied for both optimizing and
describing the behavior of an inventory-productgstem.

In this research we also extended NIOBPCS to nom-{zeget inventory levels. The
target inventory influences on safety stock levitlat acts as a buffer in front of
uncertainties and demand fluctuations. The regidltstudy indicate that increasing the
target inventory increases safety stock. The taryentory of zero, leads to significant
stock outs and low customer service levels. Wegutdfaat the minimum target inventory
level must be at least equal to amplitude of ineBnptin order to prevent stock out. The
more the target inventory, the more safety facém more confidence interval in terms
of less probability of stock out.

From total performance function point of view andseéd on a wide analysis on
different control parameters of APIOBPCS we obsehat without considering total
performance function, faster WIP recovery (low&y, ), increase performance of
production ,WIP and order at all frequencies, anuldase performance of finished goods
at all frequencies excepts very low demand fregesn®ut rapid recovery of finished
goods (lowerT;) and quick update of demand information (lowgr only increase
finished goods performance. In this approd¢h should be as low as possible (except at
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very low frequencies) for all conditions showinge ttmportance of work in process
recovery in the system. But about two other conpaniameters]; and T, should be
low only if finished goods performance is importamid should be high if production ,
WIP and order performances are important and ecsa/

But the results are little different if total pemisance become the dominant factor.
Taking into account total performance as the fidatision variable in the system,
interestingly T, should be low at higher frequencies and shouldhigé at lower
frequencies. ButT; and T, should be high for higher frequencies to smoothen
production line at the expense of inventory errbrshe other word our results show that
from total performance viewpoint at higher demamneqfiencies lowerT; and T,
worsen total performance of the system due to hijhetuation that they create in order,
production and WIP throughout the production liBet in lower demand frequencies
since the system do not face with extreme demacitlat®ns, decreasing; and T, is
affordable. In lower frequency demand is not végadind fasterT; and T, do not offend
production line and it would be reasonable to haped updates by reducinf; and Tj,.

The overall results of our study show the inverffeceé of WIP control i.e.T,,
adjustment, compared with the two other controapeaters i.e. finished goods recovery
(T;)and demand updatind@,(), which is not widely observed in the literatuvée also
proposed another proof for little’s well-known lawy using control theory approach,
where WIP level was analytically proved to be egoagbroduction quantity multiplied
lead time.

6.2 Futureresearch opportunities

The nonlinear method that we applied in NIOBPCSatne extended to discrete time,
stochastic demand and other IOBPCS-based models asWIOBPCS and APIOPBCS,
and further to a multi-stage multi-product supphaio.

And also a stationary target inventory may notisaffapid changes of the market and
therefore future extension of this study can béyaireg Variable Inventory Order-Based
Production Control System (VIOBPCS) where the thirgeentory is a dynamic function
of demand.

The total performance function could be extendeddnsidering different weights for
different cost elements. The introduced functiors lsapability to take into account
relative importance of cost elements by multiplyegegh cost element at cost per unit for
each cost. And thus total performance of the systeaid be analyzed for different
situations.
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Furthermore although we found total performancetion for sinusoid demand, but
the result could also be extended to other demattdrps due to inherent properties of
sine function. One of the future directions foristetudy is developing total performance
function for non-sinusoidal demand. As mentionefbisg we could decompose the given
non-sinusoid demand to different sine and cosimetfans by Fourier series and then
find total performance function for each of thesaisoid elements based on integrated
formula developed in this research. And since yis¢éesn is linear, based on superposition
principle, we could add up total performance fumusi to derive the whole system
response to the given demand.

Another future direction for this study is considgrnegative WIP levels which shows
starvation of work in process inventory in the protibn line. And also non-zero target
inventory extension could be carried out. In thislgem principles are identical to zero
target inventory and the only revision is to coesid bias in integral operation related to
finished goods inventory and recalculating positiwel negative inventories.

106



References

1. Axsiter, S. (2006)nventory Contro(2nd ed.). Boston: Springer.

2. Beamon, B.M. (1998). Supply chain design and amalysdels and methods,
International Journal of Production Economics,, 281-294.

3. Berry, D., Evans, G.N., & Naim, M.M. (1998). Pipedicontrol: A UK perspective.
Omega, 261), 115-131.

4. Blanco, E.E., Xu, Y., Gralla, E., Godding, G., & ®Rmguez, E. (2011)Using
discrete-event simulation for evaluating non-linearpply chain phenomena,
Winter Simulation Conference (pp. 2255-2267). PirqenSA: IEEE.

5. Bonney, M.C. (1994). Trends in inventory managemletérnational Journal of
Production Economics, 3307-114.

6. Bracewell, R. (1965)The Fourier Transform and Its Applicatiandew York:
McGraw-Hill.

7. Bubnicki, Z. (2005)Modern Control TheorySpringer Science & Business Media.

8. Cachon, G.P, Randall, T., & Schmidt, G.M. (2007).Search of the Bullwhip
Effect. Manufacturing & Service Operations Managemeii,)9457.479

9. Carslaw, H. S. (1950ntroduction to the Theory of Fourier's Series dnkgrals
(3rd ed.). New York: Dover.

10. Christopher, M. (1992)ogistics and Supply Chain Managemédtihancial Times.

11.Churchill, R. V. (19580perational MathematicsNew York: McGraw-Hill.

12.Conway, R., Maxwell, W., McClain, J.O., & Thomas,JL(1988). The role of
work-in-process inventory in serial production Bn®perations Research, 36
229-241.

13.Cooper, M.C., Lambert, D.M., & Pagh, J.D., (19%0)pply chain management:
more than a new name for logisticBhe International Journal of Logistics
Management, 81), 1-14.

14.Cordon, C. (1995). Quality defaults and work-ingess inventoryEuropean
Journal of Operational Research, 89), 240-251.

15.Dejonckheere, J., Disney, S.M., Lambrecht, M.R., T&will, D.R. (2002).
Transfer function analysis of forecasting inducedivthip in supply chains.
International Journal of Production Economics,(Z8 133-144.

16.Dejonckheere, J., Disney, S.M., Lambrecht, M.R., T&will, D.R. (2003).
Measuring and avoiding the bullwhip effect: a cohttheoretic approach.

107



European Journal of Operational Research, 13G7-590.

17.Dejonckheere. J., Disney, S.M., Lambrecht, M.R.Té&will, D.R. (2004). The
impact of information enrichment on the Bullwhipfegt in supply chains a
control engineering perspectiieuropean Journal of Operational Research, 153
727-750.

18.Disney, S.M., Naim, M.M., & Towill, D.R. (1997). Dyamic simulation
modelling for lean logisticdnternational Journal of Physical Distribution and
Logistics Management, £3), 174-196.

19.Disney, S.M., Naim, M.M., & Towill, D.R. (2000). @etic algorithm
optimization of a class of inventory control systenmternational Journal of
Production Economics, §8), 259-278.

20.Disney, S.M., & Towill, D.R. (2002). A procedurerfthe optimization of the
dynamic response for a vendor managed inventorglgapains Computers and
Industrial Engineering, 43-2), 27-58.

21.Disney, S.M., & Towill, D.R. (2003). On the bullwhiand inventory variance
produced by an ordering polid®mega, 31157-167.

22.Disney, S.M., Potter, A.T., & Gardner, B.M. (2003)he impact of vendor
managed inventory on transport operatidmansportation Research Part E, 39
363-380.

23.Disney, S.M., & Towill, D.R. (2005). Eliminating wentory drift in supply chains.
International Journal of Production Economics, 98-331-344.

24.Dorf, R.C., & Bishop, R.H. (2008Modern Control SystemPBrentice Hall.

25.Dubois, A., Hulthen K., & Pedersen, A. (2004). Syppchains and
interdependence: a theoretical analysisurnal of Purchasing & Supply
Management, 1(B-9.

26.Dyke, P.P.G. (2014 )An introduction to Laplace Transforms and Fourieries
New York: Springer-Verlag.

27.Edghill, J.E., & Towill, D.R. (1990). Assessing mdacturing system
performance: frequency response revisitedgineering Costs and Production
Economics, 19319-326.

28.Gelb, A., & Vander Velde, W.E. (1968)lultiple-Input Describing Functions and
nonlinear system desigNew York: McGraw Hill.

29.Golnaraghi, F., & Kuo, B.C. (2009Automatic Control Systen{Sth ed.). New
Jersey: John Wiley and Sons.

108



30.Enns, R.H. (2006).Computer Algebra Recipes for Mathematical Physics
Springer.

31.Graves, S.C. (1988). Safety stocks in manufactusygtems.Journal of
Manufacturing and Operations Managemer{t,)167-101.

32.Grubbstrom, R.W., & Molinder, A. (1996). Safety guztion plans in MRP-
systems using transform methodolodgternational Journal of Production
Economics, 46-47297-309.

33.Grubbstrom, R.W. (1998).A net present value appgréasafety stocks in planned
production.International Journal of Production Economics, 56-213-229.

34.Grubbstrom, R.W., & Tang, O. (2000). An overview input—output analysis
applied to production-inventory systeri&onomic Systems Research, 3-25.

35. Grubbstrom, R.W., & Wang, Z. (2003). A stochastiodal of multi-level/multi-
stage capacity constrained production-inventoryesys.International Journal
of Production Economics, 81-8283-494.

36.Grubbstrom, R.W., & Huynh, T. (2006). Multi-levemulti-stage capacity
constrained production-inventory systems in digctehe with non-zero lead
times using MRP theorinternational Journal of Production Economics, {0}
53-62.

37.Haan, J., & Yamamoto, M. (1999). Zero inventory egement: facts or fiction?
Lessons from Japainternational Journal of Production Economics, B83),
65-75.

38.Haksever, C., & Moussourakis, J. (2005). A modeldptimizing multiproduct
inventory systems with multiple constraintisternational Journal of Production
Economics, 971), 18-30.

39.Hirschman, LI., & Widder, D.V. (1955The Convolution TransfornNew Jersey:
Princeton University Press.

40. Ishii, K., & Imori, S. (1996). A production ordegnsystem for two-items, two
stages, capacity-constraint production and invgntaydel.International Journal
of Production Economics, 44-2), 119-28.

41.Jia, J., (2013)Dynamical behaviors of a nonlinear production-inigy supply
chain systemChinese Control and Decision Conference, Guiy@mipa: IEEE.

42.John, S., Naim, M.M., & Towill, D.R. (1994). Dynamianalysis of a WIP
compensated decision support systémernational Journal of Manufacturing
System Design(4), 283-297.

43.Lalwani, C.S., Disney, S.M., & Towill, D.R. (200&}ontrollable, observable and

109



stable state space representations of a general@éeéer-up-to policy.
International Journal of Production Economics, (D) 172-184.

44.Lambert D.M., & Cooper, M.C. (2000). Issues in Sypphain Management.
Industrial Marketing Management, 265-83.

45.Levinson, E. (1953). Some saturation phenomenaemosechanisms with
emphasis on the tachometer stabilized syst@ransaction of the American
Institute of Electrical Engineers, Applications amdlustry, 72(1), 1-9.

46. Little, J.D.C. (1961). A Proof for the Queuing Farar L = AW. Operations
Research, 93), 383-387.

47.Little, J.D.C. (2011). Little's Law as Viewed ol BOth AnniversaryOperations
Research 58), 536-549.

48.Little, J.D.C., & Graves S.C. (2008). Little’'s Laim D. Chhajed & T.J. Lowe
(Ed.), Building Intuition: Insights from Basic Operatioddanagement Models
and Principles(pp. 81-100). New York: Springer.

49.Li, H., & Jiang D. (2012). New model and heuristios safety stock placement
in general acyclic supply chain networkmputers & Operations Research, 39
1333-1344.

50.Love, S.F. (1979)inventory contral New York: McGraw-Hill.

51.Mason-Jones, R., Naim, M.M., & Towill, D.R. (1997)he impact of pipeline
control on supply chain dynamic3he International Journal of Logistics
Management, @), 47-61.

52.Min., H., & Zhou. G. (2002). Supply chain modellingast, present and future.
Computers and Industrial Engineering, @32).

53.Nahmias, S. (2009Production and Operations Analyg{6th ed.). New York:
McGraw Hill.

54.New, S.J., & Payne, P. (1995). Research framewiorksgistics. International
Journal of Physical Distribution & Logistics Managent, 2510) 60-77.

55.0gata, K. (2004)System Dynamidqgith ed.). New Jersey: Printice-Hall.

56.0hno, T. (1988)Just-In-Time for today and tomorrolwondon:Productivity Press.
57.0ppenheim, A.V., Willsky, A.S., & Nawab, S.H. (1993ignals and Systeni@nd
ed.). New Jersey: Prentice-Hall.

58.0rlov, Y.V., & Aguilar, L.T., (2014)Advanced kb Control, Towards Nonsmooth
Theory and ApplicationsSpringer.

59.0rtega, M., & Lin, L. (2004). Control theory apmitons to the production-
inventory problem: a reviewnternational Journal of Production Research,, 42

110



2303-2322.

60.Parsanejad, M., & Matsukawa, H. (2014).Nonlinear Inventory-Production
Control System Subject to Production Constraid®th International Working
Seminar on Production Economics, Innsbruck, AusBi&869-379.

61.Persona, A., Battini, D., Manzoni, R., & Pares¢hi(2007). Optimal safety stock
levels of subassemblies and manufacturing comperiaetgrnational Journal of
Production Economics, 11Q@47-159.

62.Riddalls, C.E., & Bennett, S. (2002). The stabitfysupply chaindnternational
Journal of Production Research, 459-475.

63.Rinaldi, J., & Zhang, D.Z. (2010An integrated production and inventory model
for a whole green manufacturing supply chain withited contract period and
capacity constraints for supplierénternational Conference on Computers and
Industrial Engineering, Awaji, Japan.

64.Sarimveis, H., Patrinos, P., Tarantilis, C.D., &doudis, C.T. (2008). Dynamic
modeling and control of supply chain systems: Aieev Computers &
Operations Research, @8.), 3530-3561.

65. Schonberger, R.J. (1982apanese Manufacturing Techniquéew York: The
Free Press.

66. Shmaliy., Y. (2007)Continuous-Time Systen&pringer.

67.Simon, H.A. (1952). On the application of servonmatblm theory in the study of
production controlEconometrica, 20247-268.

68. Sethi, S.P., & Thompson, G.L. (200@ptimal Control Theory, Applications to
Management Science and Economigringer.

69. Sipper, D., & Shapira, R. (1989). JIT vs. WIP-ad-off analysisinternational
Journal of Production Research, (87, 903-914.

70.Slotine, J.J.E., & Li, W. (1991 Applied nonlinear controlNew Jersey: Prentice-
Hall.

71.Stalk, G.H., & Hout, T.M. (1990)Competing Against Time; How Time-based
Competition is Reshaping Global Markeiew York: The Free Press.

72.Stein, E.M., & Weiss. G. (1971ntroduction to Fourier analysis on Euclidean
SpacesNew Jersey: Princeton University Press.

73.Sundararajan, D. (2008). Practical Approach to Signals and SystelWvdey.

74.Suzaki, K. (1987)The New Manufacturing Challenggew York: The Free Press.

75.Tan, K.C. (2001). A framework of supply chain ma@sagnt literatureEuropean
Journal of Purchasing & Supply Management3%-48.

111



76.Tepco illustrated report (2013). Retrieved from wtewco.co.jp/en/useful/pdf-
3/13i_full-e.pdf.

77.Towill, D.R. (1982). Dynamic analysis of an invertand order based production
control systemlnternational Journal of Production Research, B71-687.

78.Towill, D.R., & Del Vecchio. (1994). The applicatiof filter theory to the study
of supply chain dynamic®roduction Planning & Control: The Management of
Operations, §1), 82-96.

79.Towill, D.R., Evans, G.N., & Cheema, P. (1997). As&s and Design of an
Adaptive Minimum Reasonable Inventory Control Systmternational Journal
of Production Planning and Control(@®), 545-557.

80.Vassian, H.J. (1954). Application of discrete vhalgaservo theory to inventory
control,Operations Research, 372-282.

81.Warburton, R.D.H., & Disney, S.M. (2007). Order amentory variance
amplification: The equivalence of discrete and pamus time analyses.
International Journal of Production Economics, 1(1102), 128-137.

82.Whybark, D.C., & Williams, J.C. (1976). Materialg@rements planning under
uncertaintyDecision Science, @), 595-606.

83.Wang, X., Disney, S.M., & Wang, J. (2012). Stapilgnalysis of constrained
inventory systems with transportation del&yropean Journal of Operational
Research, 223), 86-95.

84.Wang, X., Disney, S.M., & Wang, J. (2014). Explgritne oscillatory dynamics
of a forbidden returns inventory systeimternational Journal of Production
Economics, 1473-12.

85.Wang, H., Liu, H., & Yang J. (2009). Dynamic anadysf a two-stage supply
chain-a switched system theory approddte International Journal of Advanced
Manufacturing Technology, 43-2, 200-210.

86.Wang, J., Yu, M., Xiao, Y. (2012Dynamic performance optimization of the
supply chain with nonlinear constraintsinternational Conference on
Management of e-Commerce and e-Government, Beigh@a: IEEE.

87.Zinn, W., & Marmorstein, H. (1990). Comparing twtieanative methods of
determining safety stock levels: the demand anddtexast systendournal of
Business Logistics, 11), 95-110.

88.Zhou, L., Naim, M.M., Tang, O., & Towill, D.R. (2@). Dynamic performance
of a hybrid inventory system with a Kanban poliayremanufacturing process,
Omega, 34585-598.

112



Appendix A: Laplace transform table
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F{(s)

ft) 0<t

37. (1/ w)sin(et + ¢ ) + (1/ b)e™™ sin(bt + ¢, )
1 1
(> +P)[6+a) +17] [4a’®® + (a* +b* —0?)*]?
¢ =atan2Qawm.a’ +b* — ")
¢ = atan2Qab a’ -b* + o)
38.
1 o+
S+ ( ) sin(ex +¢)
(5" +a)[6+a) +b']
1 b‘
c=awm)’ +(a +b* -a')’
¢, = atan2(o.a) —atan2(2am.a’ +b* + o?)
¢, =atan2(.a —a) +atan2Qab. (12 -b’ -a’)
s+a
= — L] [b +(a - a) ]
39. S"[(s+a)' +b'] - (at +1- - o ~ sin(bt + @)
c=a" +b’

¢=2atan2b.a)+atan2b.a —a)

5% +oys+oy
40, 2(5+a)(s+b)

ag+ait opla+h) 1 (-2 %oyt
ab @y a-b a o
a a,

Nl
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Appendix B: Frequency response

The transfer function of a system could generatigiude real zeroes and poles and
complex zeroes and poles as below

K (s+2)(s+2,) (@, +a,5+a,)

s+ p)(s+p,) (BS +B,5+5;)

To find the frequency response of the system, veel ne replaces by j& , where & is

H(s) = 0<K
the frequency angis a complex operator that satisfies

j?=-1.
Therefore, we have

K (jw+z)(jw+2) (@(jo)’ +a,jw+ay)
jajwt p)(jw+ p) (B + Bjw+B;)

H(ja) =

The amplitude of this system is
K& +2\a? +2,°(@,0)" + (a, - a,0?)?
e + p’oF + b (B, + (B, - Be?)

p=|H(jw)|=

and the phase of the system is

6= OH(jo) = tan (%) + tan* () + tant (—T2%
Z z -

2 a, alwz

- 2-tan'(2) - tan* () - tan™* (ﬂ)

Py P, :83 - 131(‘-)2

Having pandd, we can find an equivalent frequency transfer fiamcof the system
using the Euler formula, as below

)

H(jo) = &°
Following the above mentioned procedure, we cahtfire equivalent frequency transfer

function of the transfer functions bf, LL,L, andN as below
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(T; +Ty)s+1
Tis(1+ Tgs)(1 + Tps)
Ly(s) =1
T,s +1
(T; +Ty)s +1

Li(s) =

L3(s) =

Li(s)Ly(s)L3(s) = m
Therefore we have

L=p€?% LLL=pe% N=pe™,

whereg,, 8, 0,,6, are

VT 4T +1
pl = ’
Ty T, a? +1,T %o +1

6, = tan (T, +T,)w—tan*(T,&) —tan (T @),

1
p = )
D TaT el +1

6, =-tan"(T.w),

and 6, =0. We cannot determine a uniqye, , because of the nonlinearity.
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Appendix C: Ellipses

A — P
M 1+2p0,0, cOSE, +6,) +(0,0,)
A? _ /012

M2 1+2p,0, c0s,+8,) +(0,0,)°
PN P A+ py2p,AC086, +6,) — "M ? + A =0

_ —2p,AC0S6, +6,) £ 4p, A2 COS(6, +6,) +4p, 2p M ? ~ 4p," A’
ION 2p22A2

Multiplying A into left hand and right hand, anding the conditiongos 8+sin 8=1,

we have,
Ap, = _Acosb, +6y) ii\/ple 2 - A’sin’(6,+6,)
P> J23
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