
 

 

Quasi-Experimental Approaches to  

Health and Utilization 

 

 

 

Keio University 

Graduate School of Business and Commerce 

Ph.D. Thesis 

Reo Takaku 

 

 

 

 

 

 

 

 

 



 

x

Outline 
 

Outline  ................................................................................................................................ x 

 

 

Chapter1 ............................................................................................................................... 1 

Introduction 

 

Chapter2 ............................................................................................................................. 10 

Maternal Labor Supply, Childcare Provision and Child Health: 

Regression Discontinuity Evidence from Japan 

 

Chapter3 ............................................................................................................................. 76 

The Effect of Patient Cost Sharing on Health Care Utilization among Low-income 

Children 

 

Chapter4 ........................................................................................................................... 104 

Does Reduced Patient Cost-sharing Improve Child Health ? 

 

Chapter5 ........................................................................................................................... 146 

: 

 

 

Chapter6 (Reference Paper) ............................................................................................ 165 

Hospital Response to Financial Incentives: 

Evidence From Nighttime EMS in Japan 

 

Acknowledgement .......................................................................................................... 205 

 

 

 

 



�������� 	�

-1-



Introduction

1 Credibility Revolution and Health Economics

Empirical strategy in micro econometrics has changed significantly over the past 25 years. Identification

strategy has achieved a central role in empirical analysis, and strategy clarity is considered a core of identifica-

tion. This movement arose when empirical economists started searching for credible experiments generated

in real-world environments. Beforehand, many econometricians implicitly assumed that the best way to

check the credibility of non-experimental results was to explore the fragilities of the non-experimental pa-

rameters by controlling many different sets of covariates. Leamer (1985) clearly expressed his optimistic

views on sensitivity analysis, which can be used to control covariates systematically and not arbitrarily.

After criticizing ad hoc sensitivity analysis of previous studies, he wrote “what we need instead are orga-

nized sensitivity analyses. We must insist that all empirical studies offer convincing evidence of inferential

sturdiness,” concluding

An epidemic of overparameterization debilitates our data analyses. We need strong medicine to

combat this disease. I know a global sensitivity analysis is a bitter pill to swallow. But try it, I

think it’s going to make us all feel much better. Maybe not entirely well, but better anyway.

The same optimistic sentiments on sensitivity checks were expressed in “I Just Ran Two Million Re-

gressions” by Sala-i Martin (1997). The title of his AER paper eloquently shows how econometricians once

believed the effectiveness of sensitivity checks for estimating causal parameters. In order to find factors

associated with GDP growth, Sala-i Martin (1997) applied the extreme-bound tests proposed by Leamer

(1985). His strategy amounts to finding covariates that show the estimated coefficients are stable even if

other covariates are controlled. However, no empirical economist today is satisfied with such a remedy.

Instead, we find that many different sets of covariates may not lead to identification of causal parameters.

Such parameters may only be identified by finding a plausible source of exogenous variation from natural-

and quasi-experiments in the absence of experimental randomization.

Angrist and Pischke (2010) call this change the “credibility revolution” , which breaks out a revolution

in the manner of writing micro-econometrics papers in many fields. Today, many researchers spend an in-

creased amount of time considering better research designs rather than making the econometric specification

functional form sophisticated and implementing hundreds of sensitivity checks. Angrist and Pischke (2010)
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express their view briefly that a clear-eyed focus on research design is at the heart of the credibility revo-

lution in empirical economics. Although the revolution has not yet swept macroeconomics and industrial

organization, it may have already been completed in labor, public, and development economics.

In addition, statistical methodologies, which originate from epidemiological studies, have been extensively

applied to economic empirical analysis. For instance, the difference-in-differences (DID) approach, which was

incorporated into economic analysis in the mid- and late- 1980s, is an application of clinical outcome research

for social science. As a result of the acceptance of epidemiological statistical tradition, complex empirical

specifications have gradually become regarded as a sign of a desperate struggle to overcome problematic

and demanding assumptions in identification. Instead, many empirical researchers have increasingly relied

on naive OLS with clustered-robust standard errors1. Two major empirical strategies for identifying causal

effects from observational data, namely DID and regression discontinuity design (RDD), have also been

implemented using OLS without particular computational difficulties. Thus, researchers have focused their

efforts the validity of the research design, because the interpretation of the results using DID and RDD are

very sensitive to the identification assumptions made.

The credibility revolution started sweeping health economics after the turn of the 21st century pursuant

to pioneering works in labor economics(Angrist and Krueger, 1991; Card and Krueger, 1994) and public

economics (Gruber, 1994). This revolution seems to have completely changed the quality of empirical

research in health economics research, as it has in the precedent fields. This is particularly noticeable in the

Handbook of Health Economics Volume 1 published in 2000, as literature reviews in some of the book s

chapters may have limited relevancy to recent academic arguments. Because of the rapid accumulation of

theoretical and empirical literature, some chapters in the old handbook may have become obsolete within

a decade of publication. Thus, the editors of the Handbook of Health Economics Volume 2 published in

2011 also acknowledged that “methods in health economics have evolved over the past ten years” and that

“standards for identifying causal relationships have been elevated” (Mark V. Pauly and Barros, 2011). In

addition to the incorporation of behavioral economic theories into healthcare analysis, the rapid evolution in

health economic during the past 15 years seems to have been led by the credibility revolution in econometric

analysis.

To explore the essence of the revolution, we can determine the main advantages of clear research design

by considering randomization. In contrast to most micro-econometric literature without randomization,

randomized controlled trials (RCTs) provide the causal effects of interest solely through a simple mean

comparison of outcome variables between the treatment and control groups. Given that it is often difficult

for empirical economists to choose which variables to control and that the empirical results often change based

on the controlled variables2, the advantage of RCTs seems obvious. As Griliches (1986) notes, econometrics

1A symbolic example that shows the nature of this change is the explanation on the two-stage least-square (2SLS) estimator
in famous econometrics books. For instance, Hayashi (2000) notes that the 2SLS estimator is a special case of the GMM
estimator, but Angrist and Pischke (2009) emphasize that the 2SLS estimator can be derived as a ratio of two OLS estimates:
instrumental variable coefficients in reduced-form OLS and first-stage OLS.

2This is the reason why Leamer (1985) proposed his extreme-bound analysis.
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would be unnecessary if perfect data could be obtained and randomization could be exploited for all questions

we are trying to answer.

However, a fundamental limitation of the RCT is its huge cost and potential ethical problems for imple-

mentation. For instance, the total cost of the RAND Health Insurance Experiment, a notable experimental

study implemented for health economic studies, amounted to 295 million USD in 2011 dollars (Greenberg

and Shroder, 2004). Because of the cost concerns, implementing an RCT for every social scientific study

is not feasible. Instead, a growing body of literature has exploited quasi-experiments. The advantage of

quasi-experimental design is that it provides estimates similar to RCT with low implementation costs. In

general, quasi-experimental studies utilize shocks and distortions in the real world generated by exogenous

interventions. In some cases, the government seems to be a plausible outsider that exogenously intervenes for

players. Although the first generation of the credibility revolution used macroeconomic regional conditions

as exogenous shocks for individual behaviors, these shocks seldom contributed to valid causal identification

because they hardly met exclusion criteria. Hence, recent papers have increasingly focused on the exogenous

variation resulting from arbitrary intervention created by governments.

2 First Motivation: Application of the Credibility Revolution to Health-

care in Japan

The main contribution of my dissertation is to apply the credibility revolution to analysis on healthcare in

Japan. Such an application is not new but still of particular importance because few quasi-experimental

studies on the Japanese healthcare system have been conducted. Many studies on the Japanese healthcare

system lack a clear identification strategy and simply compare the outcomes in different groups. Hence, policy

implications from these studies are very limited (Ikegami, 2014). A low contribution of health economics

to health policy in Japan is disappointing for our society, because economics should contribute significantly

to population dynamics and the financial environment in Japan. For instance, Japan will face rapid ageing

under tight fiscal conditions within 10 to 20 years. This suggests that there is no room for implementing

inefficient policies, and thus, we must choose effective policies from many potential alternatives. Even

today, these social pressures create demand for evaluating the costs and benefits of policies. The credibility

revolution helps meet such demand, because it provides sophisticated statistical guidelines to evaluate the

effectiveness of social programs (Angrist and Pischke, 2009). Through this dissertation, I try to follow these

guidelines as faithfully as possible. In this sense, my dissertation is an application of existing methodologies,

but it will contribute to the understanding of the policy effects with certain validity.

Here, I do not indicate the importance of evidence-based policy as my motivation. As explained in

Kenjoh (2001) and Ikegami (2014), in Japan, policy is usually derived from power rather than from evidence.

Hence, our empirical results likely do not directly affect the ultimate design of a given policy. Policymakers

that quote our findings likely do so because our findings provide evidence favorable to them. Rather, I
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think that the main function of program evaluation by statistical specialists is to check the consequence

of a policy introduced as a result of political power balances. By reviewing consequences, I hope that

increasingly accurate knowledge on program effects will be shared among the population, resulting in higher

accountability required from future politicians3.

Following this motivation, I restrict my evaluation to the effects of various policies using standard program

evaluation methodologies from the literature. My dissertation includes five chapters and attempts to uncover

the effects of policies such as the Medical Subsidy for Children and Infants (MSCI) and child allowance

using standard methodologies such as DID and RDD. In this sense, my dissertation is an orthodox attempt

to show the possibility of applying program evaluation methodologies to healthcare in Japan.

3 Second Motivation: Child Health in Japan

The second motivation is related to the fields rather than to the methodologies. In four out of five chapters,

I present an analysis on child health and healthcare utilization. This is because there is only a small volume

of policies directed to households with children in Japan. As reported in the Ministry of Health and Welfare

(2012), social expenditure for households as a percent of GDP is one-third that in France and Sweden. In

addition, child poverty rates have been rising since the mid-1990s (OECD, 2012). In 2010, the poverty rate

for children under 18 years in Japan was 15.7%, similar to those of Canada and Italy but almost double the

rates of Germany and Sweden.

This is a problematic issue from a health perspective. First, increasing poverty and politically inactive

attitudes for households with children may result in inequality in childhood health status. Hence, under-

standing the effectiveness of policies directed toward children with low socioeconomic status is critical. In

addition, we should not underestimate the importance of changes in disease structures among children. Dur-

ing the past 50 years, infectious diseases have substantially diminished, and survival rates for children with

cancer, congenital heart disease, leukemia, and other conditions have greatly improved. However, chronic

conditions such as asthma, allergic dermatitis, and mental health problems have been increasingly prevalent

among children. In Japan, the incidence rate of asthma was only about 1 percent in elementary school-

aged children in 1990, but it increased to over 4 percent by 2012. Although there are no comprehensive

statistics, anecdotal evidence suggests that mental health problems such as attention deficit hyperactivity

disorder (ADHD) may be increasing, although such an increase may partly be the result of better awareness4.

Given that these chronic conditions may be concentrated among children from low-income households (Per-

rin et al, 2014), recently increasing poverty among children may have accelerated health inequality across

3A similar view is expressed in Ikegami (2014), who presents a somewhat passive view on the role of intellectuals. However,
Kenjoh (2005) expresses his view in a rather active style, hoping that intellectuals may affect the “high-spirited heresies” (in
Japanese: Kigai no aru Itann Tachi) and thus help change policies. This is interesting, because both Kenjoh (2005) and Ikegami
(2014) have the same view on the policy formation process. However, in either view, the possibility that policy analysis directly
affects policy is clearly denied.

4These changes indicate that mortality rate, which is a standard health outcome, is no longer an adequate measure for
population health.
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socioeconomic status.

To improve the health of underprivileged children, we must first discern the effectiveness of alternative

policies. For instance, the national government provides child allowance for households with children, and

local governments subsidize out-of-pocket costs for child healthcare utilization. Next, we investigate whether

an additional one billion JPY should be used for child allowances or medical subsidies. I did not find sufficient

evidence in previous studies to answer this question, because few studies directly evaluate the effects of these

policies. Hence, I construct my dissertation to fill the gap between high political needs and the existing

literature and to find clear guidelines for future policy.

4 Outline and Summary

With the fulfillment of these needs as motivation, I address the following issues in this dissertation.

• Effects of Maternal Employment on Child Health (Chapter 2)

• Effects of Medical Subsidies for Children and Infants on Healthcare Utilization (Chapter 3)

• Effects of Medical Subsidies for Children and Infants on Child Health (Chapter 4)

• Effects of Child Allowances on the Psychological Health of Parents (Chapter 5)

• Manipulation of Hospital Arrival Time by Emergency Care Providers (Chapter 6)

In Chapter 2, I explore the association between child health and maternal employment to understand the

social costs of increasing maternal employment. Over the past 3 decades in Japan, the number of women who

participate in labor force and have children has gradually increased. According to the Labor Force Statistics,

labor force participation rate for married women aged 30-34 was only 44.1% in 1985, but it increased to 55.6%

by 2012 (Cabinet Office, 2013). However, existing knowledge on the cost and benefit of the increased labor

force participation of married women is fairly limited, because a relatively small number of studies have tried

to disentangle the “causal effect” of maternal employment on child health. Exploiting an exogenous shock

to maternal employment as an instrumental variable, this chapter identifies the causal effect of maternal

employment on child health in Japan. Specifically, I focus on the fact that many women exit the labor market

when their firstborn child enrolls in elementary school because of shortage of afterschool childcare. This

problem is notorious in Japan and is called the “wall for mothers with first graders.” Facing such a “wall,”

mothers reduce their labor supply and younger siblings receive more parental care after the firstborn child

enrolls in school. This institutional setting provides plausible variation to estimate the impact of reduced

maternal labor supply assuming no direct effect of school enrollment for the firstborn child on the health of

younger siblings. This empirical strategy provides a novel regression-discontinuity estimate based on unique

Japanese institutional settings. In addition, this chapter may provide direct policy implications, because

the national government in Japan is developing various new policies to encourage maternal employment.
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In Chapters 3 and 4, I investigate the effects of reduced patient cost-sharing on healthcare utilization

(Chapter 3) and health (Chapter 4), exploiting the expansion of the MSCI as a natural experiment. In

Japan, the national co-insurance rate is 20 percent in preschool children and 30 percent in school-age

children, but municipalities reduce these rates at their own financial expense. This subsidization program

has been dramatically expanded in the last decade. In Chapter 3, I explore how the expansion of MSCI in

Hokkaido prefecture affected the utilization of healthcare services among preschool children using insurance

claims in a city. In addition, the effect on health status is examined in Chapter 4 using six waves of the

Comprehensive Survey for Living Conditions, from 1995 to 2010.

Chapters 3 and 4 also provide important contributions on how patient cost-sharing is associated with

healthcare utilization and patient health. Thus far, most existing knowledge on these issues results from the

RAND Health Insurance Experiment (Manning et al, 1987), which is the most comprehensive randomized

experiment on the effect of cost-sharing. However, the experimental results of 30 years ago would not be

directly applicable today, especially to other countries. In addition, few studies have addressed the impacts

of patient cost-sharing on child health. Because childhood health status is widely recognized as an important

determinant for future achievement and health, creating new reliable estimates in the context of child health

is of particular importance. The MSCI expansion in Japan provides a golden opportunity to investigate the

real-world effects of patient cost-sharing among children.

In Chapter 5, the effects of the reform of child allowance led by the Democratic Party in 2010 is examined.

The identification strategy is based on the fact that the increase in child allowance in 2010 differed across

households according to the number of children and their age. For instance, the cash transfer from child

allowance increased by 60,000 JPY for households with one school-age child, while it increased by 180,000

JPY for those with three school-age children. Hence, a situation occurs where one mother receives a large cash

transfer but another mother receives less. Using these differential exogenous increases in child allowances, I

estimate the effects of cash transfers on various mental health measures. Here, the investigated outcome is not

that of children but of their mothers. For evaluating the effect of child allowance, child outcomes?such as test

scores and health metrics?act as firsthand measures. However, maternal mental health is deeply associated

with child outcomes, and children cannot be happy if they have an unhappy or discouraged mother. In this

sense, the improvement of maternal psychological health and happiness may be an important channel through

which child allowance improves child outcomes. This perspective provides useful insight for the evaluation

of child allowance in Japan, because previous studies on the effects of child allowance in Japan consider

only the effects on consumption, implicitly assuming that child allowance improves child outcomes through

increased purchases of goods and services for children. This view seems to have very limited relevancy given

the large overall effect of child allowance. Although this chapter is written in Japanese and forthcoming in

Quarterly of Social Security Research (Kikan Shakai Hosyo Kenkyu), I add it to this dissertation because

the scope and results of this study are relevant to other chapters.
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The final chapter is separate from the others. In Chapter 6, coauthored with Atsushi Yamaoka, we

attempt to uncover the association between hospital behavior and financial incentives. Although the theme

is not related to child health, we adopt a careful identification strategy to uncover the causal effect of financial

incentives. In this sense, this chapter is mainly based on the first motivation, namely the application of the

credibility revolution to healthcare in Japan.

Concerning the identification issue, it is difficult to identify the causal effects of financial incentives on

the behavior of healthcare providers because unobservable patient characteristics are associated with the

choice of medical facilities, which are often subject to different payment systems such as fee-for-services

(FFS) and capitation payment (CAP). Hence, a comparison of the treatment provided under FFS and CAP

cannot provide a causal effect of payment systems on treatment choice, because hospitals with different

payment systems receive different patients. In this chapter, we overcome this problem by focusing on a

manipulative behavior among hospital care providers in Japan. Specifically, reimbursement for hospital

care in Japan is linked to the number of midnights a patient stays in the hospital. Then, we argue

that this midnight-to-midnight method may provide an incentive for healthcare providers to accept

emergency patients before midnight, because they generate additional reimbursements through an extra

night of hospitalization compared to those who arrive after midnight. We test this prediction using all 2.1

million administrative records of emergency medical transportation around midnight in Japan from 2008 to

2011. Given that the occurrence of emergency episodes is random, the detection of manipulating hospital

arrival time may help clarify the effects of financial incentives.
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Maternal Labor Supply, Childcare Provision and Child Health:

Regression Discontinuity Evidence From Japan∗

Reo TAKAKU†

Abstract

In Japan, mothers are likely to exit from labor market when their eldest child enrolls in elementary

school because of many institutional barriers such as shortage of after school childcare. Using the eldest

child’s enrollment in elementary school as an exogenous shock to maternal labor supply, this paper explores

how health of the younger preschool siblings responds to the decreased maternal labor supply. Using a

regression discontinuity design, I marginally compare preschool children whose eldest sibling enrolls in

elementary school or remains in preschool. The results show the maternal employment rate drops by 4-5

percentage points after the eldest child’s school entry. In addition, reduction of maternal labor supply leads

to an increase of parental care for the younger siblings. As a result of substantial decreases in maternal

labor supply and increasing parental care, the probability of taking a “fever” decreases among the younger

siblings, suggesting reduction of maternal labor supply improve child health. However, there seem to be

no improvements on the other subjective and objective measures of child health such as the incidence of

injuries and hospitalization. Taken together, this paper indicates that the reduction of maternal labor

supply is associated with improvement of the health of preschool children, but the magnitude is not large

at least in the short run.

Keywords : child health, maternal employment, regression discontinuity design, Japan

JEL classification : I0, J21,J13,C26
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1 Introduction

Over the past three decades, the number of women with children who participate in labor forces has increased

gradually in Japan, as well as in the other developed countries. According to the Labor Force Statistics,

labor force participation rate for married women aged 30-34 was only 44.1% in 1985, but it had increased to

55.6% by 2012 (Cabinet Office, 2013). However, what we know on the cost and benefit of the increasing labor

force participation in married women is fairly limited. In particular, relatively small number of studies has

tried to disentangle the “causal effect” of maternal employment on child health, which would be potentially

the major cost or benefit of increasing employment of mothers.

To uncover the causal effect of maternal employment, this paper employs a quasi-experimental strategy,

exploiting the unique Japanese institutional settings on the childcare availability. My research design relies

on the fact that mothers in Japan experience discontinuous reductions of childcare availability when their

children enroll in elementary school on April at the age of 61. Although school hours in the first and second

grade are very short and there are also long seasonal vacations in elementary school, the availability of

after school childcare for school-age children is quite limited. Such discontinuous reduction of childcare

availability is notorious in Japan, and called “a Wall for the Mothers with First Grader” (in Japanese:

Shōgakkō Ichinensei no Kabe). Facing the “wall”, many mothers exit from labor market to provide after

school childcare, even if they had worked when their children were preschool.

Exploiting this Shōgakkō Ichinensei no Kabe, the present paper establishes a novel Regression Discon-

tinuity (RD) evidence on the impact of maternal employment on child health. Specifically, I explore how

the health status of the younger preschool siblings changes before and after the eldest child’s enrollment in

elementary school. The intuition of this strategy is that the younger siblings are likely to receive maternal

care because of mother’s exit from labor market, when the eldest child has just enrolled in elementary school.

If the other covariates are smooth around the cut-off month, the observed changes in health status at the

same month should be attributed to the reduction of maternal labor supply and increasing parental care.

This RD design is applied for the 6 waves of Comprehensive Survey of Living Condition from 1995 to 2010,

which is the nationally representative sample of Japanese population.

Three findings are followed. First, RD estimates show that maternal employment rate significantly drops

by 4-5 percentage points just after the eldest child’s school entry. Given that the employment rate just before

the cut-off month is 41%, the size of the employment loss due to Shōgakkō Ichinensei no Kabe is substantial.

Second, as a result of reduced maternal employment, the younger siblings are more likely to receive parental

care in weekday. If the quality of parental care may be higher than any other types of childcare, these

findings suggests the quality of care received by the younger preschool siblings may be discontinuously

improved. Third, reduction of maternal employment and increase of parental care improve health status of

these siblings, with a significant reduction of children who take a “fever”. However, I do not find significant

1Fortunately for my study, the school admission date is strictly enforced with almost complete compliance. Kawaguchi
(2011) reports the percentage of children who cannot admit elementary school at April 2 is only 0.03 percent. As is mentioned
in Shigeoka (2014b), this low exemption rate sharply contrasts with the situation in U.S.
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improvements on the other subjective and objective measures of child health such as incidence of injuries

and hospitalization. These results suggest that, in the short run, the decrease of maternal labor supply and

increase of parental care are not associated with serious health conditions among preschool children. Finally,

my main findings survive after the several robustness checks.

The renaming paper is organized as follows. Second section provides brief background of this paper such

as prior literature reviews and institutional background on after school childcare in Japan. Section 3 gives

explanations on the standard methodologies and RD design. Section 4 describes data and the definition of

outcome variables. Section 5 shows the results from standard methodologies such as OLS and conventional

IV. Next, section 6 summarizes results from RD design. In section 7, placebo tests which exploit potential

timing of the treatment are implemented for a robustness check. Finally, concluding remarks are presented

in section 8.

2 Background

2.1 Prior Literature

This subsection summarizes the review of prior literature which considers the identification of causal effect

of maternal employment on child outcomes, mainly on child health. First studies which tried to explore

the causality have employed maternal fixed effect to address omitted variable bias (Waldfogel et al, 2002;

Anderson et al, 2003; Aizer, 2004; Ruhm, 2004; Aughinbaugh and Gittleman, 2004; Gordon et al, 2007).

Using fixed effect model, unobservable factors which affect both mother’s labor supply and child health

(e.g. preference of mother) can be successfully eliminated if they were time-invariant. As Gordon et al

(2007) mentioned, this assumption would be sufficiently plausible if additional covariates do not change the

coefficient of maternal employment to a large extent. However, it is ad-hoc and far from completely plausible

because we cannot include all potential covariates into our regression. In addition, it is impossible to address

simultaneous bias or reverse causality with the inclusion of additional covariates.

Instead, some papers have employed instrumental variable technique. Nevertheless the conventional IVs

such as female unemployment rate have failed to uncover the causal effect because of the low explanatory

power (von Hinke Kessler Scholder, 2008; Cawley and Liu, 2012; Gwozdz et al, 2013; Datar et al, 2014;

Wüst, 2014). The problem of weak instrument in this issue is widely recognized. For instance, Cawley

and Liu (2012) wrote in their conclusion that “an important direction for future research is to find valid

and powerful instruments for maternal employment, and investigate whether maternal employment has the

causal effect of reducing mother’s time spent in activities”2.

Given the stream of existing literature, recent studies have exploited quasi-experimental changes in

maternal employment in order to uncover causal effect of maternal employment on child health (Baker and

Milligan, 2008; Gennetian et al, 2010; Morrill, 2011)3. These experimental studies have presented no or

2This sentence is also cited in Gwozdz et al (2013).
3Berger et al (2005) also try to uncover the causal effect using propensity score methods. However, as is pointed out in Ruhm
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negative effect of maternal employment on child outcomes, while the results varies greatly. For instance,

Baker and Milligan (2008) exploit the expansion of mandatory maternal leave, comparing the changes in

outcome variables between pre- and post-expansion. Their paper reveal that the expansion of mandatory

maternity leave in Canada reduced employment rate among mothers after birth and sharply increased the

duration of breastfeeding, while they also show the impact on subjective health of mothers and children

and children’s cognitive ability would be generally weak4. The more strong negative effects are observed

in Morrill (2011) who focuses on the fact that labor participation rate discontinuously increases when the

mother’s youngest sibling is eligible for kindergarten5. The IV estimates in Morrill (2011) indicate that

maternal employment increases overnight hospitalizations by 4 percentage points, injuries and poisonings by

5 percentage points, and asthma episodes by 12 percentage points, each by around 200 percent. On the other

hand, the study which exploits randomization shows more modest negative effect of maternal employment.

Gennetian et al (2010) use the experimental data from a welfare-to-work program implemented in the early

1990s in the US, showing that a percentage point increase in employment induced by a welfare reform

program decreases the probability of a child being in very good or excellent health by 0.6 percentage points.

Finally, as for the studies which use the sample of Japanese population, Tanaka (2008) investigates how

maternal employment affects the educational attainment of children, using household data from the Japanese

General Social Survey (JGSS). Although he finds maternal employment has negative effects on the children’s

educational attainment, but the empirical strategy is based on OLS, assuming maternal employment status

is exogenously given.

2.2 After School Childcare and Maternal Labor Supply in Japan

Employed mothers arrange a variety of alternative cares to ensure safe after school environment. In general,

Japanese children in lower grade levels appear to be in home care with parental supervision, compared

with other developed countries, because use of out-of-school services are not common in Japan. According

to an international comparative survey from OECD (2011), 80-90 % of children in the Nordic countries

such as Denmark and Sweden use out-of-school-hours care services, while the rate is only 11.2 % in Japan.

This rate is higher than Germany and Italy, but lower than France, UK and Canada6. The reason why is

partly because of low labor participation rate in women in Japan, especially in the women with children.

Historically, married women have been a main provider of after school care and supervision.

Recently, this tendency has been gradually changed as women with children have participated in labor

(2014), the results obtained from propensity score methods are likely to be sensitive to the choice of covariates and assumption
to balance the characteristics between treatment and control.

4Based on the same research design, Baker and Milligan (2010) find weak impact of the increased maternal care on child’s
developmental outcomes, while the reform crowded out the home-based care by unlicensed non-relatives.

5There is another study which exploits variation of maternal labor supply which is caused by the exogenous changes in one
of the siblings. Bettinger et al (2014) exploit the introduction of a program which was intended to give incentives for parents
to stay home with children under 3 years in Norwegian, investigating the effect on the older siblings. They find a significant
positive treatment effect on older siblings tenth-grade GPA, while their mothers reduced labor force participation.

6Recent international comparison study for children aged 8 to 13 years old(Akashi et al, 2014) also shows the likelihood of
being alone or without adult supervision after school is higher in Japan than in Germany, UK, Franc and Korea.
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market. Nevertheless, primal political interests have been on expansion of childcare services for preschool

children, rather than school-age children. Indeed, the shortage of after school childcare has been regarded as

a minor issue compared with that of preschool childcare. In the economic researches, this tendency is almost

the same: Although there have been huge public debates on the considerable shortage of licensed childcare

services for preschool children and how it constrains women’s labor supply7, there are no comprehensive

studies on the shortage of after school childcare for first and second graders in elementary school. In the

legalization process, provision of childcare for preschool children was legalized by the Child Welfare Act in

1947, while it was 1997 when provision of after school childcare was legalized. The lack of public attention

to expand after school care inevitably results in the considerable shortage of care. As childcare for preschool

children has been gradually expanded, the gap in childcare availability before and after school entry has

increased rapidly and become like a “cliff”. ASCLC (2013) estimates the utilization rate of after school

childcare was only 67 % of the new students who had been left to daycare center when they were preschool,

suggesting the large underling demand for after school care.

Inevitably, such a discontinuous reduction of childcare availability works as a strong barrier which keeps

mothers away from labor market, although no research reveals the exact amount of employment loss due to

this barrier 8. On the other hand, there are also sufficient anecdotal evidences that suggest the discontinuous

reduction of childcare availability, which is named “a Wall for the Mothers with First Grader” (in Japanese:

Shōgakkō Ichinensei no Kabe), sharply decreases mother’s participation for labor market.

In order to reduce the gap in the childcare availability before and after the school entry, prime minister

Shinzō Abe recently has emphasized the importance of increasing after school childcare, including the policy

to expand childcare for school-age children into his “growth strategy” published in June 2014 (Prime Minister

of Japan and His Cabinet, 2014). Specifically, it intends that the supply of after school childcare will increase

from current 0.9 million to 1.2 million by the end of 2019 fiscal year. According to the prime minister’s

explanation, this policy will effectively eliminate the current gap between availability of childcare before and

after child’s admission to elementary school and lead to increasing female labor supply.

3 Empirical Strategy

To clarify the nature of RD methodology, this paper compares the results from traditional methods with

RDD. In this section, I explain my RD strategy after introducing standard methodologies.

7See Zhou and Oishi (2005), Lee and Lee (2014) and Kawabata (2014). Zhou and Oishi (2005) estimates underling demand
for licensed childcare services and find that the size of underling demand was 111% of provided amount of child care services.
Lee and Lee (2014) and Kawabata (2014) investigate the effect of childcare availability on mother’s employment. In particular,
Kawabata (2014) finds childcare provision for mothers with children under 3 years old helps to augment their participation for
labor market.

8JILPT (2013) presents the average employment rate of mothers based on the age of the youngest child and find the reduction
of employment rate when children admit to elementary school, although the number of observation used in the study is small.
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3.1 Standard Methodology

Most analysis which investigate the effect of maternal employment on child outcome begin their studies with

estimating simple OLS, based on following equation,

Hit = a0 + a1MEMPit +Xita2 + ǫit, (1)

where Hit is a child outcome such as health status, MEMPit is a variable which denotes maternal

employment, Xit is a vector of covariates and ǫit is an error term. In this equation, it should be noted that

there is no consensus which variable should be used for MEMPit. Some studies utilize mother’s working

hour as MEMPit (Anderson et al, 2003; Gordon et al, 2007; Datar et al, 2014), while the other utilize

a binary variable which captures whether a mother worked or not (Morrill, 2011; Cawley and Liu, 2012;

Wüst, 2014) or a categorical variable which varies according to working status such as full-time or part-time

(Bernal and Keane, 2011; Gwozdz et al, 2013). Among these variables, I use a binary variable which captures

extensive margin of labor supply because of the limitation of the data. Even if which variables are used, we

can obtain unbiased estimate of a1 once we control all variables which potentially affect dependent variable.

However, the condition of such unbiased estimate is so demanding that many studies try to address the

empirical inconsistency which accrues from the use of OLS9. Among them, the conventional method which

is applied repeatedly is an instrumental variable technique which utilizes region-level female unemployment

rate as an IV for maternal employment. Although some studies criticize the use of this IV because of

several serious problems, it is conventionally applied in order to check the robustness of the the main results

from OLS or maternal FE (Anderson et al, 2003), frequently failing to uncover causal effect of maternal

employment due to weak instrument (von Hinke Kessler Scholder, 2008; Cawley and Liu, 2012; Gwozdz et al,

2013; Datar et al, 2014; Wüst, 2014).

To replicate their results, I estimates two-stage least square model with regional female unemployment

rate as an IV, based on following first stage regression,

MEMPit = b0 + b1UNEMPrt +Xitb2 + εit, (2)

where UNEMPrt is a local female unemployment rate in year t and region r, which is obtained from

the Annual Labor Force Survey10. On this conventional IV specification, we should note that there are

serious threats for the exclusion restriction even if the first stage F statistics would be enough high to reject

the null hypothesis of weak instrument11. First, Cawley and Liu (2012) insist that local macroeconomic

9Mother fixed effects are widely used to address omitted variable biases if we have longitudinal data (Anderson et al, 2003;
Ruhm, 2004; Aizer, 2004; Wüst, 2014), but my data are from a repeated cross sectional survey. Hence, the results from mother
FE cannot be presented.

10Regional classification is not based on 47 prefectural border, but 10 conventional regions. The data are from
http://www.stat.go.jp/data/roudou/longtime/03roudou.htm (Accessed on July 10, 2014.).

11Following a conventional wisdom, the instrument is not weak if the F statistics is over 10.
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condition would not only affect endogenous maternal labor supply but also affect child health directly. This

is a main reason why female unemployment rate is not valid instrument. Second, the exclusion restriction

would be violated because we can measure the amount of maternal employment only partially because of

the limitation of data. For instance, some papers measures maternal labor supply by the extensive margin

(i.e. whether a mother works or not), assuming intensive margin is not affected, but local macroeconomic

environment would affect working hours (intensive margin) as well as employment itself. Since mother’s

working hours would be relevant to child outcomes, the violation of exclusion restriction may exaggerate the

impact of maternal employment12.

3.2 Regression Discontinuity Design

3.2.1 Identification Assumption

Since low availability of after school childcare makes mothers exit from labor market in Japan, the younger

siblings are likely to receive more parental care when the eldest child enrolls in elementary school. Exploiting

the discontinuous reduction of the mothers’ participation in labor market, this paper implements a RDD

analysis to estimate the effect of maternal employment on child health. The RDD in this paper is imple-

mented with the elder sibling’s age in month as an assignment variable. In addition, since the treatment

does not necessary affect maternal employment with full compliance, “fuzzy” RD, rather than “sharp” RD is

employed (Lee and Lemieux, 2010). Before introducing the empirical specification, I should clearly state two

identifying assumptions. First, my RDD requires that underlying characteristics of the younger preschool

distributes continuously around the threshold, namely the month of the the eldest child’s enrollment in

elementary school (continuity assumption). Second, the eldest child’s enrollment in elementary school must

affects child health status only through maternal employment (exclusion restriction).

On the first assumption, we should note that the characteristics of children may not be continuous

around a school-entry-age cutoff date since parents may manipulate birth timing. This potential problem

is intrinsic to the any school-entry-age cutoff RD (Dobkin and Ferreira, 2010; McCrary and Royer, 2011;

Shigeoka, 2014b). In Japan, parents may want to deliver after April 2 because of the potential advantage of

cognitive and non-cognitive achievement over the those born in March (Kawaguchi, 2011; Shigeoka, 2014b)13.

In addition, birth timing may exhibit natural seasonality14 and reflect socio economic backgrounds of the

parents, which are not observable. Then, marginal comparison between children born around school-entry

cutoff date necessary reflects these unobservable characteristics. Although this problem is clearly minor if

12The latter threat would be crucial even if we exploit quasi-experiments. Off course, suitable quasi-experiment provides an
identification which assures that the IV affects outcome variables only through maternal labor supply, but it is very difficult
to find a quasi-experiment which affects only the extensive margin of maternal labor supply. For instance, in Morrill (2011)’s
study, the endogenous variable is a dummy which takes one if the mother participates in labor market, implicitly assuming the
treatment does not affect working hours and shift time.

13Kawaguchi (2011) shows test score is higher among older children than younger counterparts in 4th to 8th grade. Shigeoka
(2014b) finds that there is a considerable manipulation of birth timing around April 2 using the universe of births during 1974
to 2010 and there effects are heterogeneous, showing births by younger mothers, 2nd-born births, and male births are more
shifted than births by older mothers, 1st-born births, and female births.

14Kawaguchi (2011) suggests that farmers are likely to have birth in winter because of low work load.
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birth month of the younger siblings is independent from that of the eldest child, we should again note that

birth month of the eldest child may reflect household-level characteristics which must affect the younger

siblings.

Whatever the reason, heaping and seasonality in birth months is a challenge for RDD analysis, since the

Comprehensive Survey for Living Conditions is only conducted in one day in June. To address this threat,

I control birth quarter fixed effects. Although it is possible to include birth month fixed effects, but due to

limited range of the bandwidth, quarter rather than month effects seem to absorb seasonality of birth timing

accurately even under the relatively small bandwidth15. It should be noted that, due to the consideration

of seasonality in birth timing, my analysis deviates from a conventional wisdom that recommends to choose

smaller bandwidth (Hahn et al, 2001). For instance, we cannot shorten the bandwidth within 6 months

around the threshold since the coefficient of quarter birth dummies cannot be estimated. When heaping and

seasonality bias would be relevant, as in the school-entry cutoff RD, large bandwidth combined with seasonal

dummies would be the second best strategy since small bandwidth would make non-random heaping bias

more severe (Barreca et al, 2011).

Second assumption is exclusion restriction that the reduced form effects of the eldest child’s enrollment

in elementary school on health of the younger siblings would come only from the changes in maternal

employment. Given many other potential paths through which mothers take to adjust they labor supply

than the adjustment in the extensive margin, this assumption may be somewhat demanding. For instance,

mothers may reduce working hours for their part-time jobs and the others may shift the working time to

mid-night or early morning to provide after school childcare when their child admits to elementary school. In

addition to the adjustment in the decision whether or not to exit from labor market, these adjustments may

also affect child health. This potentially violates the exclusion restriction of my strategy. Even if it is the

case, however, we should note that the reduced form estimate reveal the meaningful total effect of maternal

labor supply, which is caused by the eldest child’s enrollment in elementary school. Although I am aware

of the difficulties to detect the entire response in mother’s labor supply for the treatment, it seems to be a

reasonable assumption that the treatment does not affect other mediators than mother’s response in labor

market. For instance, the treatment may not affect housing choice and father’s contribution for childcare.

In addition, if health condition of the eldest sibling is highly responsive to the environmental changes due to

the enrollment in elementary school, health of the younger siblings are possibly affected by inter-household

infection. However, we do not have enough reasons to believe that it is the case. At least, I believe that

mothers’ decision on how much they work is a major and primal mediator which accounts for the effect of

the eldest child’s school entry on the health status of the younger preschool siblings. Thus, throughout this

paper, I present reduced form estimates and IV estimates together and try to provide careful interpretations.

15From the same reason, Shigeoka (2014a) controls birth month fixed effects in order to rule out seasonality of birth. Note
that his age-based RDD utilize relatively wide bandwidth (10 years from 65 years to 75 years), but this paper uses much smaller
bandwidth (6 years before and after school-entry cutoff month).
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3.2.2 Econometric Specification

Following the discussion above, I begin with estimating following equation to examine how the eldest child’s

school entry constrain maternal employment, controlling seasonality and heaping in birth timing of the eldest

sibling by birth quarter fixed effects,

MEMPit = α0 + α1Dit + f(Zit) +Xitθ + τ + year + pref + ζit, (3)

where Dit is a binary variable which takes one if the eldest child is school-age and otherwise zero, Xit is

a vector of covariates and ζit is an error term. f(Zit) is a polynomial function of age in months of the eldest

child (Zit), which is specified as,

f(Zit) =
n
∑

k=1

(

(Zit − C)k +Dit(Zit − C)k
)

, (4)

where, n is an order of polynomial. In this specification, C is the cut-off value which standardizes the

term Zit−C as zero when the eldest child admits to elementary school on April at the age 6. Specifically, C

is set as 75 since the survey I use in this study is held in June every 3 years16. Xit is a vector of covariates

which includes age of the children and ζit is an error term. year and pref are year effects and prefecture

fixed effects, respectively.

In addition, τ is a birth quarter fixed effects which absorb seasonality and heaping in the birth timing.

If the season of birth of the eldest child reflects unobservable characteristics of the household, the seasonal

pattern is supposed to be stable across cohorts. Hence, it may be absorbed into τ with a sufficiently long

bandwidth. In the baseline specification, I estimate this equation with a bandwidth of ± 36 months from a

cut-off month and first order polynomial. And then, several specification checks are implemented. Following

a conventional wisdom, two checks are implemented (Lee and Lemieux, 2010). First the results from narrower

windows such as ± 24 months and ± 12 months are presented. Second, the results from quadratic and cubic

polynomial are presented with the baseline bandwidth fixed at ± 36 months. Compared with standard

approaches, the setting of bandwidth here may be wide because of the necessity of controlling birth quarter

fixed effect correctly.

Some other remarks are stated. First, since this equation is applied for preschool-aged children who have

at least one elder sibling, a child exits from my analysis when he newly enrolls in elementary school. For

instance, with a bandwidth of ± 24 months, the younger siblings born a year after the eldest child drop

from analysis when Zit−C = 12 since they would enroll in elementary school. Second, for the calculation of

standard errors, I calculate the standard errors that are clustered at the eldest child’s age in months since

16Because child admits to elementary school on April at the age 6 (6 years old = 72 months), the youngest age of the children
who are allowed to admit is those who are 72 months on April 1 every year. These children will be almost 75 months when the
survey is held at the end of June.
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conventional standard error which does not take into account discreteness of assignment variable tends to

overestimate the precision of the estimated effects (Lee and Lemieux, 2010).

Following the estimation of the first stage effect of the eldest child’s admission to elementary school on

maternal employment, the same equation is applied for the child health outcomes (Hit). This reduced form

equation, which captures an intention-to-treat (ITT) effect (Lee and Lemieux, 2010), directly measures the

impact of the eldest child’s school entry on child health. Formally, following equation is used,

Hit = β0 + β1Dit + g(Zit) +Xitδ + τ + year + pref ++ηit, (5)

where g(Zit) is a polynomial function of age in months of the eldest child and ηit is an error term.

Since the model is exactly identified, 2SLS estimates, which capture the causal effect of maternal employ-

ment on child health, are numerically identical to the ratio of two coefficients ( β1

α1
) if the same bandwidth is

chosen for equation (3) and (5), and the same order of polynomial is used for g(·) and f(·). Throughout this

paper, I do not use optimal bandwidth calculation proposed by Imbens and Kalyanaraman (2012) because

of discreteness and limited range of our assignment variable. Since our assignment variable is age in month

and this variable consists of only 72 discrete values (36 months before and after enrollment in elementary

school) at the maximum, we prefer to provide RD estimates with varying bandwidths rather than to present

a single RD estimate with an “optimal” bandwidth based on additional assumptions.

Finally, the ITT effect in equation (5) captures the total effect of the treatment on health outcomes. It

can be reasonably assumed that this total effect is generated through the changes in maternal labor supply

and the other paths may play minor role. For instance, emigration to seek better public school is possible

at the time when the eldest child enrolls in elementary school, but certainly such behavior is not common.

4 Data

4.1 Comprehensive Survey of Living Condition

I use one of the most comprehensive data of children’s health status in Japan. The Comprehensive Survey of

Living Condition is a nationally representative survey of stratified random sample of Japanese population.

This survey has been conducted every three years since 1986 and there are 11 rounds available under the

permission of Ministry of Health, Labour and Welfare. From all rounds, I construct a set of repeated cross

section data, polling the data of preschool children from 6 rounds from 1995 to 2010.

Child health variables are obtained from the health questionnaire. In addition, I also use the household

questionnaire which contains broad household characteristics such as composition of household, working

status of parents and in which public health insurance the child is covered. These household characteristics

are combined to child health data with 100 % matching.

From complete data set, I exclude children who receive public welfare program and those with lone
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parents. Furthermore, children without siblings are dropped because my identification strategy is based on

the change in maternal labor supply due to the eldest child’s school entry. Without siblings, this strategy

cannot be applied. Off course, such a restriction of sample would inevitably narrow external validity of the

analysis. In addition, children whose parents are over 70 years and below 20 years, and children under 6

months are also excluded. It should be noted that OLS and conventional IV are also applied for the sample

without excluding firstborn children. For the RD design, after excluding them, I choose the observations

within each bandwidth.

4.2 Outcome Variables

4.2.1 Maternal Labor Supply

In the first stage RD estimates, the maternal labor supply is measured through its extensive margin. Using

the question “Do you work currently with remuneration?”, I create a binary variable which takes one if

a child’s mother answers yes for this question and otherwise zero. Since the CSLC does not ask working

hours, effect on the intensive margin for labor supply is not investigated. Instead, the CSLC contains the

question on the types of employment contract only for the respondents who work with remuneration. Using

this question, the types of employment contract are classified into 4 groups; self-employed and workers for

family business, general employee17, employee with short-term employment contract and the people with

the other job contract such as an executive of firm. Among them, employee with short-term employment

contract includes those who work with the contract less than 1 year. If these women are likely to exit from

labor market, the share of them may decrease when the eldest child enrolls in elementary school.

4.2.2 Childcare Provision

Note that mother’s exit from labor market does not necessary lead to increase of parental care for the

younger siblings because the new first grader in elementary school may require more care from parents than

in preschool-age. Hence, it is possible that the amount of parental care for the younger preschool siblings

does not increase largely even if their mother quit job. To answer this question, I focus on the choice of

childcare provider. In Japan, childcare for preschool children is provided by parents, daycare center, relatives

and kindergarten. Among them, enrollment in kindergarten is not allowed for child under 3 years old. In

addition, note that a child cannot go to kindergarten without extensive care from parents in Japan because

of short stay hours. As a result, children are left daycare center if their parents have full-time job. In short,

childcare system in Japan implicitly supposes that a child grows up with stay-at-home parenting by 3 years

old and goes to kindergarten after April at the age of 3, if one of their parents, actually their mother, does

not have full-time job. If their mother have full-time job or need to work for long hours, their children are

allowed to be left on daycare center.

Based on this childcare system, I construct two variables to measure the amount of parental care. First,

17Part-time employee is included in general employee if their contract is over 1 year or not based on effective contract.
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children are defined as receiving parental care if they go to kindergarten or their parents can provide care in

daytime. Note that this variable can take one even if the parents use daycare center and own parental care

together. In this sense, the first variable is a generous measure of parental care because a child is regarded

as receiving parental care even if their parents take care of him only one day of a weak. Second variable tries

to capture the intensive utilization of daycare center. I classify a child receives care only from daycare center

if he goes to daycare center and the parents do not provide any care for him in daytime. If this variable

takes one, the child is regarded as heavily relying on daycare center. Through investigating the changes in

these variables, I evaluate the effect of the eldest child’s school entry on childcare provision for the younger

preschool siblings.

4.2.3 Child Health

Subsequently, child health status is measured through three outcomes. The first is subjective symptom which

is measured through a question that “In the last few days, have you experienced any symptoms of illness

or injury?”. On behalf of preschool children, parents answer this question18. Second outcome is a binary

variable which captures current outpatient visits due to injury such as fracture. This outcome is divided into

fracture and other injuries such as cut and skin burn. In the absence of supervision from parents, children

may more and more experience injuries as a result of dangerous activities without supervision, especially

in the case of infants. Empirically, Currie and Hotz (2004) show the quality of supervision is related to

the incidence of unintended injuries among children under age 5. Morrill (2011) also reports maternal

employment is related to the incidence of injury and poisoning. Provided that quality of maternal care is

higher than that of childcare facilities, the increasing maternal care would decrease the incidence of these

accidents. Third outcome is the probability of hospitalization which is a major and one of the most standard

outcome which measures child health. This variable takes one if parents answer that their child admitted

to hospital at the time the survey was held, and otherwise zero. Since admission to a hospital requires the

judgment of a medical professional, hospitalization is regarded as an objective measure of health status19.

4.3 Descriptive Statistics

The summary statistics is presented in Table 1. In this table, I report the summary statistics in all preschool

children and the RD sample, separately. The full sample is used for OLS and conventional IV analysis. For

the RD sample, the sample includes preschool children whose eldest sibling is aged 36 months before and

after the school entry. In addition, firstborn child is excluded in the RD sample. The number of observation

is 148,699 in full sample and 57,211 in the RD sample, respectively. The number of observation for the

probability of symptom and visit are less than the maximum because these variables are observed for the

children who did not admit to hospital. The number of observation in Panel B, where the summary statistics

of the employment contract is presented, is small. This is because these variables are observed when the

18Although subjective health is commonly used for empirical studies, CSLC asks it only for school-age children.
19Since CSLC does not survey the reason of hospitalization, our measure includes all admissions to hospital.
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mother has worked. In Panel C, the probability of receiving any parental care is about 65 percent and the

utilization rate of daycare center is 25 percent. Since the data for childcare are available since 1998, the

sample size for these variable is smaller than other variable in Panel A. Finally, it should be noted that the

means in the two samples are almost identical in all variables, regardless of the small sample size in RD

analysis.

On the covariates, child’s age in month, gender, age of head and spouse, working status of household head,

number of siblings and total household members and insurance plans are controlled. In Japan, children are

covered under the same health insurance plan as their designated household head. Broadly, there are three

types of health insurance plans for working-age adults in Japan: Society-Managed Health Insurance (SMHI);

a health insurance plan managed by the National Health Insurance Association (NHIA); and Citizens’ Health

Insurance (CHI), which is a residence-based health insurance plan. These three plans account for almost

90%20 of health insurance for those under 75 years of age. Adults who work for large firms participate in

SMHI, whereas those who work for small and medium enterprises are included in the NHIA. Other adults

must obtain coverage through the CHI in their residential area21. Based on these institutional settings,

4 binary variables are created to control the types of health insurance the children are enrolled22. The

summary statistics for the covariates are reported in Table A1 in the Appendix.

5 Results from Standard Methodologies

5.1 OLS

I begin my analysis with presenting the results from OLS in Table 2. Column (1) reports the coefficient

of maternal employment in the full sample of preschool children. These results correspond to the results

from routinely-used approaches which try to uncover correlation between maternal employment and child

health among all preschool children, without restricting the analysis to local subpopulation. And then, for

the convenience of the comparison of results from RDD, results from restricted samples are reported. From

Column (2) to (5), the eldest children in each household are excluded and bandwidth is also changed from

36 months in Column (3) to 12 months in Column (5). In all equations, we include full covariates described

in Appendix Table A1, as well as year effects and prefecture fixed effects, and standard errors are clustered

at prefecture-level.

The coefficients in Column (1) reveal striking negative correlation between maternal employment and

child health, with the coefficient of 0.015 for the probability of having any symptoms being significant at 99

percent confidence interval. This suggests that children whose mother participates in labor market are more

likely to feel symptoms of illness or injuries, compared with the counterparts whose mother does not work.

20The remaining 10% is included in Mutual Aid Associations that cover those employed in the public sector.
21A comprehensive and historical review of the Japanese health care system is provided in Ikegami et al (2011) .
22Since benefit package such as co-insurance rate is unified across all insurance plans, the difference in child health across plans

cannot be attributed to the insurance policies. Rather, these variable implicitly control the occupational choice of household
head.
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Given the mean of the probability, the coefficient suggests maternal employment increases it by 5.6 percent

(0.015/0.265=0.056). In addition, I find significant negative effects in major 4 items, namely fever, cough,

wheezing and stuff nose. On the fever and wheezing, the coefficients are robustly significant once the eldest

children are excluded and the bandwidth becomes narrower. On the other hand, there may be no significant

effect on the probability of being injured and hospitalized. All the coefficients of maternal employment on

these outcomes are not significant.

5.2 Conventional Instrumental Variable

Next, the results from conventional IV, which utilize region-level female unemployment rate as an IV, are

presented in Table 3. As is in the results from OLS, I present several results based on alternative inclusion

criteria from Column (1) to (5). In the IV analysis, we should note that the regional unemployment rate

is sufficiently relevant to maternal employment, at least in the full sample results in Column (1). The first

stage F statistics are over 10, suggesting the IV is not weak. Given that many studies try but do not report

IV results since region-level female unemployment rate is likely to be weak in the first stage (von Hinke

Kessler Scholder, 2008; Cawley and Liu, 2012; Gwozdz et al, 2013; Datar et al, 2014; Wüst, 2014), it is of

importance to note that region-level female unemployment rate meets the standard requirement in the first

stage. Hence, the results in Column (1) are of importance in the sense that this column reports the results

which these previous studies would have obtained. In the subsample analysis from Column (2) to Column

(1), however, the instrument seems to be weak, with the F statistics below 10. This is probably because

mothers with one child, who are excluded in the subpopulations, are more responsive to macroeconomic

conditions than those with two or more children. Then, I cannot compare the results from conventional IV

with those from RDD.

In Column (1), the results from the conventional IV seem to be consistent with those from OLS. The

conventional IV estimates present significant effects of maternal employment in all selected symptoms.

However, the coefficients are too large and less precise. For instance, the point estimate on the probability

of having any symptoms suggests that the probability would increase by 97.7 percent with mother being

employed. This magnitude is clearly unrealistic, suggesting the violation of exclusion restriction. Major

concern here is that region-level female unemployment rate affects various aspect of female labor market

such as working hour, as well as mother’s participation in labor market, and all these aspects affect child

health. This implies that region-level female unemployment rate is correlated severely with the error term

in the structural equation of interest23.

Regardless of these limitations, the results from OLS and conventional IV are fairly similar in full sample

analysis. In both methodologies, maternal employment is associated with the increasing probability of having

symptom but not with the probability of visits due to injuries and hospitalization.

23If high unemployment rate improve child health directly (Ruhm, 2000) (e.g. through reduction of traffic accident and air
pollution), the exclusion restriction is also violated.
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6 Results from RDD

6.1 Identification Checks

Before moving to the RD results, I present two standard validity checks (Lee and Lemieux, 2010). First, I

examine whether the density of the assignment variable, age in month of the eldest children, is continuous

at the discontinuity. Since age in month is not continuous but discrete, I implement parametric version of

McCrary (2008)’s density test24. Second, I examine the discontinuities in all covariates by using the same

parametric regression. In order to implement these tests, the data are collapsed into survey year and age in

month. With the bandwidth of 36 months, the sample size is 432 (6 years * 36 months * 2). In addition, my

tests address the potential seasonality and heaping in birth timing by controlling birth quarter fixed effects.

This is a point which is different from standard application of parametric test of discontinuity, but necessary

for causal identification since parents may choose the timing of birth according to their socio economic

characteristics, as is explained in previous section. Far from completely plausible, we can assume that these

sorting of birth timing are controlled by birth quarter fixed effect if they are stable across cohorts. In this

sense, the test here examines the discontinuity conditional on seasonality of birth timing of the eldest child.

Finally, the following equation are applied,

yit = c0 + c1Di + h(Zi) + τ + year + κit, (6)

where yjt represents a variable of interest aggregated in age group j by year t, h(Zjt) is a polynomial

function of age profile and κjt is an error term. If the distribution of the yit is smooth around the threshold,

we can expect c1 is not different from zero. For the density test, I count the number of children included in

the analysis by the age in month of the eldest child and then this number is regressed with the discontinuity

term and the polynomial function.

I show the bin-mean plot of the number of children who are included analysis in Figure 1-(a). The x-axis

of the figure represents age of the firstborn children which is standardized 0 at the month when they enroll

in elementary school and y-axis represents the count of the younger siblings in each bin. The lines are the

quadratic fit for the number of observations. For the standardization, I distract 75 from age in months of

each child. Since school admission is April at the age of 6 (72 months) in Japan, the age of the youngest

first graders is 75 months at the end of June, when the CSLC is in field. Hence, “0” in x-axis means that

the firstborn children are the youngest in all first graders in elementary school and “-1” means that they are

the eldest among preschool children. The parametric test here is based on the marginal comparison between

these age groups.

Next, when value of x-axis is -36, which means age of the firstborn children is 36 months before their

school entry, the count is only around 400, but it gradually increases up to about 1,100. The upward slop

24The original McCrary’s density test is for the RD design with continuous assignment variable, rather than discrete variable.
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in the count is because the younger siblings had not born yet when the firstborn child was in very small

age. On the contrary, the count decreases to 600 when the value of x-axis reaches to 36 because the younger

siblings enroll in elementary school and drops from the analysis. Although the figure shows a non-linear

pattern of the count, it also suggests that the count may be smooth at the cut-off month (X-axis = 0).

Other figures in Figure 1 present the same plot of main covariates such as child age, sex and age of

household head. Since the running variable is age of the firstborn children, the mean age of the younger

siblings also increase as the running variable increases (1-(b)). However, there is no systematic jump around

the threshold in this figure. We also find that the share of girls and age of household head are completely

smooth. On the other hand, we may find discontinuity in the threshold in Figure 1 -(e). Importantly, the

number of household member exhibits small jump, suggesting the eldest child’s school entry may increase

the number of household. If some household decided to live together with grandparents of the children at

the timing of school entry in order to provide after school childcare, this irregular jump may be plausible,

threatening one of the important assumptions in this study. However, we should also note that the number

of household member show some regular patterns (waves) across the assignment variable. By looking at the

short period from “0” to “18”, in particular, I find that the waves in Figure 1 -(e) seem to be consistent

with those in the age of household head in Figure 1 -(d). This finding reflects the fact that elder parents are

likely to have elder grandparent and live with them together. Hence, it is reasonable to interpret the jump

as a result of household-level sorting across birth timing. Again, we can check this point by incorporating

birth quarter fixed effect.

The results of parametric tests are presented In Table 4. estimates in Column (1) to (3) include a linear

trend of running variable and it’s interaction term with the discontinuity term (a dummy variable which

takes 1 for the eldest child’s school entry). For the bandwidth selection, Column (1) includes 36 months

before and after the cut-off month. Subsequently, the bandwidths are narrower in Column (2) and (3).

Estimates in Column (4) to (6) test the robustness of the results with higher order of polynomial such as

quadratic (Column 4), cubic (Column 5) age profiles and their interaction with the discontinuity term.

In the Panel A, where the results of parametric density test are reported, the coefficients are not sta-

tistically significant in all columns, suggesting there is no bunching in the sample size, conditional on birth

quarter fixed effects. This supports the validity of my RDD. In the Panel B, I examine the discontinuities

in covariates which are included in the main analysis. In the regression on head’s working status, the co-

efficient of the discontinuity term is estimated significantly, but most of them are less precise and are not

robust for alternative specification. In addition, I find that other covariates are smoothly distributed around

the threshold. Although 1 -(e) suggests number of household members bunches around the threshold, the

parametric test for discontinuity does not reject the hypothesis of no discontinuity. This result largely comes

from the fact that I control unobservable characteristics of household which is correlated with the birth

timing of the eldest child by controlling birth quarter fixed effects25.

25Without controlling these effects, the parametric test find significant discontinuities in the number of household members.
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Although the results from these specification checks secure the smoothness of covariates conditional of

birth quarter fixed effects, it is somewhat ad hoc and far from completely plausible. Then, after introducing

main results, I provide an additional robustness checks by applying “donut-hole’ RD” (Barreca et al, 2011)

in Appendix B, excluding the observations near the threshold. There are two reasons why “donut-hole’ RD”

provides meaningful robustness checks for my analysis. First, it provides a well-established test to check

heaping induced bias in RD estimates, although there is no consensus on the optimal size of the donut.

Second, as is discussed in Shigeoka (2014a), it addresses inter-temporal substitution of labor supply around

the threshold. For instance, mothers are likely to work harder in the previous year of the eldest child’s school

enrollment because they have to reduce working hours after the enrollment. If it is the case, RD estimates

for maternal employment may capture the magnitude of such substitution, rather than local randomization

around the threshold. To address potential bias from inter-temporal behavior, as well as heaping bias,

robustness of the main results are checked with “donut-hole’ RD”.

6.2 Effect on Maternal Employment

Once the RD design passes the identification checks, variation in the treatment near the threshold is regarded

as if they were randomized. Based on such a local randomization, causal effects of treatment on outcome

variable would be revealed.

First stage effect on maternal employment is graphically presented in Figure 2 with the corresponding

estimates summarized in Table 5. In Figure 2, the share of the younger siblings whose mother worked with

rewards is plotted by the standardized age in month of the firstborn children. We show, in this Figure,

a clear evidence on the discontinuous reduction of maternal employment when the eldest child enrolls in

elementary school. First, maternal employment rate increases from about 30 % to 40 % when the age of

the firstborn children increases from 36 months before school entry to the cut-off month. Nevertheless, just

after the cut-off month, maternal employment rate drops by around 5 percentage points, and again begins

to increase. These findings are plausible as the effect of Shōgakkō Ichinensei no Kabe and directly show that

mothers are likely to exit from labor market at the timing of the eldest child’s school entry.

Next, Table 5 reports the corresponding RD estimates, with and without covariates. First, 5 naive RD

estimates without covariate are thoroughly significant, with the coefficients ranging from -0.025 in Column

(1) to -0.081 in Column (3). These estimates suggest that maternal employment rate dropped by 2 to 8

percentage points when the eldest child enrolls in elementary school. In addition, the results are robust

for the inclusion of covariates. The point estimate ranges from -0.032 to -0.078. This is a substantial

decrease in the employment rate; from the average in the last 6 months before the cut-off month (41%), the

probability of being employed decreases by 8% to 17%. In addition, the size of the employment change is

as large as that found in Morrill (2011)26. However, the magnitude of the reduction depends on the choice

26As in this paper, Morrill (2011) utilizes a discontinuous increase of maternal employment rate when the youngest siblings
are eligible for kindergarten. First stage coefficients in Morrill (2011) range from 4-8 percentage points, which are the same
absolute values with my paper.
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of bandwidth. To check the robustness for alternative bandwidth more carefully, Appendix Figure C1 plot

the RD estimates from linear age profile by the length of bandwidth. The figure suggests that RD estimates

from the bandwidth of 12 months may be irregular. On the other hand, in many bandwidth from 13 months

to 36 months, point estimates are stable around 4-5 percentage point (Figure C1-(a), (b) and (c)).

Again, shortage of after school childcare in Japan may explain the observed reduction of maternal

employment. In the absence of proper after school childcare, mothers with lower graders in elementary

school seem to exit from labor market even if they had participated when their children were preschool.

6.3 Effect on Types of Employment Contract

In addition to the reduction of mother’s participation in labor market, types of the employment contract

can change before and after the cut-off month. If part-time workers and workers with short-term contract

are more likely to exit, we would find the share of these workers discontinuously decreased after the eldest

child’s school entry. The results are summarized in Figure 4 which plots the age profile of the share of

4 alternative employment contracts and corresponding table is presented in Table 6. The figure and the

RD estimates do not exhibit no sign of systematic changes in the type of employment contract, but point

estimates suggests rough pattern on the characteristics of workers who exit. The sign of RD estimates are

positive in self-employed and general employee, but negative in employee with short-term contract and other

workers. Given that self-employed workers may not quit job, positive signs on this group are consistent with

prediction. In addition, the point estimates on short-term employee are negative, suggesting this group may

have high tendency to quit job after the eldest child’s school entry, while the estimates are far from precise.

The low precision of the estimates are partly explained from the rough classification of types of workers in

CSLC. Importantly, by definition, part-time and full-time workers are included in general employee together.

Then, we cannot observe labor supply response in part-time workers separately from full-time workers. In

addition, some part-time workers would have misreported themselves as “other employee” because “general

employee” implicates full-time workers. Probably consistent with this prediction, the RD estimates also

suggest the reduction of employment rate in “other employee”, indicating part-time workers are likely to

exit from labor market around the threshold.

6.4 Effect on Childcare Provision

Does the reduction of maternal labor supply due to Shōgakkō Ichinensei no Kabe lead to increase in parental

care for the younger preschool siblings ? To answer this question, I turn to investigate the parental response

on the childcare provision. As is explained above, two dependent variables are constructed. The results are

summarized in Figure 5 and Table 7. First, Figure 5 -(a) shows a discontinuous increase in the probability

of receiving parental care around the threshold, although there seem to be substantial time-series patterns.

On the contrary, the share of children who are left in daycare center and do not receive parental care at

all in daytime slightly decreases after the eldest sibling’s school entry. However, as in the figure on the
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probability of receiving parental care, the age profile may exhibit some cyclical and seasonal fluctuations.

These fluctuations are because of the fact that the enrollment in daycare center and kindergarten is allowed

in April and the opportunity to enroll in the other month is very restricted.

Parametric RD estimates with the eldest child’s birth timing controlled by 4 seasonal dummies, which

are summarized in Table 7, show the discontinuity estimates after controlling fluctuated age-profile on the

childcare provision. Results from the regressions without and with covariates are reported in Panel A and

B, respectively. First, I find the results are not robust for alternative bandwidth selection from Column (1)

to (3). This suggests that cyclical fluctuation according to age-profile, observed in Figure 5 -(a), heavily

affects the results from RD. The results from Column (4) and (5) also suggest cyclical fluctuation matters.

In Column (4), with bandwidth of 36 months, the RD estimates on the probability of receiving parental care

show no significant jump. Once the fluctuation is more precisely controlled by cubic polynomials in Column

(5), however, the RD estimates turn out to be significant.

Second, while the results on parental care are sensitive for the choice of bandwidth, I find the estimates

become more precise once covariates are controlled. In Column (2), the RD estimate without covariates is

positive but insignificant but that with covariates is 0.022 and statistically significant, suggesting that we

would have significant treatment effects once potential covariates are appropriately controlled. As a result,

the RD estimates are robustly significant for alternative bandwidths conditional on covariates and linear

age-profile27.

On the results on utilization of daycare center, the results are much ambiguous. The point estimates

are consistently negative, but less precise even if covariates are controlled. Given that mothers who do

not work outside are not allowed to use public daycare center in principle28, a reasonable consequence of

the shrinking maternal labor force participation is a significant decrease of utilization of daycare center.

Again, these imprecise estimates may be attributed to the difficulties to separate the treatment effect from

underlying cyclical pattern, even after controlling the eldest child’s birth quarter. Despite these difficulties,

however, I show in Appendix C that the point estimates exhibit certain robustness for alternative choice of

bandwidth29. These results give me some confidences that the results here are totally spurious and driven

by “waves” in the utilization rate of daycare center.

27See Appendix Figure C2-(a), (b) and (c). In these figures, I present RD estimates from various bandwidth from 12 months
to 36 months, one by one. Although some estimates are not significant at 95 percent interval, lower bound of the confidence
interval is not below zero so largely.

28In Japan, parents who want to use daycare center need to be judged whether they meet official criteria set by the government.
This official criteria consists of various requirements such as household income, working status and health of parents and help
from relatives. If mother works full-time, they are likely to be allowed to use public daycare center.

29Appendix Figure C2-(a) plots the RD estimates and the 95 percent confidence intervals, changing the bandwidth from 12
months to 36 months. Although the upper bounds of the 95 percent confidence interval seem to be slightly over zero in the
bandwidth less than 26 months, all the point estimates are stable and almost significant, ranging from -0.02 to -0.04.

-29-



6.5 Effect on Child Health

6.5.1 Subjective Symptom

The bin-mean plot of the probability of having any symptoms is presented in Figure 5. The quadratic fit

in the left side of vertical line exhibits a downward slope since children feel less symptom as they grow

up and the probability becomes stable around 25% in the right side. On the other hand, there seems to

be no significant jump at the threshold. Indeed, at the margin of the threshold, the probability of having

symptom seems to be smooth regardless of sudden decrease of maternal employment rate and increasing

parental care at the same timing. Table 8 summarizes the results of the reduced form RD specification and

the corresponding IV estimation on this outcome. Here, I find the results depend on choice of polynomials

and bandwidth; In Column (1) and (2), RD estimates are highly significant, but in the other column they

turn to be insignificant.

Although the results on the symptom vary across specifications, we should note the IV estimates in

Column (1) and (2) suggest very large impact of maternal employment. For instance, the coefficient in

Column (2) is 0.808 which suggest maternal employment induces a 81 percentage point increase of the

probability of having a symptom. This magnitude seems to be unrealistically large. As is explained in

the results from conventional IV, this overestimation indicates the violation of exclusion restriction. Since

the treatment affects various aspect of labor force adjustment over working hours and intensity of the work

allocated to the mothers, IV estimates are severely overestimated. However, reduced form effects still provide

meaningful information on the effect of such an extensive adjustment of maternal labor force on child health.

Hence, from here, I highlight my results based on reduced form results, rather than IV results.

Since the results on all kinds of symptom depend on the specification, I focus on the selected symptoms.

Table 9 reports the reduced form estimates on the 10 main symptoms which are consistently asked in the

CSLC from 1995 to 2010. In addition, the bin-mean plots are presented for 4 major symptoms in Figure

6. Although the interpretation on the results of each items is too specific and beyond the scope of this

paper, the reduced form estimates are generally insignificant. Only in “fever” which may be related to

infectious diseases (Column 1), I find negative effects in many specifications. Given increasing parental care

and decreasing utilization of daycare center, reduction of “fever” may be plausible since infectious diseases

such as common cold are prevalent in daycare center(Silverstein et al, 2003). In the graphical representation,

Figure 6 suggests that there seems to be a slight discontinuity around the threshold only in “fever”, although

this discontinuity may be driven by the irregular reduction at the cut-off month30.

On the other hand, maternal employment is irrelevant to the major chronic conditions among children

such as asthma and allergic dermatitis. In Column (5) which shows the effect on the probability of being

“wheezing”, IV estimates are not significant in most specifications. In addition, I find no effect on the “rush”

30To check the robustness, it is useful to implement “donut-hole RD”, excluding the observations near the threshold. The
“donut-hole RD” on fever is presented in the Appendix Figure B1. Although the RD estimates are slightly insignificant in two
estimations with small bandwidth, the other “donut-hole RD” estimates are significant. Then, I think the reduction of the
probability of taking a fever is not spurious.
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in Column (9) which may be related to chronic skin problems.

It should be noted that OLS and conventional IV find a significant effect on “wheezing”, suggesting

maternal employment increases childhood asthma, but my RD estimates do not support it. The difference

comes from the different nature of estimates. Since RD estimate captures local average treatment effect

(LATE) (Imbens and Angrist, 1994), it can be different from global estimates captured in OLS. Major

difference is that OLS estimates may include long-run cumulative effect of maternal employment31, but RD

estimates extract marginal changes in outcome variables which is caused by treatment. In addition, since

conventional IV and my fuzzy RD exploit different local shocks on the quantity of maternal labor supply,

the results can also be different. However, it is conclusive that reduced maternal labor supply and increasing

parental care are not associated with chronic condition at least on the margin, because chronic conditions

may not be responsive to short-run environmental changes.

6.5.2 Injury

With parental cares and supervision, children may be kept away from dangerous activities which would

result in serious injuries such as fractures. Hence, we can predict that reduced maternal employment and

increasing parental care, which are caused by the treatment, would have reduced the incidence of injuries32.

To examine this possibility, I run the same parametric RD model for the probability of outpatient visits

due to injuries as an outcome. This outcome covers outpatient visits for fractures, skin burn and the other

injuries. First, the graphical representation offers an intuitive understanding of the results. Figure 7-(a)

shows the bin-mean plot of the probability of physicians visit due to all injuries, and then Figures 7-(b) and

(c) provide results based on the types of injuries; Figure 7-(b) focuses on the incidence of fracture, which

should be regarded as a serious injury, and Figure 7-(c) shows the results on other injuries. On the incidence

of all causes of injuries in Figure 7-(a), the profile of the probability seems to be sufficiently smooth around

the threshold, while the dispersion is fairly large. In addition incidence of fractures is also smooth without

any discontinuous reduction around the threshold (Figure 7-(b)), suggesting that maternal employment is

irrelevant to the incidence of serious injuries in Japan, at least on the margin.

The RD results are presented in Table 10. In all specifications, I find no significant effect in reduced form

estimates (Panel A). Hence, IV estimates on the effect of maternal employment are also insignificant. Given

that OLS and conventional IV suggest no association between maternal employment and these outcomes, my

results are robust for alternative specifications. Finally, it should be noted that these results are different from

previous results in the US, presented by Currie and Hotz (2004) and Morrill (2011). For instance, Currie

and Hotz (2004) argue that unintentional injuries in daycare center is associated with mother’s working

status and find a regulation on daycare center in the US reduced the incidence. In addition, they find the

policy impact is observed only in the children of working mothers because they are likely to use daycare

31However, OLS estimates may be biased by omitted variable and reverse causality.
32Fujiwara et al (2010) find paternal involvement on childcare reduce the risk of injuries among the children at 18 months in

Japan. For instance, they find that taking a child for a walk by the father prevents all cause injuries. As a potential mechanism,
they point out an increase of the quality and quantity of childcare by reducing maternal stress.
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center more than the children whose mother is not employed33. Morrill (2011) estimates more directly the

impact of maternal employment on hospitalization due to injuries and poisoning among school-age children

and find significant association, while her estimates on this outcomes do not seem to be robust.

The difference in the effect of maternal employment on incidence of injuries between Japan and US

are attributed to the quality of daycare center. In the context of the effect of maternal employment on

childhood overweight, Greve (2011) has already provided an useful argument. As in my study, Greve

(2011) points out that there is no statistical association between maternal employment on child overweight

status in Denmark, while existing studies in North America point at rising maternal employment as an

explanation for the increasing trend in child weight. According to Greve (2011), these difference may be

attributed to the difference in the quality of childcare and father’s contribution to children’s health. Although

father’s contribution to childcare is much lower in Japan than in the US, I claim the quality of daycare may

partly explain the differences because public daycare center in Japan is stringently regulated, while such a

regulation results in the considerable shortage of child care facilities and many mothers do not participate

in labor market because they cannot find any vacancy in publicly-licensed daycare center (Zhou and Oishi,

2005; Unayama, 2012)34.

6.5.3 Hospitalization

Finally, the effects of hospitalization are examined with the same analytical framework as the other outcomes.

In the many previous studies, hospitalization is one of the most important outcomes which measure child

objective health, although it can be affected by a variety of socio economic environment such as the amount

of patient cost sharing and access to medical facilities. However, since these factors would be stable during

the short bandwidth before and after the threshold, hospitalization is regarded as a proper measure for

objective health status. The results are presented in Figure 8 and Table 11. Contrary to Morrill (2011) who

finds large negative effect of maternal employment on child’s hospitalization, the effects on hospitalization

are not significant in the reduced form estimates, except in Column (5). Only in this column, the estimate

show significant and strong effect of the eldest child’s school entry on the younger siblings’ hospitalization.

However, the estimate in Column (5) is not robust for a robustness check based on “donut-hole” RD.

Appendix Figure B1 shows that, without donut-hole, the RD estimate are significant at 95 percent confidence

interval, but all the donut-hole RD estimates are not significant. This strongly suggests RD estimate in

Column (5) may be spurious. Hence, I conclude there is no association between maternal labor supply

and child hospitalization. The corresponding bin-mean plot in Figure 8 also shows that the probability of

hospitalization is completely smooth around the cut-off month, while the dispersion of the data is somewhat

large.

33They also note the importance of investigating the relationship between increasing maternal employment and childhood
injuries because, compared with test scores, accident rates have direct relevancy with maternal employment.

34In Japan, there is considerable shortage in the supply of public daycare center, despite low labor force participation rate
among women with children. Although employment rate in the women with youngest child aged 4-6 is about 80% in Den-
mark(Greve, 2011), but the employment rate in women with youngest child under 6 was only around 40% in Japan (Ministry of
Health and Welfare, 2010)
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7 Placebo Test

Since RD estimates can varies across alternative choice of bandwidths and polynomial functions, as is

shown previously, it is requisite to implement various robustness checks. One popular robustness check

for the instability of RD estimates is to implement placebo test by changing the timing of the treatment

to an arbitrary point where no environmental changes occur in our experimental settings. If my treatment

confounds with unobservable determinants which are also correlated to the assignment variable, we are likely

to find significant association between the placebo treatment and the outcomes. On the contrary, if the

placebo test finds no significant effect, validity of our results may be enhanced. In particular, the advantage

of implementing placebo test is to check the robustness for the seasonal trends of outcome variables which are

associated with birth month of the eldest child. For instance, as is mentioned previously, birth timing of the

eldest child potentially reflects household characteristics which are related to the outcomes in the younger

siblings. Although we roughly control them by incorporating birth quarter fixed effects in the regression

analysis, it is far from completely plausible. Here, the placebo test may complement my baseline results since

we would find strong significant association between placebo treatments and the outcomes if the seasonality

were serious threat for my RD analysis. On the contrary, the seasonal heaping may not give a serious bias

for the RD estimate if placebo treatments have no significant association with any key variables.

Based on this idea, I compare the results between “real” and placebo treatment. As a placebo test, I

deliberately change the timing of treatment from 2 years (24 months) before the eldest child’s school entry

to 5 years (60 months) after the“real” cut-off point. The results based on other potential treatments are not

reported due to small sample size. For each placebo test, bandwidth is also changed from 12 months to 36

months and linear and cubic polynomials are controlled. Then, I obtain 4,250 RD estimates (25 months * 2

polynomials * 85 treatments) for one outcome variable. To show the results graphically, the average value

of t statistics of placebo RD estimates at various potential cutoffs are plotted according to the timing of

potential treatment. Here, I report the results on maternal employment, probability of receiving parental

care, taking a “fever” and hospitalization, results on other outcomes are presented in Appendix C to save

the space.

The results are presented in Figure 9. In figure (a) I find strongest negative impact of the treatment

at the “real” threshold, while placebo treatments are generally insignificant. Although the treatment effect

is negative and significant at 20 months before the “real” threshold, I do not know plausible reason: This

may be an irregular exception which is associated with the eldest child’s growth. Rather, it should be noted

that there are no large negative impact in the right of the threshold, suggesting that the promotion of the

eldest child in elementary school does not induce any shrinking in maternal employment, but the school

entry does. Given that seasonality of the eldest child’s birth timing is assumed to be stable across the every

cohorts, the strong negative impact only found at the threshold indicate that the eldest child’s school entry

causes the reduction of maternal employment.

In figure (b), the placebo test provides rather ambiguous results on the probability of receiving parental
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care since some potential treatment effects exhibit relatively high value of t statistics exceeding 1.5. However,

I also find the largest impact in the RD estimates with “real” treatment (average t statistics = 1.90) compared

to other potential treatments. This again suggests that the treatment effect is likely to be valid. Next, I find

significant and negative impact on the probability of taking a “’fever” with the proper treatment, but rarely

find with potential treatments. All in all, figure (a), (b) and (c) seem to show that the eldest child’s school

entry induces reduction of maternal employment and increase in parental care for the younger siblings, and

then as a result, the younger siblings become less taking infectious diseases. In addition, this effect is not

observed with the other potential treatments. Finally, in figure (d), I find slightly larger negative t statistics

with the “real” treatment, compared with the other placebos. However, this t statistics does not suggest

significant association between the treatment and hospitalization.

On the further discussion on the placebo test, see Figure C1 to C9 in Appendix C.

8 Discussion

Regardless of increasing labor force participation among women with children in the past 30 years, there are

limited studies which disentangle causal effect of maternal employment on child health. Exploiting unique

institutional settings in the childcare availability in Japan, this paper shows how reduction of maternal

employment affects the health among preschool children. Specifically, Identification strategy in this study is

based on the fact that mothers in Japan are likely to exit from labor market to provide after school childcare

for their school-age children when they newly enter elementary school because the childcare availability for

school-age children is quite limited compared with that for preschool children. Such discontinuous reduction

of childcare availability is notorious in Japan, and called “a Wall for the Mothers with the First Grader” (in

Japanese: Shōgakkō Ichinensei no Kabe). Exploiting the Shōgakkō Ichinensei no Kabe, this paper establishes

a novel RD evidence on the impact of maternal employment on child health. Indeed, using firstborn child’s

admission to elementary school as an exogenous shock to maternal employment, I explore how health of the

younger preschool siblings responds to the decreased maternal employment rate. The data of child health are

from Comprehensive Survey of Living Conditions from 1995 to 2010 which is the stratified random sample

of Japanese population, and then fuzzy RD design is applied for them, focusing on the short windows from

the eldest child’s school entry.

The results show that, in the first stage estimate, the maternal employment rate drops by 4-5 percentage

points just after the eldest child’s school entry. Given that the employment rate just before the cut-off

month is 41%, the size of the employment loss due to Shōgakkō Ichinensei no Kabe is substantial. In

addition, I find significant increase in parental care for the younger siblings. These findings suggest the

quality of care received by the younger preschool siblings may be improved. As a result, heath status of

these siblings is improved with a significant reduction of children who take a “fever”. However, I do not find

significant improvements on the other subjective and objective measures of child health such as incidence

of injuries and hospitalization. These results suggest that, in the short run, the decrease of maternal labor
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force participation and increase of parental care are not associated with serious health conditions among

preschool children.

On the other hand, there remain several limitations. First, we should also note that the RD results

here do not capture the long-run effect of maternal labor supply. Given that health is capital (Grossman,

1972), slight short-term effect on child health, observed in this study, may be accumulated in the long-run

and result in huge deterioration in health status in the later stage of life. Unfortunately this study does

not have any clear answers on this very important issue. However, given that there are persistent gradient

between household income and health and maternal labor force participation necessary increase household

income, long-run detrimental effect of maternal employment on child health may be rather weaker than

short-term effect. If it the case, results in this paper lead to an opportunistic view on the extensive increase

in maternal employment rate in Japan. Second, this paper focuses on the younger siblings, excluding the

eldest. Since many studies shows children of different birth order are raised differently and have different

cognitive ability35, exclusion of the eldest child may limit the external validity of my analysis.
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(f) Head’s Working Status
Note: Horizontal axis represents the age in month of the eldest child standardized by the month when they enroll in
elementary school. Count is the number of observation in each bin. The sample includes preschool children except
the firstborns. The lines are the quadratic fit.

Figure 1: Identification Checks
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Note: Horizontal axis represents the age in month of the eldest child standardized by the month when they enroll
in elementary school. The sample includes preschool children except firstborns. The lines are the quadratic fit.

Figure 2: Share of Working Mothers
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(b) General Employee
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(c) Employee with Short Contract
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(d) Others
Note: Horizontal axis represents the age in month of the eldest child standardized by the month when they enroll
in elementary school. Count is the number of observation in each bin. The sample includes preschool children
except firstborns. The children whose mother is not working are excluded. “Self-employed” includes the wives
whose husband is self-employed and works for family business. “Employee with short contract” includes the workers
whose employment contract is less than 1 years and “general employee” is the employed whose employment contract
lasts for 1 year or the employed without term of the contract. “Others” includes other workers. The lines are the
quadratic fit.

Figure 3: Types of Mother’s Employment Contract
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(b) Daycare Center
Note: Horizontal axis represents the age in month of the eldest child standardized by the month when they enroll in
elementary school. The sample includes preschool children except firstborns. Children defined as receiving parental
care if they enroll in kindergarten or the parents take care of them in day time. If children are enrolled in daycare
center and usual care providers for them are not their parents, they are regarded as receiving care only from daycare
center. Enrollment for kindergarten is prohibited for children below 36 months. The lines are the quadratic fit.

Figure 4: Childcare Providers in the Day Time
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Note: Horizontal axis represents the age in month of the eldest child standardized by the month when they enroll
in elementary school. The sample includes preschool children except firstborns. The lines are the quadratic fit.

Figure 5: Probability of Having Any Symptoms
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(a) Fever
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(b) Cough
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(c) Wheezing
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(d) Stuff Nose
Note: Horizontal axis represents the age in month of the eldest child standardized by the month when they enroll
in elementary school. The sample includes preschool children except firstborns. The lines are the quadratic fit.

Figure 6: Probability of Having Any Symptoms : Selected Items
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(a) All Injuries
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(b) Fractures
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(c) Other Injuries and Skin Burns
Note: “All injuries” include the outpatient utilization for fractures, and the other injuries and skin burn. Horizontal
axis represents the age in month of the eldest child standardized by the month when they enroll in elementary school.
The sample includes preschool children except firstborns. The lines are the quadratic fit.

Figure 7: Probability of Current Outpatient Visits due to Injury
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Note: Horizontal axis represents the age in month of the eldest child standardized by the month when they enroll
in elementary school. The sample includes preschool children except firstborns. The lines are the quadratic fit.

Figure 8: Probability of Hospitalization
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(d) Hospitalization
Note: Horizontal axis represents the timing of the placebo treatment which is measured by the standardized age in
month of the eldest child. Vertical axis represents the average value of t statistics. These t statistics are averages
of different control function specifications; specifically, a linear and cubic control function estimated on each side
of the cutoff, with the bandwidth ranged from 12 months to 36 months. For each placebo treatment, 50 t statistics
(2 polynomials * 25 bandwidths) are derived. All specifications include controls for the fixed effects of the eldest
child’s birth quarter as well as the other covariates summarized in Appendix Table A1. Vertical line represents the
age of 75 months, standardized at zero, over which the eldest child enrolls in elementary school.

Figure 9: Placebo Test
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Table 1: Means of the Dependent Variables by Samples

All Preschool Children RD Sample
Obs. Mean S.D Obs. Mean S.D

Panel A. Health Outcomes

Probability of Symptom 145,306 0.271 0.444 55,788 0.273 0.446
Probability of Visit due to Injuries 146,178 0.004 0.065 56,238 0.004 0.064
Fracture 146,178 0.001 0.033 56,238 0.001 0.034
Other Injuries 146,178 0.003 0.056 56,238 0.003 0.054
Probability of Hospitalization 148,699 0.006 0.076 57,211 0.006 0.076

Panel B .Maternal Employment

Mother Employed 148,699 0.383 0.486 57,211 0.389 0.488
Self-Employed, etc. 56,988 0.207 0.405 22,283 0.216 0.412
General Employees 56,988 0.560 0.496 22,283 0.541 0.498
Employee with Short-term Contract 56,988 0.107 0.309 22,283 0.110 0.312
Other Employee 56,988 0.126 0.332 22,283 0.133 0.340

Panel C .Childcare Provision

Parental Care 111,420 0.67 0.466 42,216 0.66 0.50
Daycare Center 111,420 0.24 0.4357 42,216 0.26 0.43

Note: “All children” includes all preschool children aged 6 months and over. “RD sample” summarizes the means in the sample
which is used for RD analysis with bandwidth of 36 months.
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Table 2: Results From OLS

All Children Exclude Eldest Children
No No 36 months 24 months 12 months
(1) (2) (3) (4) (5)

Symptom Any 0.015*** 0.010** 0.010* 0.010 0.016**
(0.003) (0.004) (0.005) (0.006) (0.007)

Fever 0.008*** 0.007*** 0.008*** 0.009*** 0.009***
(0.001) (0.001) (0.002) (0.002) (0.003)

Cough 0.004* 0.000 -0.003 -0.003 0.001
(0.002) (0.003) (0.003) (0.004) (0.004)

Wheezing 0.009*** 0.007*** 0.008*** 0.007*** 0.006***
(0.001) (0.001) (0.002) (0.002) (0.002)

Stuff Nose 0.009*** 0.003 0.002 -0.001 -0.000
(0.002) (0.002) (0.003) (0.003) (0.004)

Obs. 145,310 78,070 55,788 41,264 22,053

Injury Any 0.000 -0.000 0.000 0.000 -0.000
(0.000) (0.000) (0.001) (0.001) (0.001)

Fracture 0.000 0.000 0.000 0.000 0.001
(0.000) (0.000) (0.000) (0.000) (0.000)

Other Injuries -0.000 -0.000 -0.000 -0.000 -0.001
(0.000) (0.000) (0.000) (0.000) (0.001)

Obs. 146,182 78,696 56,238 41,601 22,233

Hospitalization 0.001 -0.000 -0.000 0.000 0.001
(0.001) (0.001) (0.001) (0.001) (0.001)

Obs. 148,703 80,033 57,211 42,324 22,619

Covariates X X X X X
Prefecture Fixed Effects X X X X X
Year Effects X X X X X

Note: The table reports the coefficients of maternal employment on main outcomes, using OLS. Standard errors are clustered
at prefecture level. Outcome variables are present in the left column. In Column (1), the result form all preschool children aged
6 months and over are included. From Column (2) to Column (3), the eldest child is excluded. To compare the results with
those from RD analysis, the sample is restricted in several intervalsbefore and after the threshold month when the eldest child
enrolls in elementary school. The bandwidth is reported in the upper raw of the table. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 3: Results From Conventional IV

All Children Exclude Eldest Children
Bandwidth No No 36 months 24 months 12 months

(1) (2) (3) (4) (5)

Symptom Any 0.977** 0.865* 0.748 0.854 1.003
(0.471) (0.520) (1.122) (0.690) (0.694)

Fever 0.521** 0.717* 1.318 0.756 0.722
(0.253) (0.402) (1.399) (0.511) (0.490)

Cough 0.721** 0.619 0.761 0.638 0.855
(0.321) (0.410) (0.982) (0.524) (0.698)

Wheezing 0.382** 0.339 0.496 0.212 0.199
(0.188) (0.227) (0.537) (0.237) (0.275)

Stuff Nose 0.587* 0.646 0.788 0.889 0.877
(0.340) (0.472) (1.109) (0.708) (0.631)

First Stage F stat 15.04 5.58 1.38 3.63 4.25
Obs. 145,310 78,070 55,788 41,264 22,053

Injury Any -0.002 -0.030 -0.065 -0.051 -0.044
(0.032) (0.051) (0.132) (0.064) (0.061)

Fracture -0.003 0.003 -0.053 -0.035 -0.044
(0.019) (0.025) (0.072) (0.036) (0.033)

Other Injuries -0.001 -0.032 -0.013 -0.012 0.005
(0.028) (0.052) (0.105) (0.048) (0.053)

First Stage F stat 17.88 6.36 2.11 4.53 4.67
Obs. 146,182 78,696 56,238 41,601 22,233

Hospitalization Any 0.038 -0.002 -0.045 0.074 -0.030
(0.055) (0.069) (0.151) (0.104) (0.083)

First Stage F stat 14.31 4.32 5.71 6.22 5.39
Obs. 148,703 80,033 57,211 42,324 22,619

Covariates X X X X X
Prefecture Fixed Effects X X X X X
Year Effects X X X X X

Note: The table reports the coefficients of maternal employment on main outcomes, using region-level female unemployment
variable as an instrumental variable for maternal employment. Standard errors are clustered at prefecture level. Outcome
variables are present in the left column. In Column (1), the result form all preschool children aged 6 months and over are
included. From Column (2) to Column (3), the eldest child is excluded. To compare the results with those from RD analysis,
the sample is restricted in several intervals before and after the threshold month when the eldest child enrolls in elementary
school. The bandwidth is reported in the upper raw of the table. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 4: Identification Checks

36 months 24 months 12 months 36 months 36 months
(1) (2) (3) (4) (5)

Panel A. Parametric Density Test

Ln Count -0.037 -0.007 -0.232 0.022 -0.037
(0.024) (0.029) (0.146) (0.039) (0.065)

Panel B. Discontinuity in Covariates

Age in Month 0.231 0.249 1.013 0.525 0.366
(0.229) (0.289) (1.395) (0.411) (0.708)

Share of Girl 0.002 -0.006 -0.002 -0.010 -0.020
(0.008) (0.011) (0.052) (0.018) (0.033)

Age of Heads 0.150 0.249 0.702 0.223 0.752
(0.212) (0.278) (1.291) (0.371) (0.614)

Age of Spouses 0.135 0.205 0.392 -0.082 0.672
(0.202) (0.263) (1.194) (0.346) (0.589)

Number of Children 0.004 -0.009 -0.037 -0.013 0.010
(0.011) (0.015) (0.076) (0.020) (0.033)

Number of Household Members 0.024 0.014 0.122 0.010 0.105
(0.020) (0.026) (0.123) (0.036) (0.064)

Head’s Working Status -0.008* -0.011** 0.014 -0.011 -0.019
(0.004) (0.005) (0.026) (0.007) (0.013)

Municipality-based Insurance -0.004 0.001 0.002 -0.016 -0.020
(0.008) (0.011) (0.043) (0.016) (0.028)

Employment-based Insurance -0.000 -0.007 -0.015 0.010 0.011
(0.009) (0.011) (0.047) (0.017) (0.029)

Number of Observations 432 288 144 432 432

Polynomial Order One One One Two Three
Year Effect X X X X X
Birth Quarter Dummies X X X X X

Note: Panel A summarizes the results of density test. Panel B examines the discontinuity of the covariates at the cut-off month.
Column (1), (2) and (3) show the results of RD regression with a linear polynomial, based on alternative bandwidth selection
from 36 months to 6 months. Column (4) and (5) show the results of RD regression with alternative polynomial orders, while
bandwidth is fixed at 36 months. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 5: Effect on Maternal Employment

36 months 24 months 12 months 36 months 36 months
(1) (2) (3) (4) (5)

Without Covariates -0.025*** -0.031*** -0.081*** -0.041*** -0.064***
(0.009) (0.011) (0.024) (0.013) (0.019)

With Covariates -0.032*** -0.033*** -0.078*** -0.038*** -0.062***
(0.009) (0.011) (0.025) (0.013) (0.019)

Number of Observations 57,211 42,324 22,619 57,211 57,211

Polynomial Order One One One Two Three
Year Effect X X X X X
Birth Quarter Fixed Effect X X X X X

Note: This table summarizes the RD estimates based on alternative specifications. Column (1), (2) and (3) show the results of
RD regression with a linear polynomial, based on alternative bandwidth selection from 36 months to 6 months. Column (4) and
(5) show the results of RD regression with alternative polynomial orders, while bandwidth is fixed at 36 months. All equations
control sex, age in month, age of household head, number of children under 15 years old, number of household member, working
status of household head, insurance plans, survey year effects and prefecture fixed effects. Standard error is clustered at the age
in month of the firstborn child. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 6: Effect on the Type of Employment Contract

36 months 24 months 12 months 36 months 36 months
(1) (2) (3) (4) (5)

Self-Employed , etc. 0.010 0.025* 0.019 0.018 0.006
(0.011) (0.013) (0.025) (0.016) (0.023)

General Employee 0.011 0.014 0.041 0.037* 0.039
(0.014) (0.018) (0.034) (0.021) (0.030)

Employee with Short-term Contract -0.007 -0.017 -0.024 -0.021 -0.011
(0.009) (0.011) (0.025) (0.013) (0.019)

Other Employee -0.014 -0.022* -0.035 -0.033** -0.034
(0.010) (0.012) (0.023) (0.015) (0.021)

Observations 22,283 16,518 8,721 22,283 22,283

Covariates X X X X X
Year Effects X X X X X
Birth Quarter Fixed Effect X X X X X
Polynomial Order One One One Two Three

Note: This table summarizes the RD estimates based on alternative specifications. Column (1), (2) and (3) show the results of
RD regression with a linear polynomial, based on alternative bandwidth selection from 36 months to 6 months. Column (4) and
(5) show the results of RD regression with alternative polynomial orders, while bandwidth is fixed at 36 months. All equations
control sex, age in month, age of household head, number of children under 15 years old, number of household member, working
status of household head, insurance plans, survey year effects and prefecture fixed effects. Standard error is clustered at the age
in month of the firstborn child. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 7: Effect on the Choice of Childcare Provider

36 months 24 months 12 months 36 months 36 months
(1) (2) (3) (4) (5)

Panel A. Without Covariates

Any Parental Care 0.037*** 0.017 0.054** 0.021 0.040*
(0.010) (0.012) (0.025) (0.014) (0.021)

Daycare Center Only -0.016* -0.007 -0.042* -0.009 -0.032
(0.009) (0.012) (0.024) (0.014) (0.020)

Panel B. With Covariates

Any Parental Care 0.046*** 0.022* 0.055** 0.021 0.040*
(0.010) (0.012) (0.024) (0.014) (0.021)

Daycare Center Only -0.026*** -0.011 -0.042* -0.006 -0.032
(0.009) (0.012) (0.023) (0.014) (0.020)

Number of Observations 42,656 31,560 16,852 31,560 16,852

Polynomial Order One One One Two Three
Year Effect X X X X X
Birth Quarter Fixed Effect X X X X X

Note: This table summarizes the RD estimates based on alternative specifications. Column (1), (2) and (3) show the results of
RD regression with a linear polynomial, based on alternative bandwidth selection from 36 months to 6 months. Column (4) and
(5) show the results of RD regression with alternative polynomial orders, while bandwidth is fixed at 36 months. All equations
control sex, age in month, age of household head, number of children under 15 years old, number of household member, working
status of household head, insurance plans, survey year effects and prefecture fixed effects. Standard error is clustered at the age
in month of the firstborn child. p < 0.01. **, p < 0.05. *, p < 0.1.

-54-



Table 8: Effect on the Probability of Having Any Subjective Symptoms

36 months 24 months 12 months 36 months 36 months
(1) (2) (3) (4) (5)

Reduced Form Estimates -0.016** -0.026*** -0.016 -0.015 -0.024
(0.008) (0.010) (0.022) (0.012) (0.018)

IV Estimates 0.542* 0.808*** 0.225 0.407 0.382
(0.283) (0.311) (0.141) (0.265) (0.288)

First Stage F stat 17.84 13.59 14.32 12.69 12.94
Number of Observations 55,788 41,264 22,053 55,788 55,788

Polynomial Order One One One Two Three
Covariates X X X X X
Year Effect X X X X X
Birth Quarter Fixed Effect X X X X X

Note: This table summarizes the reduced form RD estimates and IV estimates, based on alternative specifications. Column (1),
(2) and (3) show the results of RD regression with a linear polynomial, based on alternative bandwidth selection from 36 months
to 6 months. Column (4) and (5) show the results of RD regression with alternative polynomial orders, while bandwidth is fixed
at 36 months. All equations control sex, age in month, age of household head, number of children under 15 years old, number of
household member, working status of household head, insurance plans, survey year effects and prefecture fixed effects. Standard
error is clustered at the age in month of the firstborn child. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 9: Effect on Individual Symptoms: Reduced Form Estimates

Fever Cough Headache Wheezing Toothache Stuff nose Diarrhea Stomachache Rash Cut
Polynomial Order Bandwidth Choice (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

One 36 months -0.006 -0.003 -0.000 -0.000 0.001 -0.001 0.003 -0.002 -0.002 0.000
(0.004) (0.006) (0.001) (0.003) (0.001) (0.006) (0.002) (0.003) (0.003) (0.002)

Observations 57,211 57,211 57,211 57,211 57,211 57,211 57,211 57,211 57,211 57,211

One 24 months -0.011** -0.008 -0.000 -0.004 0.000 -0.004 0.002 -0.002 -0.002 0.002
(0.005) (0.007) (0.001) (0.004) (0.002) (0.007) (0.003) (0.004) (0.004) (0.002)

Observations 42,324 42,324 42,324 42,324 42,324 42,324 42,324 42,324 42,324 42,324

One 12 months -0.022** -0.014 0.002 -0.016** 0.002 -0.003 -0.003 0.006 0.006 0.003
(0.009) (0.014) (0.002) (0.008) (0.004) (0.013) (0.005) (0.007) (0.007) (0.004)

Observations 22,619 22,619 22,619 22,619 22,619 22,619 22,619 22,619 22,619 22,619

Two 36 months -0.012** -0.009 -0.000 -0.006 -0.000 -0.003 0.003 -0.001 -0.001 0.003
(0.006) (0.008) (0.001) (0.005) (0.002) (0.009) (0.003) (0.005) (0.005) (0.003)

Observations 57,211 57,211 57,211 57,211 57,211 57,211 57,211 57,211 57,211 57,211

Three 36 months -0.022*** -0.018 0.001 -0.009 0.002 -0.012 0.002 0.000 0.000 0.003
(0.008) (0.012) (0.002) (0.007) (0.002) (0.013) (0.005) (0.007) (0.007) (0.004)

Observations 57,211 57,211 57,211 57,211 57,211 57,211 57,211 57,211 57,211 57,211

Mean of Dep. 0.036 0.096 0.004 0.029 0.010 0.117 0.012 0.007 0.026 0.013

Note: This table summarizes the reduced-form estimates based on alternative specifications. Each column corresponds to the symptoms and means of the variable are
reported in the bottom row. All equations control sex, age in month, age of household head, number of children under 15 years old, number of household member, working
status of household head, insurance plans, survey year effects and prefecture fixed effects. Standard error is clustered at the age in month of the firstborn child. p < 0.01.
**, p < 0.05. *, p < 0.1..
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Table 10: Effect on the Probability of Current Outpatient Visits due to Injury

36 months 24 months 12 months 36 months 36 months
(1) (2) (3) (4) (5)

Panel A. Reduced Form Estimates

All Injuries -0.001 -0.001 -0.001 -0.002 -0.002
(0.001) (0.001) (0.003) (0.002) (0.002)

Fracture -0.000 -0.000 -0.000 -0.001 -0.001
(0.001) (0.001) (0.001) (0.001) (0.001)

Other Injuries -0.001 -0.001 -0.001 -0.001 -0.000
(0.001) (0.001) (0.002) (0.001) (0.002)

Panel B. IV Estimates

All Injuries 0.043 0.042 0.019 0.045 0.030
(0.032) (0.036) (0.024) (0.040) (0.030)

Fracture 0.001 0.012 0.005 0.022 0.016
(0.014) (0.014) (0.007) (0.018) (0.016)

Other Injuries 0.041 0.025 0.011 0.018 0.007
(0.025) (0.028) (0.019) (0.027) (0.019)

Number of Observations 56,238 41,601 22,233 56,238 41,601
Polynomial Order One One One Two Three

Note: “Visits due to injury” includes the outpatient utilization for fractures, the other injuries and skin burn. This table
summarizes the reduced form RD estimates and IV estimates, based on alternative specifications. Column (1), (2) and (3) show
the results of RD regression with a linear polynomial, based on alternative bandwidth selection from 36 months to 6 months.
Column (4) and (5) show the results of RD regression with alternative polynomial orders, while bandwidth is fixed at 36 months.
All equations control sex, age in month, age of household head, number of children under 15 years old, number of household
member, working status of household head, insurance plans, survey year effects and prefecture fixed effects. Standard error is
clustered at the age in month of the firstborn child. p < 0.01. **, p < 0.05. *, p < 0.1
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Table 11: Effect on the Probability of Current Hospital Admission

36 months 24 months 12 months 36 months 36 months
(1) (2) (3) (4) (5)

Reduced Form Estimates -0.002 -0.002 -0.016* -0.002 -0.006**
(0.001) (0.002) (0.008) (0.002) (0.003)

IV Estimates 0.060 0.065 0.063* 0.043 0.108**
(0.043) (0.049) (0.033) (0.048) (0.046)

Number of Observations 57,211 42,324 22,619 57,211 57,211

Polynomial Order One One One Two Three
Covariates X X X X X
Year Effect X X X X X
Birth Quarter Fixed Effect X X X X X

Note: This table summarizes the reduced form RD estimates and IV estimates, based on alternative specifications. Column (1),
(2) and (3) show the results of RD regression with a linear polynomial, based on alternative bandwidth selection from 24 months
to 6 months. Column (4) and (5) show the results of RD regression with alternative polynomial orders, while bandwidth is fixed
at 36 months. All equations control sex, age in month, age of household head, number of children under 15 years old, number of
household member, working status of household head, insurance plans, survey year effects and prefecture fixed effects. Standard
error is clustered at the age in month of the firstborn child. p < 0.01. **, p < 0.05. *, p < 0.1
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A Descriptive Statistics

Table A1: Means by Samples

All Preschool Child RD Sample
(1) (2)

Mother Employed 0.38 0.39
(0.49) (0.49)

Age in Month 41.40 39.19
(19.88) (18.74)

Female 0.51 0.51
(0.50) (0.50)

Firstborn 0.46 n.a.
(0.50) n.a.

N. of Children 2.05 2.36
(0.80) (0.54)

N. of Household Members 4.40 4.73
(1.18) (1.03)

Age of Household Head 38.99 39.65
(10.97) (10.88)

Age of Spouse 36.63 37.24
(10.45) (10.42)

Head’s Working Status 0.95 0.95
(0.21) (0.21)

Insurance Status: CHI 0.22 0.23
(0.42) (0.42)

Insurance Status: NHIA 0.04 0.04
(0.19) (0.19)

Insurance Status: SMHI 0.72 0.72
(0.45) (0.45)

Insurance Status: Other 0.02 0.02
(0.13) (0.13)

Observations 148,699 56,632

Note: Column 1 includes all preschool children aged 6 months and over. Column 2 summarizes the means in the sample which
is used for RD analysis with bandwidth of 36 months. Firstborn children are excluded in Column (2).
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B Donut-hole RD
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(a) Maternal Employment
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(b) Parental Care

Note: Horizontal axis represents the size of donut-hole which is the number of month excluded from RD estimation.
“0” represents a baseline specification where no observations are excluded. The model here is based on cubic age
profile fully interacted with a dummy for school-entry age or order. In all estimations, the bandwidth is fixed at
36 months. Dashed lines are 95 percent confidence interval.

Figure B1: Donut-hole RD Estimates
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(c) Daycare Center Only
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(d) Any Symptom

Note: Horizontal axis represents the size of donut-hole which is the number of month excluded from RD estimation.
“0” represents a baseline specification where no observations are excluded. The model here is based on cubic age
profile fully interacted with a dummy for school-entry age or order. In all estimations, the bandwidth is fixed at
36 months. Dashed lines are 95 percent confidence interval.

Figure B1: Donut-hole RD Estimates
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(e) Fever
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(f) All Cause Injuries

Note: Horizontal axis represents the size of donut-hole which is the number of month excluded from RD estimation.
“0” represents a baseline specification where no observations are excluded. The model here is based on cubic age
profile fully interacted with a dummy for school-entry age or order. In all estimations, the bandwidth is fixed at
36 months. Dashed lines are 95 percent confidence interval.

Figure B1: Donut-hole RD Estimates
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(g) Fractures
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(h) Other Injuries

Note: Horizontal axis represents the size of donut-hole which is the number of month excluded from RD estimation.
“0” represents a baseline specification where no observations are excluded. The model here is based on cubic age
profile fully interacted with a dummy for school-entry age or order. In all estimations, the bandwidth is fixed at
36 months. Dashed lines are 95 percent confidence interval.

Figure B1: Donut-hole RD Estimates
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(g) Hospitalization

Note: Horizontal axis represents the size of donut-hole which is the number of month excluded from RD estimation.
“0” represents a baseline specification where no observations are excluded. The model here is based on cubic age
profile fully interacted with a dummy for school-entry age or order. In all estimations, the bandwidth is fixed at
36 months. Dashed lines are 95 percent confidence interval.

Figure B1: Donut-hole RD Estimates
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C Additional Placebo Test

In Appendix C, I focus on two potential treatments and present whole results without taking the average

value of them. First, I choose the month when the eldest child becomes 4th grade in elementary school as

a timing of the placebo treatment. Specifically, a dummy variable which take a value of one if the eldest

child is over 111 months. This age is 36 months (3 years) after the month of school entry. In addition,

another placebo test which exploits the timing of 123 months, when the eldest child becomes 5th grader in

elementary school, is also implemented.

The RD estimation is based on the reduced form regression which directly examines the association

between the treatment (the timing of becoming 1st, 4th or 5th grader) and outcome variables. For each

outcome, linear, quadratic and cubic polynomials and their interactions with the cut-off dummy are fitted

in order to control underlying trends which are associated with eldest child’s age in month. The results are

presented one by one from Figure C1 to Figure C9. While the main findings are not so different from those

written in the main text, I briefly summarize them below.

C.1 Maternal Employment

Figure C1 presents the results on maternal employment. In this figure, figure (a) to (c) present the results by

“real” treatment which exploit the eldest child’s school entry. On the other hand, the middle column shows

the results by the placebo treatment which exploits the eldest child’s promotion to 4th grade. And then,

results from another placebo test which exploit the promotion to 5th grade are presented in right column.

In each test, I show the RD estimate with alternative bandwidth changed from 12 months to 36 months. In

addition, linear polynomial is controlled in the upper row, and quadratic and cubic one are controlled in the

middle and bottom row, respectively.

The figure (a) to (c) clearly show robustly that the eldest child’s school entry reduces maternal employ-

ment ,while some estimates from the narrow bandwidth are not significant because of larger standard error.

These results exhibit a clear contrast with those from two placebo test. For instance, as in figure (b), we see

that standard error becomes larger as bandwidth goes narrower in the figure (e). However, treatment effects

are significant only in figure (b) which is from the “real” treatment. This suggests that, while RD estimates

are not significant with narrow bandwidth in figure (b), it does not suggests there is no treatment effect.

All in all, two placebo tests show no significant effect under various assumption of underlying trends and

RD estimates are significant only with “real” treatment, strongly suggesting the treatment effect is causal.

C.2 Childcare Provision

Results on childcare provision in Figure C2 and C3 are somewhat difficult to interpret, since they vary across

the assumption of polynomials. The most RD estimates from two placebo tests are not significantly different

from zero. Rather, placebo test with the promotion to 4th grade as a treatment seems to suggest that the

eldest child’s promotion to 4th grade makes the younger siblings’ probability of receiving parental care lower,
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while the coefficients are less precise. I find significant positive effect only in some estimates in Figure (a) and

(c), suggesting that reduction of maternal employment due to the treatment really increases parental care

for the younger siblings. However, the results in these figures only suggest weak significance and in figure

(b), with quadratic polynomial, the “real” treatment effects are no longer significant. These results suggest

we can find significant increase in parental care under some assumptions but not under other assumptions.

Given that odd-degree polynomials are preferred since these perform better at boundary points (Fan and

Gijbels, 1996), however, we may conclude that the treatment effect is not spurious.

On the use of daycare center in Figure C3, both “real” and placebo tests show no significant effect,

although some RD estimates are negative and significant in the “real” treatment, suggesting the eldest

child’s school entry reduces the possibility of using daycare center in daytime.

C.3 Symptom

Results on the probability of having any symptoms are summarized in C4. On this outcome, I should note

a place test with the eldest child’s promotion to 4th grade suggests negative and significant effect in figure

(d) to (f). This suggests the negative but imprecise treatment effects observed in left column are likely to

be spurious. On the other hand, I seem to find negative and causal effect on the probability of taking a

“fever”. Some estimates in the left column in Figure C5 shows strong negative treatment effect. While

those in the middle column also suggest significant negative effect, the estimates in the left column are more

highly significant than those in the middle column.

C.4 Injury

From Figure C6 to C8, the same placebo tests are implemented for the incidence of injuries. Supporting

the validity of my placebo tests, all of the placebo treatment effect are not significant, as well as the “real”

treatment effect.

C.5 Hospitalization

The two placebo treatments also are not significant for hospitalization in Figure C9. Although the upper

limits of 95 percent interval is very close to zero in the many estimates in the left column, more than half

are still insignificant. Given that the results in hospitalization cannot survive for the robustness checks by

“donut-hole” RD, I can conclude there is no significant reduction of hospitalization caused by the eldest

child’s school entry.
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(i) Cubic: 5th Grade

Note: Horizontal axis represents the bandwidth which is changed from 12 months to 36 months, one by one. Solid
line represents RD estimates and dash lines represent 95 percent confidence interval. The results in figure (a) to
(c) are based on the “real” treatment which exploits the timing of the eldest child’s school entry. From Figure (d)
and (f), as a placebo test, timing of the treatment is changed to when the eldest child becomes the fourth grade
in elementary school. From Figure (g) and (i), another placebo treatment with the promotion to fifth grade is
exploited. All estimates control birth quarter fixed effects and other covariates. The controlled polynomials (linear,
quadratic, cubic) are noted in the title of these figure.

Figure C1: Mother’s Working Status
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(i) Cubic: 5th Grade

Note: Horizontal axis represents the bandwidth which is changed from 12 months to 36 months, one by one. Solid
line represents RD estimates and dash lines represent 95 percent confidence interval. The results in figure (a) to
(c) are based on the “real” treatment which exploits the timing of the eldest child’s school entry. From Figure (d)
and (f), as a placebo test, timing of the treatment is changed to when the eldest child becomes the fourth grade
in elementary school. From Figure (g) and (i), another placebo treatment with the promotion to fifth grade is
exploited. All estimates control birth quarter fixed effects and other covariates. The controlled polynomials (linear,
quadratic, cubic) are noted in the title of these figure.

Figure C2: Probability of Receiving Parental Care
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(i) Cubic: 5th Grade
Note: Horizontal axis represents the bandwidth which is changed from 12 months to 36 months, one by one. Solid
line represents RD estimates and dash lines represent 95 percent confidence interval. The results in figure (a) to
(c) are based on the “real” treatment which exploits the timing of the eldest child’s school entry. From Figure (d)
and (f), as a placebo test, timing of the treatment is changed to when the eldest child becomes the fourth grade
in elementary school. From Figure (g) and (i), another placebo treatment with the promotion to fifth grade is
exploited. All estimates control birth quarter fixed effects and other covariates. The controlled polynomials (linear,
quadratic, cubic) are noted in the title of these figure.

Figure C3: Probability of Utilizing Daycare Center
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Note: Horizontal axis represents the bandwidth which is changed from 12 months to 36 months, one by one. Solid
line represents RD estimates and dash lines represent 95 percent confidence interval. The results in figure (a) to
(c) are based on the “real” treatment which exploits the timing of the eldest child’s school entry. From Figure (d)
and (f), as a placebo test, timing of the treatment is changed to when the eldest child becomes the fourth grade
in elementary school. From Figure (g) and (i), another placebo treatment with the promotion to fifth grade is
exploited. All estimates control birth quarter fixed effects and other covariates. The controlled polynomials (linear,
quadratic, cubic) are noted in the title of these figure.

Figure C4: Probability of Having Any symptoms
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Note: Horizontal axis represents the bandwidth which is changed from 12 months to 36 months, one by one. Solid
line represents RD estimates and dash lines represent 95 percent confidence interval. The results in figure (a) to
(c) are based on the “real” treatment which exploits the timing of the eldest child’s school entry. From Figure (d)
and (f), as a placebo test, timing of the treatment is changed to when the eldest child becomes the fourth grade
in elementary school. From Figure (g) and (i), another placebo treatment with the promotion to fifth grade is
exploited. All estimates control birth quarter fixed effects and other covariates. The controlled polynomials (linear,
quadratic, cubic) are noted in the title of these figure.

Figure C5: Probability of Taking a Fever
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(i) Cubic: 5th Grade
Note: Horizontal axis represents the bandwidth which is changed from 12 months to 36 months, one by one. Solid
line represents RD estimates and dash lines represent 95 percent confidence interval. The results in figure (a) to
(c) are based on the “real” treatment which exploits the timing of the eldest child’s school entry. From Figure (d)
and (f), as a placebo test, timing of the treatment is changed to when the eldest child becomes the fourth grade
in elementary school. From Figure (g) and (i), another placebo treatment with the promotion to fifth grade is
exploited. All estimates control birth quarter fixed effects and other covariates. The controlled polynomials (linear,
quadratic, cubic) are noted in the title of these figure.

Figure C6: All Cause Injuries
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(i) Cubic: 5th Grade

Note: Horizontal axis represents the bandwidth which is changed from 12 months to 36 months, one by one. Solid
line represents RD estimates and dash lines represent 95 percent confidence interval. The results in figure (a) to
(c) are based on the “real” treatment which exploits the timing of the eldest child’s school entry. From Figure (d)
and (f), as a placebo test, timing of the treatment is changed to when the eldest child becomes the fourth grade
in elementary school. From Figure (g) and (i), another placebo treatment with the promotion to fifth grade is
exploited. All estimates control birth quarter fixed effects and other covariates. The controlled polynomials (linear,
quadratic, cubic) are noted in the title of these figure.

Figure C7: Fracture

-73-



−
.0

0
6

−
.0

0
4

−
.0

0
2

0
.0

0
2

.0
0
4

c
o
e
fs

 a
n
d
 9

5
 %

 C
Is

12 15 18 21 24 27 30 33 36
Bandwidth (month)

(a) Linear: 1st Grade

−
.0

1
5

−
.0

1
−

.0
0
5

0
.0

0
5

c
o
e
fs

 a
n
d
 9

5
 %

 C
Is

12 18 24 30 36
Bandwidth (month)

(b) Quadratic: 1st Grade

−
.0

1
5

−
.0

1
−

.0
0
5

0
.0

0
5

c
o
e
fs

 a
n
d
 9

5
 %

 C
Is

12 15 18 21 24 27 30 33 36
Bandwidth (in month)

(c) Cubic: 1st Grade

−
.0

2
−

.0
1

0
.0

1
.0

2
c
o
e
fs

 a
n
d
 9

5
 %

 C
Is

12 15 18 21 24 27 30 33 36
Bandwidth (in month)

(d) Linear: 4th Grade

−
.0

2
−

.0
1

0
.0

1
.0

2
c
o
e
fs

 a
n
d
 9

5
 %

 C
Is

12 15 18 21 24 27 30 33 36
Bandwidth (in month)

(e) Quadratic: 4th Grade

−
.0

2
−

.0
1

0
.0

1
.0

2
c
o
e
fs

 a
n
d
 9

5
 %

 C
Is

12 15 18 21 24 27 30 33 36
Bandwidth (in month)

(f) Cubic: 4th Grade

−
.0

4
−

.0
3

−
.0

2
−

.0
1

0
.0

1
c
o
e
fs

 a
n
d
 9

5
 %

 C
Is

12 15 18 21 24 27 30 33 36
Bandwidth (in month)

(g) Linear: 5th Grade

−
.0

4
−

.0
3

−
.0

2
−

.0
1

0
.0

1
c
o
e
fs

 a
n
d
 9

5
 %

 C
Is

12 15 18 21 24 27 30 33 36
Bandwidth (in month)

(h) Quadratic: 5th Grade
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(i) Cubic: 5th Grade

Note: Horizontal axis represents the bandwidth which is changed from 12 months to 36 months, one by one. Solid
line represents RD estimates and dash lines represent 95 percent confidence interval. The results in figure (a) to
(c) are based on the “real” treatment which exploits the timing of the eldest child’s school entry. From Figure (d)
and (f), as a placebo test, timing of the treatment is changed to when the eldest child becomes the fourth grade
in elementary school. From Figure (g) and (i), another placebo treatment with the promotion to fifth grade is
exploited. All estimates control birth quarter fixed effects and other covariates. The controlled polynomials (linear,
quadratic, cubic) are noted in the title of these figure.

Figure C8: Other Injuries
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(d) Linear: 4th Grade
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(e) Quadratic: 4th Grade
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(f) Cubic: 4th Grade
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(g) Linear: 5th Grade
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(h) Quadratic: 5th Grade
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Note: Horizontal axis represents the bandwidth which is changed from 12 months to 36 months, one by one. Solid
line represents RD estimates and dash lines represent 95 percent confidence interval. The results in figure (a) to
(c) are based on the “real” treatment which exploits the timing of the eldest child’s school entry. From Figure (d)
and (f), as a placebo test, timing of the treatment is changed to when the eldest child becomes the fourth grade
in elementary school. From Figure (g) and (i), another placebo treatment with the promotion to fifth grade is
exploited. All estimates control birth quarter fixed effects and other covariates. The controlled polynomials (linear,
quadratic, cubic) are noted in the title of these figure.

Figure C9: Hospitalization
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Abstract

This paper examines how health care utilization among low-income children is affected by a reduction

of the coinsurance rate, exploiting an institutional change in the Medical Subsidy for Children and Infants

(MSCI) system in Hokkaido Prefecture, the north island of Japan, as a natural experiment. In 2004, the

maximum age for MSCI recipients in Hokkaido Prefecture was raised from 3 years to include all children of

preschool age. In this age group, the coinsurance rate was reduced from 30% to 0% in low-income children

only, whereas it was reduced from 30% to 10% in higher-income children. As a result, the amount of co-

payment reduction differed by 10 percentage points between low-income and middle- or higher-income

children. A standard difference-in-differences technique was applied to analyze the effects of this policy

change. The implied arc price elasticity among low-income children is −0.16, which is congruent with the

commonly cited value (−0.2) presented in the RAND health insurance experiment and other experimental

studies that cover middle- or higher-income populations. Nevertheless, the behavioral responses to cost

sharing were found to differ across a variety of services and children’s characteristics.
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1 Introduction

The causal effect of insurance cost sharing on health care utilization and finance is not a new issue in health

economics. Almost 30 years ago, authoritative evidence from a randomized controlled trial (RAND Health

Insurance Experiment, or RAND HIE) was presented (Manning et al, 1987). Since then, numerous studies

have examined how people respond to cost sharing, with some replicating and confirming the results of the

RAND HIE (See Zweifel and Manning (2000) and Swartz (2010)). Despite the existence of “gold standard”

results from the RAND HIE, there is a risk that these results may have little relevance in light of current

socioeconomic environments and insurance systems; this indicates a need to produce additional estimates

to better reflect current situations. In addition, it would be beneficial for researchers and policymakers

to understand the heterogeneity of the real-world impact of cost sharing across individual characteristics

(e.g., age, sex, income, and education) and a variety of health care services (e.g., outpatient care, drug

prescription, and dental care) in order to design effective and appropriate cost sharing systems.

With the fulfillment of these needs as motivation, this paper shows how health care utilization in children

from low-income households (hereafter referred to as low-income children) responds to changes in cost sharing

by exploiting the exogenous reduction of coinsurance rates in Japan in 2004 as a natural experiment. Eighty

percent of health care costs for preschool children in Japan is financed through public health insurance plans,

while the remaining 20% is paid by patients as an out-of-pocket expenditure. However, local governments

may subsidize this co-payment on a discretionary basis in order to reduce the financial burden on their

constituencies. This subsidy program, designated the Medical Subsidy for Children and Infants (MSCI), has

been dramatically expanded in the last decade.

By observing an institutional change in the MSCI in Hokkaido Prefecture, the north island of Japan, I

estimate the arc elasticities of health care demand for preschool children. Given that children are unable

to make decisions regarding visits to pediatricians and that these decisions are made by their parents or

guardians, patterns in the demand for health care in children may be similar to those of adults. Empirically,

Manning et al (1987) have also revealed that there is no difference in outpatient demand behavior between

children and adults. This suggests that the price elasticity of health care demand in preschool children

may be low in Japan, as Kan and Suzuki (2010) have reported the relatively low price elasticity among the

Japanese adult population. In addition, Bessho (2012) finds no evidence that the MSCI has had any impact

on the medical demand of preschool children, although that study was conducted using a cross-sectional

framework1.

In contrast to the previous studies conducted in Japan, this paper reports an arc elasticity of −0.16

in low-income children in Japan, which is similar to the central estimate of the RAND experiment (−0.2).

To interpret this estimate, it should be noted that the estimated elasticity of low-income children in this

paper (−0.16) is similar to those estimated in higher-income populations in other settings. This is con-

1With regard to school-age children, Bessho (2012) demonstrated that the MSCI had sizable effects on outpatient health
care utilization.

-78-



sistent with the results of Chandra et al (2014), who report the price elasticity among low-income groups

in Massachusetts. Indeed, the findings of this study indicate that low-income patients are very similar to

their higher-income counterparts with respect to sensitivity to cost sharing, despite the well-known hypoth-

esis that low-income patients are more susceptible to changes in co-payment than higher-income patients

(Baicker and Goldman, 2011).

To estimate arc elasticities, I exploit an institutional change in MSCI coinsurance rates in Hokkaido

Prefecture as a natural experiment. In October 2004, the prefectural governor Harumi Takahashi expanded

MSCI eligibility from children under the age of 3 years to include all preschool-age children. Under this

revision, the coinsurance rate for children in this age group was reduced from 30% to 0% for low-income

children, whereas it was reduced from 30% to 10% in children from higher-income families. As a result,

the reduction in co-payment differed by 10 percentage points between low-income children and middle- or

higher-income children. As a baseline specification, a standard difference-in-differences (DD) framework is

applied with low-income children as a treatment group and higher-income children as a control group. Since

this paper utilizes the data of a public health insurance plan in a city which covers mainly vulnerable popu-

lations such as part-time workers and self-employed, the treatment and control group would be sufficiently

comparable in their health care demand.

From the perspective of health policy, the importance of this paper lies in the fact that it focuses on the

health care demand for low-income children. In addition to the declining birth rate in Japan, child poverty

has recently become a policy issue attracting considerable public attention because the relative poverty rate

among children in Japan has surpassed the OECD average and has been consistently increasing throughout

the last decade(OECD, 2012). Hence, it is of particular importance to examine whether a reduction of

co-payment actually improves access to health care in underprivileged children. In this regard, the estimates

provided in this study may be useful to policymakers because it captures the sensitivity to cost sharing

among low-income children through an analysis of a policy change designed mainly to benefit low-income

households, rather than middle- or higher- income households.

Furthermore, the impact of changes to health insurance coverage for children is widely studied in both

developed and developing countries because health statuses in childhood play a crucial role in human capital

development and health statuses in later years. Several articles have revealed the impact of universal

health coverage on children’s medical care utilization, health statuses, and mortality; as well as the impact

of children’s health status on educational attainment and future productivity (Chen and Jin, 2012). In

addition, the expansion of health insurance coverage in the United States has given rise to many studies

on its impact on child health and health care utilization (Currie and Gruber, 1996a,b; Dafny and Gruber,

2005; Miller, 2012b). For example, Miller (2012b) reports that the Massachusetts Health Care Reform in

2006 reduced emergency room visits and improved children’s subjective health. This paper can contribute

to the comparative understanding of these issues by providing evidence from a recent Japanese experiment.

The remainder of this paper is structured as follows: Section 2 presents an overview of the existing
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literature. Section 3 summarizes the health care reform implemented in October 2004 in Hokkaido Prefecture

and explains the research design employed in this study. Section 4 describes the data and summary statistics.

Section 5 reports the results. Lastly, Section 6 offers a brief discussion and conclusion.

2 Prior Literature

Before introducing the study strategy and results, I present a brief literature review of the impact of cost

sharing on health care utilization. Since there is already a substantial volume of studies that address the

impact of out-of-pocket cost on utilization, I focus on studies that have analyzed the impact of cost sharing on

outpatient care utilization2 and studies that rely on experimental identification strategy. The first important

contribution on this issue is from the RAND HIE (Newhouse, 1993), which has provided three main findings

that are highly relevant to this study: (1) the central estimate of arc price elasticity of outpatient health

care demand is −0.2, (2) children are as responsive as adults in outpatient care utilization, and (3) cost

sharing has no significant impact on children’s health and the physiologic measure of health (Valdez et al,

1985). Regarding the second issue, the similarities in sensitivity between adults and children appear logically

sound, as parents—and not children—decide whether or not to visit a doctor. For this reason, as a first

approximation, I compare the health care demand of children with that of adults in previous studies without

assumptions of any substantial differences between the two.

Although these three findings have generally been considered a gold standard for health economic stud-

ies over the last three decades, several studies that exploit policy changes in a real-world setting have

demonstrated price elasticity in various institutional settings and countries such as France (Chiappori et al,

1998), Belgium (Van De Voorde et al, 2001; Cockx and Brasseur, 2003), and Germany(Winkelmann, 2004).

Among these studies, Chiappori et al (1998) present results that are markedly different from the results of

the RAND HIE. They show that GP office visits are not elastic to small changes in cost sharing in France,

and emphasize the importance of non-monetary cost, rather than out-of-pocket expenditures, on health care

utilization. Other studies, however, report significant and moderate responses to cost sharing congruent

with the results from the RAND HIE. Recently, two important studies from the United States also present

results similar to those of the RAND HIE. Chandra et al (2010) report the price elasticity of GP office

visits to be −0.1 for public employees in the state of California. Chandra et al (2014) study the impact of

greater cost sharing for the low-income enrollees in Massachusetts’ Commonwealth Care program. Given

that Baicker and Goldman (2011) point out that “the evidence to support the contention that low-income

groups are more price sensitive· · · seems less than fully reliable”, it is of particular importance that the

elasticity (−0.16) of low-income individuals reported in Chandra et al (2014) is very close to the estimates

of the RAND HIE and studies that include populations from various income groups; this implies that the

elasticity of low-income groups may not be different from that of more affluent groups3.

2Many papers that address the impact of cost sharing focus on the impact on prescription drugs rather than on outpatient
care. On the former issue, Goldman et al (2007) provides a comprehensive review.

3In this regard, we should take into account the possibility that the relationship between income and sensitivity to price
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In comparison with this abundance of studies in various countries, there are, unfortunately, few studies

based on quasi-experiments in Japan. Notable exceptions are Kan and Suzuki (2010), who exploit a policy

change in the coinsurance rate in 1997 as a natural experiment; and Shigeoka (2013), who employs regression

discontinuity design to focus on the discontinuous change in coinsurance rate for patients aged 70 years and

above4. Among these studies, the results from Kan and Suzuki (2010) are directly comparable with those in

this paper because both adopt a similar identification strategy. However, the elasticity (−0.05) reported by

Kan and Suzuki (2010) is somewhat small, given that Shigeoka (2013) reports −0.17 for the price elasticity

of outpatient care among an elderly population. Kan and Suzuki (2010) appear to attribute the reason for

this small elasticity partly to the presence of patients who are not sensitive to cost sharing. After showing

a complete lack of price elasticities among those with chronic diseases, they write “why do Japanese people

visit physicians so frequently in comparison with other countries? · · ·· one possibility is that patients need

to consult a physician every time a prescription drug is bought. For this reason, patients particularly those

with chronic illnesses consistently need to visit a physician regardless of cost sharing” (Page 10). If this

is indeed true, however, the elasticity among the elderly population would be expected to be much lower

than their estimates because chronic diseases are more common among elderly people than in working-age

adults. Although I do not have any definitive evidence to disentangle this contradiction, producing additional

estimates would be necessary to contribute to understanding the impact of cost sharing in Japan.

Among the previous studies that address the impact of MSCI on children’s health care utilization, Bessho

(2012) suggests that MSCI does not have any impact on health care utilization in preschool children, basing

this conclusion on a cross-sectional framework with nationally representative data from 2008. However, since

there are many confounding factors that correlate with the expansion of MSCI and health care utilization

(e.g., MSCI has been expanded mainly in affluent regions), the use of a cross-sectional framework would not

appear sufficient to explicate the causal effect of cost sharing on health care utilization.

3 Research Design

3.1 Health Care Reform in Hokkaido Prefecture in October 2004

In Japan, the total fertility rate has been in decline over the last three decades, and child poverty has

increased since the mid-1990s (OECD, 2012). In 2010, Japan’s poverty rate of children under 18 years

was similar with those of Canada and Italy but almost double the rates of Germany and Sweden. As the

importance to solve these structural problems is widely acknowledged, it has been argued that the cost

of child care, especially for low-income households, should be reduced. Following this argument, many

local governments have expanded the policy which reduces out-of-pocket expenditure of child’s health care

changes may differ by the type of disease. Chernew et al (2008) present a study of the impact of cost sharing in patients with
diabetes mellitus and congestive heart failure, and report that “patients in low-income areas were more sensitive to co-payment
changes than patients in high- or middle-income areas”.

4In Japan, the coinsurance rate in outpatient health care services is 30% for the population under 70 years of age. This is
reduced to 10% after the 70th birthday, except for the elderly in high-income households. These institutional settings generate
discontinuous changes in health care utilization shortly before and after the 70th birthday.
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utilization. Although medical costs for preschool children require a 20% co-payment throughout Japan5,

almost all municipalities provide an additional medical subsidy through appropriations of local tax revenue

under the MSCI program (in Japanese: Nyūyōji iryōhi josei). The maximum age of children covered by

this subsidy has been dramatically raised in the last decade. The share of municipalities that expanded the

age criterion beyond preschool age was only 9.9% in 2000, but this increased to 98% by 20116. In Hokkaido

prefecture, as in the other prefectures in Japan, MSCI eligibility has been also expanded during the last

decade. In particular, the reform in October 2004 was one of the largest reforms which reduced out-of-pocket

expenditure for preschool child’s health care utilization.

From the viewpoint of an experimental ideal, we should exploit pre-post changes in the MSCI in multiple

municipalities to explore the impact of MSCI because of the wide range of inter-municipal variations7.

However, it is difficult to conduct such an analysis due to the low availability of health insurance claims

data in Japan. Instead, I focus on data from a municipality in Hokkaido Prefecture (designated Y City) and

exploit an institutional change in Hokkaido Prefecture’s MSCI as a natural experiment8. In this prefecture,

eligibility for the MSCI was expanded from children aged under 3 years to include preschool-age children9.

For low-income children, the coinsurance rate was reduced from 30% to 0%. For the other children, however,

the rate was reduced from 30% to 10%. By exploiting this institutional change, I can estimate the impact of

an additional 10 percentage points reduction in the coinsurance rate, as was done in previous studies such

as Chiappori et al (1998), Cockx and Brasseur (2003) and Kan and Suzuki (2010).

On the definition of “low-income”, Hokkaido prefecture defines low-income households as those in which

all household members are exempt from residence-based taxes, and the city implements various support

programs for these households based on this definition. The lowest annual taxable income threshold for

residence-based tax is 1.29 million JPY for a household comprising a married couple with two children. If

the taxable income exceeds this threshold, the parents of the household are required to pay residence-based

taxes and their children would then be categorized in the middle- or higher income group. The criteria for

defining low-income are revised every July.

Table 1 summarizes the changes in coinsurance rates in Y city. The coinsurance rate for children of

5The coinsurance rate for preschool children was reduced from 30% to 20% in 2008 throughout Japan by an initiative of the
national government.

6For the expansion of MSCI in Tokyo Prefecture, see Nishikawa (2010) and Nishikawa (2011).
7In general, the system of MSCI differs across municipalities in four aspects. First, municipalities can freely set the eligible

age for the MSCI within their jurisdiction. For children older than the upper-limit age, the municipalities offer no benefits.
Second, municipalities can restrict eligibility for children from high-income households. In 2012, 25.6% of all municipalities
adopted a form of restriction based on household income ceilings (Ministry of Health and Welfare, 2013). Third, municipalities
can also choose in-kind transfers or repayment for the subsidization. The majority of municipalities adopt in-kind transfers in
which the out-of-pocket payment in clinics and hospitals is reduced directly, whereas some municipalities adopt repayment for
their MSCI. Under the repayment system, patients (or specifically, their parents) have to pay the co-payment when they obtain
health care from pediatricians, but the co-payment is eventually reimbursed in full or in part. Finally, the amount of subsidy
varies across municipalities. Some municipalities charge very small out-of-pocket costs for health care utilization to promote the
“appropriate” use of pediatric services, whereas the co-payment is rendered completely free in 54% of all municipalities.

8Since this study uses data from a city, migration from other municipalities would be a potential threat. However, this is not
likely because MSCI eligibility was concurrently expanded in almost all municipalities in Hokkaido prefecture, and the reform
that raised the eligibility age of MSCI in Y city was also implemented in its neighboring municipalities.

9In Japan, children admit to elementary school on April at the age of 6.

-82-



married couples was 30% before the reform, but it was reduced to 0% for low-income children whose household

members were exempt from residence-based taxes. On the other hand, coinsurance rates for middle- and

higher-income households decreased to 10%. As for children with lone parents, their coinsurance rate

remained unchanged they are already recipients of a more generous welfare program10. Also, there is no

deductible for the first visit to a doctor in Y city due to the provision of an additional subsidy, which was

suitable for my empirical analysis. In other municipalities in Hokkaido prefecture, patients must pay a

580 JPY deductible for their first visit. In addition, MSCI in Y city does not restrict eligibility based on

household income. With regard to the administrative system for the subsidy, Y city adopts in-kind transfer

for MSCI.

3.2 Difference-in-Differences

The identification strategy used in this study is fairly straightforward. A standard DD technique is exploited

to estimate the impact of a quasi-experimental change in cost sharing. The treatment group comprises low-

income children whose coinsurance rate was reduced to 0%, while the control group comprises higher-income

children whose coinsurance rate was reduced to 10%. My sample consists of monthly data before and after

October 2004. In addition, children aged 36 months to 72 months when the reform started are included in

the analysis.

I begin by estimating DD models of the form,

Mit = α0 + α1Lowit + α2Postit + δ(Lowit × Postit) +Xitγ + Indi + T imet + ǫit, (1)

where Mit is the medical utilization of individual i in a month t. Lowit is a dummy variable that is equal

to 1 if a child i belongs to a low-income household in a month t. Postit takes the value of 1 for the period

after October 200411. α0 is a constant term. α1 and α2 are the coefficients for Lowit and Postit, respectively.

Indi is an individual fixed effect, and Timet is a monthly dummy variable. The term Xit is a vector of

time-varying observables that affect health care utilization in children. In this equation, δ is an adjusted

DD estimator of policy change and tracks the behavioral response to a 10% change in cost sharing. In

addition, this δ can be interpreted as sensitivity to cost sharing in low-income children, rather than middle-

or higher-income children. Given that child poverty has gathered increasing public attention, the sensitivity

of health care demand for underprivileged children may be of importance from a policy perspective.

Following Finkelstein et al (2012), I report the results on the decision to have a positive visit (extensive

margin) and the total number of visits. This separation is based on a two-part demand model, which was

first incorporated in Duan et al (1983). Since the standard principal-agent theory in health care utilization

10The Medical Subsidy for Children with Single Mothers (MSCSM) provided free health care services for children of single
mothers only. Single fathers were not eligible for the MSCSM before October 2004 in Hokkaido. After the reform, however, the
MSCSM was renamed “Medical Subsidy for Children with Single Parents” and children with single fathers also became eligible
for the public medical subsidy.

11In the empirical analysis, this variable is absorbed in monthly dummies.
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predicts that a patient determines whether to visit a physician and that the physician determines the entire

treatment schedule after the first contact, conventional wisdom leads us to estimate the extensive margin

and the total effect separately. If we find no significant effect on the former, it means that the overall effect

of co-payment reduction is due to behavioral changes in physicians. In contrast, if the extensive margin is

highly responsive to co-payment reduction compared to the changes in the total number of visits, we can

conclude that behavioral changes in patients, not physicians, account for the overall effect of the reform.

In addition to the analysis on the number of visits, the results on spending per visit are presented, which

is observed only for children who visit pediatricians more than once in each unit of time. This variable

appears to represent the intensity of care. As in Kan and Suzuki (2010), the natural log of spending per

visit is calculated to address the skewed distribution. Finally, the overall effect of the October 2004 reform

is considered as the sum of the effect on the total number of visits and spending per visit.

Equation (1) is estimated using a fixed effects model to eliminate time-invariant unobservables that affect

children’s health care utilization. In particular, it can be reasonably assumed that the characteristics and

preferences of parents and children did not undergo any substantial changes during the short periods before

and after the reform. Then, the results without Xit are presented as my central estimates because there

are no plausible variables for Xit in my data after controlling for individual fixed effects and time effects.

Instead, the whole sample is divided into several subgroups based on the characteristics of children and

estimate the heterogeneous impact of coinsurance rate reduction across subgroups.

Nevertheless, there are potentially serious threats to the accuracy of my identification strategy; First,

the underlying trend between the treatment and control groups might not be parallel in the absence of

the October 2004 reform. If this is the case, the näıve DD estimator would necessarily fail to capture

the true impact of the reform. With regard to this point, it should be noted that income is a potentially

strong predictor of health care demand. Since the seminal work of Case et al (2002), who investigated

whether the association between socioeconomic status (SES) and health could be found among children,

numerous papers have confirmed that household income plays a crucial role in children’s health and health

care demand, although recent studies have presented mixed results (Apouey and Geoffard, 2013). Therefore,

it is questionable that the parallel trend assumption holds true. Second threat is that the sensitivity for the

price changes may differ across income status. Since the treatment and control groups were both affected

by the reform, differential responses to the coinsurance rate reduction would potentially result in the biased

estimate to the price elasticity. On these two threats, however, it should be noted that this study uses the

data of enrollees from Citizens’ Health Insurance (CHI) which generally covers vulnerable populations such

as self-employed and part-time employees12. Hence, even if the definition of the treatment (low-incomes)

and control (middle- and higher- incomes) are based on the household income, we can assure these groups

would be sufficiently comparable with each other because they share many socio-economic backgrounds.

12Details in the insurance coverage for children are summarized in Appendix A.
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4 Data and Descriptive Statistics

4.1 Data

This paper uses insurance claims data of CHI enrollees in Y city, located in Hokkaido Prefecture. With regard

to the characteristics of CHI enrollees in this city, it should be noted that their income status is generally

lower than the Japanese average. First, although I am unable to disclose the geographic location of Y city,

the characteristics of this city are consistent with those of a small city. The population is approximately

40,000 and the major industries are fishing and tourism. Second, CHI mainly covers the proportion of the

population who are likely to be vulnerable, such as farmers, the self-employed and unemployed, as well as

their dependents.

For the construction of the data set, insurance claims data from Y city from April 2000 to March 2011

are utilized. These claims are monthly bills, which include health care costs, number of visits, clinical

departments of the clinic or hospital where care was provided13, a code denoting an impatient or outpatient

episode, and age and sex of the patient. In addition to these bills, I use a list of CHI enrollees in Y city

that includes the years and months when a person was enrolled in and withdrawn from the CHI. This CHI

enrollment list is matched to the insurance claims data set by using the household ID, patient age and sex.

Among the complete data set, I focus on the period from April 2003 to March 2006, spanning the 18-

month duration before and after October 200414. Subsequently, children aged 36 months to 72 months when

the reform started are included in the analysis. When a child was over 72 months or below 36 months,

the observations are excluded even if the child was aged 36 months to 72 months in October 2004 because

children’s health condition may change when they enter elementary school in April at the age of 6. Next, I

exclude children who have more than two siblings and children from lone parents since the number of such

cases included in my data is small. Two children whose outpatient health care costs were extremely high are

also excluded since their out-of-pocket expenditures reaches stop-loss amounts15. Finally, monthly data sets

from 39 low-income children (the number of observations is 858) and 142 middle- or higher-income children

(the number of observations is 3,734) are constructed.

The details of the variables are summarized as follows:

Health Care Utilization

On the health care utilization, a dummy variable is created that takes the value of 1 if a child utilizes

outpatient care more than once in a month and a value of 0 otherwise. If a child is enrolled in CHI in a

13The data do not include disease names.
14As is mentioned previously, a low-income child is defined as one whose household members are exempt from residence-

based tax. Hence, any tax reform may change the definition of low-income households in this paper. With regard to this
point, it is impossible to use data from before April 2002 due to a raise in the lower threshold of taxable income for residence-
based tax. In addition, residence-based tax was drastically reformed in 2006 through comprehensive revisions of local taxes and
intergovernmental transfers implemented by then-Prime Minister Junichiro Koizumi, who had intended to give local governments
more fiscal autonomy. In order to avoid the influence of these institutional changes, my analysis focuses on the period from
April 2003 to March 2006.

15In Y city, out-of-pocket expenditure for outpatient care never exceeded 12,000 JPY due to stop-loss.
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given month but their bill is not found in insurance claims, I can reasonably confirm that they did not use

health care services in that month. To calculate spending per visit, total health care costs are divided by

the number of visits. This variable is not observed if a child did not utilize any health care services in that

month.

Income Status

To identify the household income level, I use a code in the insurance claims that shows whether family

members of a patient pay residence-based taxes. If none of the child’s family members pay residential tax,

the child can be reasonably categorized as being from a low-income household. Since this code is included in

insurance claims, and not the enrollee list, it is impossible to confirm the household income level of a child

whose family members have never visited a doctor. However, this problem may be negligible since it would

be quite rare for none of the family members to have seen a doctor at least once a year. If someone in the

household (father, mother or child) visits a doctor, income status of the household is identified with a high

level of certainty.

Household Characteristics

Since the insurance claims data and enrollment list do not include accurate marital statuses, it is impossible

to identify directly if children are from households with married couples or lone parents. Instead, a child is

categorized as being from a lone-parent household if their household includes only one person aged 20 to 60

years; otherwise, a child is categorized as being from a household with a married couple.

Finally, two limitations related to using the insurance claims data of Y city should be noted. First, the

sample does not represent the entire Japanese population. As mentioned previously, Y city is small and

it is plausible that children and their parents who live in urban areas have different preferences regarding

health care services. Second, the insurance claims data do not contain information on important personal

characteristics such as educational attainment and employment status, although the longitudinal nature of

the data may alleviate some of these problems, as mentioned in Kan and Suzuki (2010).

4.2 Descriptive Statistics

Table 2 presents the summary of my data according to children’s household income status. The mean

follow-up period is approximately 2 years for both groups. The proportion of children who visit doctors

more than once a month is 48% in low-income households, while it is 52% in higher-income households.

Visits to pediatricians account for the most frequent doctor visits in both groups. The number of visits per

month is 1.58 in low-income households and 1.23 in higher-income households. Subsequently, health care

spending per visit is calculated as a proxy for treatment intensity. The natural log of spending per visit

is 6.16 for low-income children, which is almost identical to that of their higher-income counterparts. This
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suggests that children receive identical treatment once they visit the doctor, regardless of their household

income status. However, there are significant differences in treatment intensity of dental care services by

income status. The log of spending per visit is 6.17 for higher-income children, which indicates that their

spending per visit is 20 percentage points higher than in low-income children.

As for the characteristics of children, low-income children are more likely to be firstborn. The proportion

of firstborn children is 58% for low-income households-16 percentage points higher than for higher-income

households. We can assume that firstborn children are different from later children in the use of health care

services, because parents may not have much experience in dealing with children’s health problems in their

first child. Hence, it is helpful to present the results divided by birth order subgroups.

5 Results

5.1 Graphical Representation

Turning to the empirical results, I present the unadjusted sample means of the outcome variable by the

treatment and control groups to check the key assumptions required for DD equation. Panel A in Figure

1 presents the average number of outpatient visits during April 2004 to October 2005, with the monthly

raw data grouped into half-year average values. First, the number of visits among preschool children from

low-income households, denoted using diamond-shaped markers with blue solid lines, was almost stable at

approximately 1 to 1.25 days per month before the October 2004 reform was implemented; the number

among preschool children from higher-income households, denoted using circle markers with red solid lines,

decreased slightly during the same period. In the standard DD framework presented in Equation (1), the

former is used as the treatment group and the latter as the control. The DD estimation appears to have

surface validity as the trends were sufficiently similar during the pre-reform period. However, it is not the

case for the spending per visit in Panel B. In Panel B in Figure 1, trends during the pre-reform period seems

to be different because of the irregular increases of spending per visit in the low-incomes during October

2003 to March 2004. Therefore, my DD specification may be inappropriate for this variable.

5.2 Main Results

The estimation results based on Equations (1) are reported in Table 3. Columns (1) and (2) both present

the DD estimates of the probability of doctor visits. Column (1) uses the raw monthly data in the estimation

while Column (2) groups the data into pre-post terms to address the underestimation of standard errors in

the DD estimator with long time series, as recommended by Bertrand et al (2004). In Column (1), the DD

estimate of the probability is 0.1086 and significant, suggesting that the probability to use outpatient health

care services more than once a month would increase by approximately 11% after the reform. Although

the DD estimate is not significant in Column (2), this is largely due to a difference in the measurement of

the “probability”; the dependent variable in Column (2) is a dummy variable that takes the value of 1 if

a child saw a physician or pediatrician more than once in the pre-post reform period spanning 18 months.
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Furthermore, the reform shows a significant impact on the total number of visits in Columns (3) and (4).

The DD estimate based on monthly data indicates that a 10 percentage point reduction in cost sharing

increases the total number of visits by 0.49 days per month. This result still demonstrates robustness even

if the data are collapsed into the pre-post period (Column [4]).

In addition, there is no significant reduction in treatment intensity as a result of the reform. The

coefficient of spending per visit in Column (5) is negative but insignificant. Although the DD estimate in

Column (6) presents a significant result, it may be because the underling trends would not be similar on this

outcome. For instance, Panel B in Figure 1 shows that spendings per visit among low-incomes irregularly

increased during October 2003 to March 2004. This may lead to the severe exaggeration of the negative

impact on spending per visit. Without such a irregular increase, there would be no systematic changes in the

spendings per visit. Consistent with the RAND HIE (Leibowitz et al, 1985), which reveals that the average

medical bill per episode did not differ among cost sharing and free plans, this paper may suggest that cost

sharing does not affect the amount of services provided once parents take their children to the doctor and

medical treatment is initiated16, while the more accurate examination would be needed for this issue.

Using the estimated parameters, I calculate arc elasticity—which uses the midpoint rather than the

initial point to measure the magnitude of changes—of outpatient health care demand (ǫ), applying the DD

estimate from Table 3 to the following formula and taking into account the fact that the average number of

visits in low-income children is 1.58, as shown in Table 2:

ǫ =

qa−qb
(qa+qb)/2
pa−pb

(pa+pb)/2

=
0.4904
1.58
0−10

(0+10)/2

= −0.155 (2)

,

where q represents the outcomes, p is the coinsurance rate, and a and b indicate the “after” and “before”

periods, respectively. Given that the coinsurance rate in my control group decreased from 30% to 10%, I can

assume the treatment group was affected by the additional reduction in the coinsurance rate from 10% to

0%. This assumption postulates that health care utilization in the treatment group in a counterfactual case

(where their coinsurance rate in the post-reform period would decrease from 30% to 10% instead of the actual

0%) can be extrapolated using the actual trend of the control group. This is equivalent to assuming that price

elasticity of the treatment group (i.e., low-income children) would be the same as the control group (middle-

and high- income children). Given the contention that the former would be more sensitive to changes than

the latter, this assumption would seem to be demanding. It is, however, a reasonable assumption since

a recent review paper summarizes that there is no reliable evidence to support this contention (Baicker

16On this point, it should be noted that my results resemble partial equilibrium effects rather than the market-wide and general
equilibrium effects of health insurance, which are outlined in Finkelstein (2007) and Kondo and Shigeoka (2013). Finkelstein
(2007) notes the importance of supply-side changes that result from the expansion of public insurance, and shows that the overall
increase in medical costs caused by the introduction of Medicare is underestimated if only demand-side responses are taken into
account. In the same spirit as this paper, Kondo and Shigeoka (2013) study the impact of the introduction of universal health
insurance in Japan and report a great increase in the number of hospital beds. The reason why my results resemble partial
equilibrium evidence is that the number of newly qualifying children was relatively small compared to the general population
of Y city and there was no market-wide change in health care services.
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and Goldman, 2011). Furthermore, Chandra et al (2014) find price elasticity of low-income patients to be

similar to those calculated for higher-income patients. Even if the assumption does not hold, the estimated

elasticity of low-income patients would not vary because the denominator in the formula for arc elasticity

always takes a value of −2 (which denotes a 200% decrease compared to the mid-point) if the co-payment

of the treatment group is reduced to 0 in the post-reform period17. Taken together, I conclude that the arc

elasticity of health care demand among low-income children is −0.16, which is essentially the same as the

commonly cited value of RAND HIE, i.e., −0.2.

When comparing my results with those of a previous quasi-experimental study of Japanese adults (Kan

and Suzuki, 2010), the arc elasticities in this paper are two or three times higher. In addition, I find

significant effects on doctor visits in both the extensive margin and total visits, while Kan and Suzuki

(2010) do not find any effect on the number of visits. Given that Kan and Suzuki (2010) attribute their low

estimates partly to the presence of patients with inelastic demand, such as patients with chronic illnesses,

the reason why my estimate among children is higher than that of Kan and Suzuki (2010) may be that

chronic illness such as diabetes and hypertension are uncommon among children. However, a recent study

has reported that price elasticity among elderly populations is also higher than that of Kan and Suzuki

(2010), regardless of the fact that chronic illness would be more prevalent among the elderly population;

Shigeoka (2013) reports the outpatient price elasticity of the elderly population to be −0.17, applying an

age-based regression discontinuity technique to grasp the impact of co-payment reduction at the age of 70.

On this point, I posit that my estimates are more credible than those of Kan and Suzuki (2010) because

their results do not seem to be robust to alternative data sets. Although their results are based on analyses

of two data sets (2-year data and 3-year data18), the results on the number of visits contradict each other

(Table 6 in their paper). The effect of co-payment increase on the number of visits is estimated to be

significantly negative in the 2-year data, whereas the effect was estimated to be positive in the 3-year data.

This contradiction is possibly due to the violation of the parallel trend assumption. If time trends of outcome

variables are not similar between treatment and control groups, these two data sets would invariably present

different results; however, we are unable to confirm whether the assumption would be valid or not since Kan

and Suzuki (2010) do not show the comparison of trends in the pre-reform period. In contrast, the trends of

the number of visits in my study are clearly shown in Figure 1. Hence, any bias arising from the violation

of the parallel trend assumption would be unlikely to have an effect on my analysis.

In addition, it is also of particular importance that this paper presents the elasticity among low-income

children. Although conventional wisdom suggests that the poor may be more sensitive to cost sharing than

more affluent individuals, this paper does not support this conclusion. Instead, the estimated elasticity is

very close to those calculated for middle- or higher-income children, as is also indicated in Chandra et al

(2014), who examine how low-income populations in Massachusetts respond to cost sharing.

17Namely, denominator = pa−pb
(pa+pb)/2

= 0−pb
(0+pb)/2

= −2.
18Two-year data include each year before and after the co-payment increase in September 1997, and 3-year data cover the

period from April 1996 to March 1999.
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Lastly, my results are markedly different from Bessho (2012), who finds no impact of MSCI on health

care utilization in preschool children using nationally representative data. It is possible that this difference

is due to the differences in research design: a major difference is that Bessho (2012) is based on a cross

sectional framework, while this study employs a natural experiment.

5.3 Results by Subgroups

Estimations by subgroup may provide detailed insight into the heterogeneous effects of MSCI reform. Table

4 presents the DD results based on monthly data according to sex and birth order. As shown in Columns

(1) and (2), I find large differences in the responses to cost sharing between boys and girls. The coefficient

of the number of visits from DD is approximately 0.8 among girls, which is equivalent to an arc elasticity

of −0.319, while the coefficient among boys is not so high. In addition, the results suggest that birth order

is an important factor in health care demand. The DD estimate in Column (3) shows that in firstborn

children, there is an increase in doctor visits by 0.86 days per month after a 10 percentage point reduction

in the coinsurance rate, whereas the comparable DD estimate of later children is not significant. In firstborn

children, decision to see a doctor may be influenced by out-of-pocket since first-time parents would be less

confident of their subjective evaluation of their child’s health.

Next, the results on the overall health care utilization are presented, which is the sum of outpatient care,

inpatient care, dental care and drug prescriptions. Given that cost sharing for outpatient services could

reduce utilization of complementary services such as hospitalization20 and emergency room (ER) visits21, it

is meaningful to examine its impact on overall health care costs.

In this subgroup analysis, I can also determine the types of outpatient clinics that a child visits, as

insurance claims data contain information regarding the specialty of clinics such as pediatric care and

dermatology. Although parents generally take their children to clinics that provide pediatric services, they

are free to choose clinics offering specialized care (such as dermatology and orthopedics) when the symptoms

of their children appear to require such care22. Regardless of whether care is sought at pediatric clinics or

clinics for other specialties, out-of-pocket expenditure of parents remains the same. In this subsection,

outpatient care is divided into four clinical specialties: pediatric care, internal medicine which specializes in

primary care mainly for adults, dermatology, and other services.

19Bessho (2012) also finds that school-age girls are more elastic to cost sharing than boys, although his analysis is based on
cross-sectional comparison.

20Chandra et al (2010) and Karaca-Mandic et al (2012) show significant offsets in the elderly population and in children
with asthma in the United States. In particular, Karaca-Mandic et al (2012) investigate the relationship between out-of-pocket
medication costs and asthma-related hospitalization, using insurance claims for children with asthma who had commenced
asthma control therapy between 1997 and 2007 in the United States.

21Miller (2012a) argues that non-urgent ER visits would decrease if patients can afford to receive adequate outpatient treat-
ments before the sudden deterioration of health, as seen in reduced ER usage after the Massachusetts Health Care Reform.
Kolstad and Kowalski (2012) also find significant reduction in ER utilization and length of hospital stay in an examination of
the same reform as Miller (2012a). In addition, Miller (2012b) obtains similar results using a sample of children under 18 years
of age.

22In Japanese clinical settings, pediatric clinics provide primary care treatment for a variety of children’s conditions such as the
common cold, sore throat, diarrhea, asthma, vomiting, dry skin, and influenza. On the other hand, other clinical departments
deal mainly with adults, but also treat children.
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In order to ascertain the robustness of the results in this section, the same equation on the number of

visits is estimated with Quasi-ML Poisson regression as in Finkelstein et al (2012) because the outcome

variable takes non-negative integer values. By applying the Quasi-ML Poisson model, I can control the

individual fixed effects and calculate clustered standard errors of the households in order to address the

over-rejection of the null hypothesis. These additional results are presented in the Appendix.

Table 5 summarizes the results from OLS regressions. Column (1) presents the results of total health

care services, which consists of hospitalization, outpatient care, dental care and drug prescription23. DD

estimates suggest that cost sharing in outpatient care increases the total number of days that a patient

utilizes health care services by 0.71 days per month. This implies that a subsidy for the utilization of

outpatient care increases the total health care cost even if it might reduce the hospitalization and other

health care services that complement outpatient care; however, I am unable to definitively show the results

of hospitalization due to the small sample size24.

Column (2) reports the results of pediatric care. All equations produced non-significant estimations,

indicating that pediatric care for children is not responsive to cost sharing. The results are similar in

Column (3). Dermatological care, dental care, and drug prescription, however, are utilized with relatively

high elasticity. DD estimates in Column (4) show that the number of visits increased by 0.1 days per month.

Moreover, DD estimates in Columns (6) and (7) show that the number of visits increases by 0.22 days for drug

prescription. Regarding the “other” outpatient services, I find that the DD estimate for the number of visits

is positive and significant in the Quasi-ML Poisson regression, as shown in the Appendix B. These results

indicate that the utilization of health care services other than pediatrics and dental care services is elastic

to cost sharing. In particular, it is likely that treatments for allergic diseases such as allergic dermatitis and

hay fever are elastic to out-of-pocket expenditures because these diseases probably account for a large share

of children’s visits to dermatological clinics and “other” health care services. Furthermore, the expansion of

the MSCI had a positive impact on drug prescription. Given that the common cold and fever are the major

reasons for pediatrician visits, my results can be interpreted to show that children’s health care demand is

inelastic if they present with clear symptoms of illness. Nevertheless, the clinical symptoms of some diseases

such as allergic dermatitis and nasal inflammation are sometimes unclear and the decision on whether to see

a doctor tends to rely on the parents’ subjective assessment of their child’s health conditions. Hence, the

co-payment policy can be an important factor in influencing health care utilization. After all, the response

of the demand for health care for children to cost sharing varies across a variety of services, as shown in

Duarte (2012).

23Insurance claims data do not contain information on the use or non-use of emergency room services.
24The data in this paper include 53 hospital episodes, which is too small a number to examine the determinants of spending

per hospitalization. With regard to the probability for hospital admission, my findings do not show any significant impact of
the October 2004 reform.
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6 Discussion

In the face of an increasing child poverty rate and a declining birth rate, Japan has reduced patient cost

sharing in the last two decades to support households with children and improve access to public health care

services especially for underprivileged children, led by the initiative of local governments. In addition to the

standard coinsurance rate set by the national government, many municipalities subsidize the co-payment

of children’s health care utilization on a discretionary basis. This paper examines the consequences of this

subsidy program, named the Medical Subsidy for Children and Infants.

By exploiting a recent institutional change in MSCI in Hokkaido Prefecture, the impact of cost sharing

on health care utilization in low-income children is identified by comparing pre-post changes of health

care utilization between low-income children (treatment group) and middle- or higher- income children

(control group). The implied arc price elasticity of outpatient health care demand is −0.16, which is almost

the same as the value presented in the RAND HIE. Furthermore, it is particularly noteworthy that the

estimated elasticity of low-income children in this paper (−0.16) is similar to those estimated in higher-

income populations in other settings. This finding contradicts the well-known hypothesis that low-income

individuals are more affected by changes in co-payment than higher-income individuals. Instead, my paper

is consistent with the findings of Chandra et al (2014), in that low-income patients are very similar with

their higher-income counterparts with regard to sensitivity to cost sharing.

In addition, my findings show that price elasticities are relatively heterogeneous across different charac-

teristics of children and a variety of health care services. For example, among low-income children, health

care demand for firstborns and girls are responsive to cost sharing, but subsequent children and boys are not.

I also find that the demand for dermatology and drug prescription are highly elastic to the reduction of the

coinsurance rate. These heterogeneous effects of cost sharing indicate that the consequences of recent drastic

expansions of MSCI have not been identical across subpopulations and clinical departments. Similarly, the

heterogeneity of the impact suggests that some populations would not respond to reduced cost sharing even

if policymakers attempt to improve their access to health care through the elimination of financial pressure.

In other words, the benefit of low cost sharing does not reach all target populations equally. If this is the

case, cost sharing on its own would not be an adequate policy tool to enhance the access to health care

services in underprivileged children.
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Panel A. Average Number of Outpatient Visits
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Panel B. Log Spendings per Visit
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Note: These figures plot the 6-month averages of the numbers of outpatient visits (Panel A) and log spendings per
visit (Panel B) by subgroups. The values for October 2004 are the mean values from October 2004 until March 2005.
Diamond-shaped markers represent the averages of low-income children, while circle-shaped markers represent those
of higher-income children. The vertical line denotes October 2004, in which the reform was implemented.

Figure 1: Difference-in-Differences Analysis
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Table 1: Changes in Coinsurance Rates in the October 2004 Reform

Low-Income Higher-Income
Before After Before After

Children of Married Couples
Doctor Visits 30% 0% 30% 10%
Hospitalization 0% 0% 10% 10%

Note: Low-income children are defined as those whose parents are exempt from paying
residence-based taxes; the remaining children are classified as middle- or higher-income
children. The first visit to the doctor is free in Y city, although an initial deductible of
580 JPY is required in almost all other municipalities in Hokkaido Prefecture.
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Table 2: Descriptive Statistics

Low-Income Higher-Income
Mean S.D. Min Max Mean S.D. Min Max

Prob. of Visits

Total Outpatient Care 0.48 0.50 0 1 0.52 0.50 0 1
Pediatrics 0.31 0.46 0 1 0.35 0.48 0 1
Internal Medicine 0.13 0.34 0 1 0.10 0.29 0 1
Dermatology 0.08 0.27 0 1 0.08 0.27 0 1
Other 0.17 0.38 0 1 0.10 0.29 0 1
Dental Care 0.10 0.29 0 1 0.15 0.35 0 1
Drug Prescription 0.14 0.34 0 1 0.19 0.39 0 1
Total Health Care 0.53 0.50 0 1 0.59 0.49 0 1

N. of Visits
Total Outpatient Care 1.58 2.61 0 18 1.23 1.72 0 18
Pediatrics 0.78 1.56 0 11 0.80 1.47 0 18
Internal Medicine 0.25 0.85 0 12 0.14 0.51 0 6
Dermatology 0.10 0.38 0 4 0.12 0.50 0 7
Other 0.45 1.24 0 9 0.17 0.62 0 8
Dental Care 0.22 0.83 0 7 0.34 1.04 0 12
Drug Prescription 0.27 0.83 0 6 0.44 1.20 0 16
Total Health Care 2.13 3.37 0 22 2.09 3.00 0 31

Ln (Spending / visit)
Total Outpatient Care 6.16 0.43 4.62 7.72 6.13 0.46 3.76 7.98
Pediatrics 6.12 0.51 3.37 7.52 6.13 0.49 4.14 7.98
Internal Medicine 6.22 0.30 5.53 7.00 6.23 0.33 4.93 7.63
Dermatology 5.99 0.33 4.47 6.55 5.94 0.40 4.48 7.13
Other 5.97 0.90 1.25 7.72 6.05 0.74 1.95 7.84
Dental Care 5.97 0.66 4.20 7.65 6.17 0.63 3.91 8.26
Drug Prescription 5.57 0.47 4.57 6.70 5.69 0.45 4.55 7.03
Total Health Care 6.14 0.50 4.37 8.47 6.15 0.53 3.91 8.89

Characteristics of Children
Female 0.38 0.49 0 1 0.49 0.50 0 1
Firstborn 0.58 0.49 0 1 0.42 0.49 0 1

Number of Observations 858 3,734
Number of groups 39 142
Mean Follow-up Months 22.00 25.06

Note: This table summarizes outpatient medical utilization and the characteristics of the sample. The
data cover 36 months from April 2003 to March 2006. Low-income children are defined as those whose
parents are exempt from paying residence-based taxes; the remaining children are classified as middle-
or higher-income children. “Other” denotes the medical utilization of outpatient care excluding internal
medicine, pediatrics, and dermatology.
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Table 3: Main Results on Outpatient Health Care Utilization

Prob. of Doctor Visits N. of Doctor Visits Ln (Spending / Visit)
Month Pre/Post Month Pre/Post Month Pre/Post
(1) (2) (3) (4) (5) (6)

DD 0.1086** 0.0157 0.4904** 0.4240** -0.0686 -0.1512**
[0.048] [0.048] [0.206] [0.198] [0.060] [0.075]

N. of children 181 181 181 181 181 181
Obs. 4,592 355 4,592 355 2,352 337
R Squared 0.033 0.024 0.031 0.050 0.048 0.166

Note: This table presents the estimated impact of the expansion of the MSCI according to the characteristics of children by
employing DD technique. The sample includes the children of married couples and covers the period spanning 18 months before
and after October 2004. Columns (1) and (2) present the results of the probability of visits. Columns (3) and (4), and (5) and
(6) present the results of the number of visits and the natural log of health care spending per visit, respectively. Columns (1),
(3) and (5) use the monthly raw data; the other columns use the data collapsed into pre- and post-reform periods. All equations
are estimated by OLS regression with individual fixed effects. Time effects are controlled by monthly dummies in Columns (1),
(3) and (5), and post-reform dummy variables in Columns (2), (4) and (6). Standard errors are clustered by household. ***,
p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 4: Results by the Characteristics of Children

Sex Birth Order
Boy Girl First Subsequent
(1) (2) (3) (4)

Prob. of Doctor Visits 0.0820* 0.1712* 0.1358* 0.0928*
[0.041] [0.096] [0.075] [0.053]

Obs. 2,453 2,139 2,064 2,528
N. of Doctor Visits 0.3112* 0.8276** 0.8602** 0.1384

[0.183] [0.414] [0.343] [0.285]
Obs. 2,453 2,139 2,064 2,528
Ln (Spending/ Visit) 0.0177 -0.1698** -0.0903 -0.0961

[0.067] [0.083] [0.075] [0.092]
Obs. 1,215 1,137 1,114 1,238

Note: The sample used in the estimation of the results in this table includes all the children of married
couples, and covers the period spanning 18 months before and after October 2004. Columns (1) and
(2) divide the sample by sex. Column (3) includes only firstborn children and Column (4) includes
subsequent children. All equations are estimated by OLS regression with individual fixed effects and
monthly dummies. Standard errors are clustered by household. ***, p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 5: Results by Clinical Department

Outpatient Care
Total Pediatrics Internal Medicine Dermatology Other Dental Care Drug
(1) (2) (3) (4) (5) (6) (7)

Prob. of Doctor Visits 0.0984** 0.041 0.0573 0.0629*** 0.021 0.0103 0.0833**
[0.043] [0.049] [0.046] [0.020] [0.040] [0.030] [0.034]

Obs. 4,592 4,592 4,592 4,592 4,592 4,592 4,592
N. of Doctor Visits 0.7108** -0.0443 0.2057 0.1029*** 0.0148 0.039 0.2182**

[0.317] [0.199] [0.129] [0.035] [0.069] [0.083] [0.091]
Obs. 4,592 4,592 4,592 4,592 4,592 4,592 4,592
Ln (Spending/ Visit) -0.043 -0.1137 -0.1156 -0.0619 -0.1508 0.4114* -0.0524

[0.057] [0.137] [0.109] [0.059] [0.108] [0.246] [0.121]
Obs. 2,665 1,570 469 363 505 626 817

Note: This table presents the estimated impact of the expansion of the MSCI according to clinical department by employing DD technique. The sample
includes all the children of married couples, and covers the period spanning 18 months before and after October 2004. “Other” denotes the medical
utilization of outpatient care excluding internal medicine, pediatrics and dermatology. All equations are estimated by OLS regression with individual fixed
effects and monthly dummies. Standard errors are clustered by household. ***, p < 0.01. **, p < 0.05. *, p < 0.1.
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A Health Insurance Coverage for Children in Japan

In Japan, children are covered under the same health insurance plan as their designated household head.

Broadly, there are three types of health insurance plans for working-age adults in Japan: society-managed

insurance; a health insurance plan managed by the Japan Health Insurance Association (JHIA); and Citizens’

Health Insurance (CHI), which is a residence-based health insurance plan. These three plans account for

almost 90%25 of health insurance for those under 75 years of age. Adults who work for large firms participate

in society-managed insurance, whereas those who work for small and medium enterprises are included in

health insurance programs managed by the JHIA. Other adults must obtain coverage through the CHI in

their residential area26. Hence, children covered under CHI are the children of employees of small firms

(with fewer than five employees), self-employed workers in the agricultural and retail/service sectors, or the

unemployed. In general, children covered under CHI are from families with lower household incomes than

those of children whose parents are covered under the other types of insurance. In addition, CHI enrolls

those who are unemployed and are therefore no longer covered under employment-based plans. Accordingly,

their children may also be shifted from employment-based plans to CHI coverage due to loss of employment

of the household head. Although we do not know the exact volume of changes in health insurance plans due

to employment transitions, this may be a reason why the financial situation of persons covered under CHI

plans can be considered more fragile than those covered under employment-based plans.

B Quasi-ML Poisson Regression

To verify my central results from OLS regressions in Tables 3 and 4, I present the results of the number

of visits with another specification. Here, a Quasi-ML Poisson regression is utilized in order to address

the skewed nature of the outcome, as in Finkelstein et al (2012). Quasi-ML Poisson regression provides

consistent estimates under the relatively weak assumption that the conditional mean is correctly specified

(Wooldridge, 2002). Standard errors are clustered by household as well as OLS estimates in this paper to

deal with the underestimation of standard errors.

The DD estimates and implied incident rate ratios (IRR) are presented in Table 6. The DD estimate

on the total outpatient expenditure is 0.3445 and significant at the 95% confidence interval. The IRRs

imply that the number of outpatient visits increases by about 40% in the treatment group. This impact is

consistent with the result from OLS analysis27. For the estimates by clinical specialty, the results suggest

that cost sharing does not affect the number of visits to pediatric and dental services, while other types of

care are utilized with high elasticity.

25The remaining 10% is included in Mutual Aid Associations that cover those employed in the public sector.
26A comprehensive and historical review of the Japanese health care system is provided in Ikegami et al (2011) and other

articles published in The Lancet, August 30, 2011.
27The average number of outpatient visits in low-income children was 1.36 before October 2004. Given that the estimated

impact of the reform is 0.4904 in (Table 3), the implied rate of increase is 36% (0.49/1.36), which is almost the same as the IRR
from Quasi-ML Poisson regression.
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Table 6: Results from Quasi-ML Poisson Regression

Outpatient Care
Total Total Pediatrics Internal Medicine Dermatology Other Dental Care Drug
(1) (2) (3) (4) (5) (6) (7) (8)

Coefficient 0.3294** 0.3445** -0.0664 0.7834 0.8683** 0.5658** 0.2186 0.6391**
[0.155] [0.145] [0.201] [0.618] [0.371] [0.285] [0.317] [0.282]

IRR 1.390 1.411 0.936 2.189 2.383 1.761 1.244 1.895
Obs. 4,592 4,592 4,240 2,940 3,014 3,016 3,118 3,463

Note: This table presents the DD and DDD estimates of the number of visits using Quasi-ML Poisson regression. The sample includes all the
children of married couples, and covers the period spanning 18 months before and after October 2004. “Other” denotes the medical utilization
of outpatient care excluding internal medicine, pediatrics and dermatology. All equations include individual fixed effects and monthly dummies.
Standard errors are clustered by household. ***, p < 0.01. **, p < 0.05. *, p < 0.1.
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Does Reduced Patient Cost-sharing Improve Child Health ?∗

Reo TAKAKU†

Abstract

Although cost-sharing has been widely used in many developed countries to contain health care ex-

penditure, the effect of cost-sharing on health for the general population has not been elucidated. In

particular, there are few studies on the effect of cost-sharing on children’s health. This paper investigates

whether reduced cost-sharing leads to an improvement of health status among preschool and school-age

children in Japan, exploiting regional disparities in the expansions of municipality-level subsidy programs

for out-of-pocket expenditure. With the eligibility for this subsidy program, known as the Medical Sub-

sidy for Children and Infants (MSCI), the coinsurance rate generally decreases from 30 or 20 percent to

0 percent for outpatient health care services and drug prescriptions. In order to uncover the impact of

this program, I conducted an original survey for all municipalities to understand time-series evolution of

the eligible age for the MSCI. The response rate is 55 percent, but it covers 75 percent of the popula-

tion under fifteen years old. The probability of being eligible for the MSCI was calculated by the age,

prefecture where a child lives, and year. These probabilities were matched to children’s health data from

the Comprehensive Survey of Living Conditions from 1995 to 2010. The results show that eligibility for

the MSCI improves subjective measures of health status among preschool children. Numerically, MSCI

eligibility decreases the probability of having any symptoms by 2.8 percentage points among preschool

children. However, I find no such improvement among school-age children. In addition, MSCI eligibility

does not reduce hospitalization either among preschool or school-age children. Taken together, this paper

suggests that extensions of the MSCI beyond preschool age have no health benefits. Finally, all the results

hold after inclusion of a variety of covariates and subsample analysis that excludes prefectures where the

response rate for the author’s original survey is low.

Keywords : cost sharing, children’s health, subjective symptoms, hospitalization, Japan

JEL classification : I10, H75
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1 Introduction

In the countries where universal health coverage has been already implemented, use of patient cost sharing is

a primary tool to contain health care expenditure. In fact, many high income countries increased their level

of patient cost sharing between 2000 and 2010 (Johnson et al, 2013). However our knowledge of the effect of

such broad use of cost-sharing policy is not sufficient. In particular, several literature reviews consistently

point out that the impact of patient cost sharing on health is still uncertain (Baicker and Goldman, 2011;

Goldman et al, 2007; Kiil and Houlberg, 2014; Mann et al, 2014). Thus far, most of what we have ever

known is from the RAND Health Insurance Experiment (Manning et al, 1987), which shows there was little

difference in general health across various cost-sharing plans, but the experimental results from 30 years ago

are not directly applicable to the situation today, especially to countries other than the United States. In

addition, there are few studies on the impact of patient cost sharing on children’s health. Since childhood

health status is widely recognized as an important determinant for future achievement and health (Case and

Paxson, 2011; Currie, 2009; Currie and Staible, 2006; Fletcher et al, 2010), making a new reliable evaluation

is of particular importance.

With the fulfillment of these needs as a motivation, this paper presents new evidence on the impact of

cost-sharing on children’s health, exploiting the recent local-level policy changes in Japan. In Japan, the

national government sets the coinsurance rate for preschool children at 20 percent everywhere. However,

local governments can reduce this amount at their own financial expense. This subsidy program, named

Medical Subsidy for Children and Infants (MSCI, in Japanese: Nyūyōji iryōhi josei), has been dramatically

expanded in the last decade. Although the eligible age for the MSCI was under two years old in 97 percent

of municipalities (sub-prefectural government) in 1998, roughly 50 percent of the municipalities expanded

the eligibility to elementary-school-age children in 2010. With eligibility for the MSCI, the coinsurance rate

decreases to 0 percent or a very small amount in most municipalities. Regional diversity is also extensive.

For instance, municipalities in the Kanto region, which includes Tokyo prefecture, the capital of Japan, have

rapidly extended the eligible age to over school-age since 2007, but many municipalities in the Kinki region,

which is the second largest economic area in Japan, had restricted MSCI eligibility to preschool children by

2010.

The extensive regional diversity in the MSCI eligible ages provides plausible quasi experiments that

may uncover the causal effect of reduced cost-sharing on health. However, there have been few studies

on the MSCI because no public organization had compiled comprehensive data on the MSCI until 2011.

Although some local governments publish fragmented information on the MSCI in their districts, it had

been impossible to assemble all the data. To overcome this difficulty, I conducted an original survey for

all municipalities to compile the precise system and time-series evolution of the MSCI from 1995 to 2012.

The overall response rate is 55%, but the survey covers 75 percent of the population under fifteen years old

since the response rate is higher in urban areas. Aggregating them at the prefecture level, the probabilities

of being eligible for the MSCI were calculated for every child in a given age, year, and prefecture. In the
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empirical analysis, these probabilities were matched to children’s health data. The data used here are the

Comprehensive Survey for Living Conditions (CSLC), which is a nationally representative sample of the

Japanese population.

On the effects on children s health, two findings are presented. First, the MSCI expansions are associated

with the improvement of subjective measures of health status among preschool children. In addition, it is

also associated with improvements of a variety of subjective symptoms such as “cough” and “stuffy nose”

among preschool children. Numerically, the probability of having any symptoms decreases by 2.8 percentage

points if the child is eligible for the MSCI, while I find no such an improvements among elementary school

children. Second, regardless of significant effects on subjective measures of health status among preschool

children, the effect on the probability of hospitalization is not significant among all ages. Moreover, I find

no effect on the severe subjective symptoms such as role limitation due to health. Taken together, these

results suggest that the MSCI for preschool children improves health status to a moderate extent, but to

expand the eligible age far beyond the preschool age has no health benefits. Finally, all the results hold

after a variety of robustness checks such as inclusion of additional covariates and subsample analysis that

excludes prefectures with a low response rate in the author’s original survey.

The rest of the paper is organized as follows. The next section provides a brief overview of previous

studies. Recent expansions of the MSCI and the explicit system are explained in Section 3. Section 4

describes the analytical framework and specifies econometric models. Section 5 provides description of the

data. Section 6 summarizes the main results. Finally, section 7 provides conclusions.

2 Prior Literature

Before introducing the study strategy and results, a brief literature review of the impact of cost sharing on

health is presented. On this issue, many studies focus on the impact of patient cost sharing for outpatient

care and prescription drugs on later hospitalization and ER visits. As is mentioned in the literature review by

Goldman et al (2007), previous studies find that increasing (decreasing) patient cost sharing for prescription

drug is associated with an increase (decrease) of later adverse events among patients with diabetes (Mahoney,

2005), schizophrenia (Zeber et al, 2007), asthma (Jonathan et al, 2011; Karaca-Mandic et al, 2012), acute

myocardial infarction (Rahimi et al, 2007), hypertension (Atella et al, 2006), or high cholesterol levels

(Goldman et al, 2006), although some studies find no effect on hospitalization among patients with acute

myocardial infarction(Pilote et al, 2002) or depression (Wang et al, 2010). Studies on the elderly population

are likely to find a significant substitution effect of the changes in cost-sharing in prescription drugs and

outpatient care. (Chandra et al, 2010; Mojtabai and Olfson, 2003; Tamblyn et al, 2001; Trivedi et al, 2010)

because of the high prevalence of chronic conditions among this population. In particular, Chandra et al

(2010) investigates the effect of a 10% increase in the co-insurance rate on later hospitalization among retired

public employees in California, showing hospitalization significantly increased after the reduction of drug

prescriptions due to increased cost-sharing. Although there are limited studies on children, Karaca-Mandic
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et al (2012) also finds similar consequences among children with asthma.1

On the other hand, these observational studies may suffer from several biases such as selection bias (e.g.

patients with bad health condition are likely to move into generous cost-sharing plans) and omitted variable

bias (e.g. unobservable factors affect the control and treatment groups together). Hence, results from

randomized controlled trials are of particular importance even if their relevancy to today’s environmental

background is limited. Again, the most notable and important contribution on this issue is from the RAND

HIE (Newhouse, 1993), which shows no causal effect of higher patient cost-sharing on later increases in

health care expenditures. In addition, the RAND HIE also suggests that cost sharing has no significant

impact on children’s subjective and physiologic measures of health (Valdez et al, 1985), although it would

increase health care costs.2 Valdez et al (1985) reports the effect on a variety of outcomes ranging from

subjective health to anemia, hay fever, and hearing loss, but they do not find significant differences between

free and cost-sharing plans.3

In addition, Taubman et al (2014) examine the effect of Medicaid eligibility on emergency department

utilization in the Oregon Health Insurance Experiment (Oregon HIE) and show that Medicaid eligibility in-

creases ER utilization, rejecting the view that generous health insurance could reduce emergency-department

use and perhaps even total health care costs through improved access to primary care. Given that many

observational studies find the opposite, results from randomization (Taubman et al, 2014) are of particular

importance.

Among studies of the Japanese population, two recent papers have examined the effect of patient cost-

sharing on health in the elderly population (Nishi et al, 2012; Shigeoka, 2014). Nishi et al (2012) show

that reduction of cost-sharing improves a 24-point scale based on the Kessler-6 instrument for nonspecific

psychological distress through reduced out-of-pocket costs, exploiting a discontinuous change in the coin-

surance rate from 30 percent to 10 percent at the age of 70. Based on a similar research design, Shigeoka

(2014) finds no improvement in subjective health and mortality, although health care utilization significantly

increases. However, the relevancy of these results to the present study may be limited because determinants

of health in the elderly population are greatly different from those of children because chronic diseases are

not common among children and the bulk of their outpatient visits are for acute conditions.

Finally, Bessho (2012) investigates the effects of MSCI eligibility on children’s health, using the 2008

CSLC. However the strategy exploited in Bessho (2012) is based on a cross-sectional framework and certainly

suffers from several biases. In short, the purpose of this paper is to enhance the validity of Bessho (2012)

with a repeated cross-sectional framework that exploits the large regional differences in the dynamics of

1In the context of the effect of health insurance coverage, some studies observe reduction of children’s hospitalization after
enrollment in Medicaid. For instance, Dafny and Gruber (2005) shows the increase of avoidable hospitalization due to Medicaid
expansions have been mild compared with that in overall hospitalization, indicating efficacy effects of Medicaid. Aizer (2007)
also shows enrollment in Medicaid before deterioration of health leads to a reduction in children s hospitalization.

2RAND HIE (Newhouse, 1993) shows that the central estimate of arc price elasticity of outpatient health care demand is
−0.2 and children are as responsive as adults in outpatient care utilization.

3Although they find significant differences only in hay fever between free and cost-sharing plans, they find no difference
within cost-sharing plans.
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MSCI expansions.

3 Institutional Background

3.1 Medical Subsidy for Children and Infants

In Japan, the national-level coinsurance rate is 30 percent for school-age children and 20 percent for preschool

children.4 Of course, the amount of out-of-pocket costs implied by these co-insurance rates is not low,

compared with other developed countries such as the U.K. and Nordic countries, but the access to physicians

is generally easy without any stringent gatekeeping. Consequently, use of public health care services may

not be constrained severely, regardless of comparably high out-of-pocket costs. However, there have been

persistent proponents to reduce these coinsurance rates further. The background to this movement is the

declining birth rate and increasing child poverty rate. In Japan, the total fertility rate has been in decline

over the last three decades, and the child poverty rate has increased since the mid-1990s (OECD, 2012).

In 2010, Japan’s poverty rate among children under 18 years was 15.7% 5, which was similar to those of

Canada and Italy but almost double the rates of Germany and Sweden. As the importance of solving these

structural problems has been widely acknowledged, it has been argued that costs for children, especially for

low-income households, should be removed. Since health care costs for childhood illness are sometimes high

especially during the preschool age, a reduction of coinsurance rates through the appropriation of local tax

revenue has been supported in the local assembly. This local subsidy program is the MSCI.

In general, the MSCI system differs across municipalities in four aspects. First, municipalities can freely

set the eligible age for the MSCI within their jurisdiction. For children older than the upper-limit age,

municipalities provide no benefits. Second, municipalities can restrict eligibility for children from high-

income households. Of all municipalities in 2012, 25.6% adopted household income ceilings (MHLW, 2013).

Third, municipalities can also choose the reimbursement method (in-kind transfer or refund). The majority

of municipalities have adopted in-kind transfers and the out-of-pocket payments are reduced immediately.

By contrast, under the refund system, children (or specifically, their parents) have to pay 100% of the

co-payment, and the co-payment is eventually reimbursed by the municipality. Finally, the amount of

subsidy varies across municipalities. Some municipalities charge very small out-of-pocket costs for health

care utilization to promote the “appropriate” use of pediatric services, whereas the co-payment is rendered

completely free in 54% of all municipalities (MHLW, 2013).

It is useful to check the geographical distribution of the eligibility criteria for the MSCI, based on newly

published official data from the Ministry of Health, Labour and Welfare (MHLW, 2013). In Figure 1, a map

of Japan is color-coded according to the eligible age for the MSCI for outpatient care in each municipality.

Light pink areas, which are concentrated in the northeast and southwest regions, indicate municipalities

where the MSCI has been expanded to include all preschool children. In contrast, most of the municipalities

4The coinsurance rate for preschool children was reduced from 30% to 20% in 2008 by an initiative of the national government.
5According to the Comprehensive Survey for Living Conditions in 2012 (MHLW, 2014), This rate increased to 16.3% in 2012.
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in the central main island of Honshu are shown in light green, indicating expansions of the MSCI to include

children up to 15 years of age. Differences in eligible age are large even among regions of similar income

level. For instance, municipalities in the Kanto area extend the eligible age to above preschool age but those

in Kinki region, the second largest economic region in Japan, do not extend the MSCI to school-age children.

These extensive regional disparities in eligible age provide plausible quasi-experiments for uncovering the

effect of reduced cost-sharing on children’s health.

3.2 Historical Evolution of MSCI

Although the maximum age of eligibility for the MSCI has been dramatically raised in the last decade6, there

have been no comprehensive data on the precise system of MSCI before 2011. The MHLW published the

eligibility criteria of all municipalities in 2013 (MHLW, 2013)7, but the historical evolution of the MSCI in

each municipality has not been revealed. This is because the national government has no incentive to grasp

the precise system since the municipalities and prefectures have complete discretion on the MSCI system.

To compensate for this shortcoming, I conducted an original survey to gain an accurate understanding of the

MSCI system in all municipalities.8The survey consists of the following four major questions on the MSCI

from 1995 to 2012: (1) eligible age for hospitalization, (2) eligible age for outpatient visit, (3) co-payment

design for outpatient care utilization, and (4) reimbursement methods. Although the overall response rate

is 55% 9, it covers 75% of the population under fifteen years old since the response rate is higher in large

municipalities.10

A summary of the survey is presented in Table 1. Table 1 shows the average eligible age for the MSCI in

all prefectures from 1995 to 2010, which is calculated as the population-weighted average in the municipalities

that responded to the survey. The right column in this table reports population-weighted response rates.

Although the average eligible ages11 may be inaccurate for prefectures where the response rate is low, the

response rates seems to be enough high to capture regional trends of the MSCI expansions; there are only

two prefectures where the weighted response rate is below 50%.

Table 1 also reveals that the timing of expansions of MSCI greatly differs across prefectures. For instance,

Tokyo prefecture, the capital of Japan, has preceded the other prefectures. The average eligible age for the

MSCI in Tokyo prefecture was 11.1 years in 2007, which was the highest. In addition, prefectures around

Tokyo also have extended the eligible age rapidly since 2007. Saitama, Gunma, and Tochigi prefecture in

the Kanto region had raised the average eligible age to over ten years old by 2010. However, prefectures in

6For the expansions of MSCI in Tokyo Prefecture, see Nishikawa (2010) and Nishikawa (2011)
7Since reports are published two years after the data are collected, the data published 2013 are based on the system in 2011.
8The survey was held in October 2013. The questionnaire was sent to 1732 municipalities, excluding eight municipalities in

Fukushima prefecture because of the consideration of damage in the Great East Japan Earthquake. For the municipalities that
did not reply, we followed up with letters in December 2013.

9Number of responses is 949.
10The crude response rate is 69.8% in cities and 43.2% in towns. With municipality-level population data as of 2010, I

calculated the share of children who are covered by my survey.
11For municipalities where the eligible age is set as “preschool” age, six is used for the calculation of average eligible age since

children enroll in elementary school in April at the age of six.
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Kinki region such as Kyoto and Osaka did not raise the eligible age over school-age children. The average

eligible age was 6.3 years in Kyoto and 6.1 years in Osaka in 2010, indicating most municipalities in these

prefectures restricted the eligibility for the MSCI to preschool children. Given that the Kinki region is the

second-largest economic area in Japan, regional income levels seen to have a limited influence on recent

expansions of MSCI. This paper exploits such regional differences in the timing of the expansions of MSCI

to uncover the association between cost-sharing and children’s health.

4 Data Description

4.1 Data Source

This study utilizes one of the most comprehensive databases of children’s health status in Japan. The

Comprehensive Survey of Living Conditions is a nationally representative stratified random sample survey

of the Japanese population. This survey has been conducted every three years since 1986 and there are 11

rounds available under the permission of Ministry of Health, Labour and Welfare. Among all rounds, I use

six rounds from 1995 to 2010, which together cover the entire period of rapid expansions of the MSCI.

In this survey, the health questionnaire investigates the health status of children with a variety of self-

reported measures on symptoms, general health, and role limitations. Since all subjective variables may

be answered by parents, rather than children, they necessarily reflect the evaluation from parents and can

be different from the judgment of physicians (Baker et al, 2004; Johnston et al, 2009). Regardless of the

limitation, subjective measures of health status are one of the standard indexes to evaluate health status12

and likely to provide useful prediction of objective measures of physical health (Idler and Benyamini, 1997).13

Although the most general measure of health status may be a well-known 5-grade subjective health

measure14, my primary focus is on subjective symptoms because the CSLC surveys the 5-grade measure

only for children aged six and over. Instead, I focus on the question “Do you have any symptoms of illness

or injuries currently ?” If a respondent feels any symptoms such as “fever” or “headache,” he or she answers

yes. Using this question, a binary variable is created. Subsequently, the effects on individual items15 are

also investigated. In addition, the CSLC investigates whether a respondent is admitted to hospital at the

12Subjective health measures in CSLC are also frequently studied in previous studies such as Nakamura (2013).
13This is the conventional rationale for the usage of subjective measures as an outcome variable. Recent studies on the

Oregon and Massachusetts HIEs have provided another meaningful interpretation. Finkelstein et al (2012) and Courtemanche
and Zapata (2014) both show significant and large improvement in subjective health, but Finkelstein et al (2012) suggests this
increase is not explained by the objective improvement of health, since improvement in subjective health preceded the increase
in preventive care utilization. These results suggest the possibility that subjective measures of health can change even when
there is no change in objective health status. Supporting this interpretation, Baicker et al (2013) find significant improvement
in mental health measures in the first two years of the Oregon HIE but they find no effect on objective measures such as blood
pressure and level of hemoglobin. Finkelstein et al (2012) argues that reduction of financial stress for medical expenditures may
explain the observed improvement of subjective health. On the other hand, this argument may not be relevant to my study
since children do not care for how much they pay for the outpatient consultation and prescription drugs.

14To measure it, a survey respondent answers the question, “How is your current health?”, and chooses the answer among 5
choices ranging from “very bad” to “excellent.”

15The CSLC surveys 20-30 items in every wave. Among them, I choose twelve items that were surveyed with the same
wording and definition from 1995 to 2010. In the analysis of individual items, the effect of MSCI expansions on the probability
of suffering from “fever,” “fatigue,” “cough,’ “headache,” “wheezing,” “toothache,” “stuffy nose,” “constipation,” “diarrhea,”
“stomachache,” “rash,” and “cut” are investigated.
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time of the survey. If a child has been admitted to hospital, the parents would answer affirmatively and

the subsequent questions about the child would be skipped. Finally, since the CSLC surveys self-reported

role limitation due to health is only for children aged six and over, the effects are evaluated for elementary

school-age children.

For the demographic characteristics of household members and other socio economic conditions, I use the

household questionnaire, which surveys broad household characteristics such as composition of household,

housing environment, job of parents and insurance status. Since these data also investigate home ownership

and number of rooms, these time-varying variables are controlled for. In addition, household income is

identified with the income questionnaire. However, the main estimates are reported without controlling for

household income because the income questionnaire is asked for almost 10% of the total respondents.

A limitation of the CSLC is that it provides geographic information only at the prefecture level. Although

I assemble municipality-level information of the MSCI in my original survey, the municipality-level eligibility

rules cannot be matched to child health data from the CSLC one-to-one since the CSLC does not contain

municipality-level residential information. Beyond this problem, however, the effects of cost-sharing on health

can be sufficiently revealed by exploiting regional differences in the MSCI expansions since the prefectural-

border is still an important determinant in regional differences in cost-sharing, as is shown in Figure 1.

4.2 Sample Construction

In this paper, the empirical analysis is divided into elementary school-age children and preschool children.

Since children in Japan enroll in elementary school in April at the age of six and graduate in March at the

age of twelve, I include children aged 75-14716 months during the field period of the CSLC for the sample of

elementary school-age children. For the sample of preschool children, children aged less than 74 months and

over 12 months are included. The other inclusion criteria are as follows; (1) children of a married couple, (2)

age of household head and spouse from 20 to 70. Children who receive public assistance are also excluded

since they are not eligible for the MSCI. The number of observations is 122,331 for preschool children, and

142,243 for school-age children.

The descriptive statistics for school-age and preschool children are summarized in Table 4. In this

table, Panel A summarizes descriptive statistics on outcome variables and Panel B reports those of basic

characteristics of the sample. On the other outcome variables except hospitalization, the data are observed

for children who are not hospitalized. In Panel C, household income status is summarized through five

binary variables. It should be noted that the sum of the means of 5 variables is not equal to 100% since

households with 10 million JPY and over are excluded in the regression that controls these variables.

Of preschool children, 27% have some symptoms during the field period, but this percent decreases to

19% in elementary school-age children, suggesting that the probability of having any symptoms decreases

according to age during childhood. For hospitalization, the probabilities are less than 1% for both samples.

1675=6*12+3 and 147=12*12+3. The reason why “3” is added is that the field period of the CSLC is June, three months
later than March.
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This is because children are not identified as hospitalized if they are admitted to hospital just at the

time the survey is held. For the insurance status, children are classified into two insurances; Citizens’

Health Insurance (CHI) and Employment-Based Health Insurances (EBHI).17 Of preschool children, 25%

are enrolled in CHI. In addition, 68% of school-age children live in a house their parents own. To control for

the health status of parents, standard 5-grade measures of subjective health status are used. These variables

take 1 for “excellent” health status and 5 for “very bad” health. Finally, in Panel C, the summaries for

income status are reported. Since the CSLC asks about household income only for around 10 percent of

the entire respondents, the number of observations is 13,991 for preschool children and 15,077 for school-age

children.

5 Identification Strategy

5.1 Analytical Framework

I begin with simple specification, assuming that the causal effect of MSCI on health can be derived from

following equation,

Hit = F (Eligit, Xit, ǫit), (1)

where Eligit is a dummy variable that takes 1 if the child i is eligible for MSCI in year t18, Xit is a vector

of other independent variables and ǫit is an error term. In this equation, we have consistent estimates of the

effect of Eligit if Cov(Eligit, ǫit) = 0. This assumption is likely to be somewhat demanding but reasonable

for the first approximation because Eligit mainly depends on the seemingly exogenous factor for children

such as age and municipality where they live. Although residential choice is endogenous if parents with sick

children immigrate to the municipalities with generous MSCIs, this incentive may not be strong since the

eligibility for the MSCI is temporal in that their child must age out someday.

On the other hand, one major and fundamental limitation of my study is that we cannot observe the

precise value of Eligit since there is no national child database in Japan, as well as the CSLC, contains

municipal-level geographical information, regardless of the fact that the eligible age for the MSCI differs

across municipalities. In order to compensate for this shortcoming, the probability (Probnpt) for each child

i aged n in prefecture p to be eligible for the MSCI is used as the proxy for Eligit. The formal definition of

Probnpt is given as follows,

17Broadly, there are three types of health insurance plans for children in Japan: society-managed insurance; a health insurance
plan managed by the Japan Health Insurance Association (JHIA); and Citizens’ Health Insurance (CHI), which is a residence-
based health insurance plan. These three plans account for almost 90% of health insurance coverage for children. The remaining
10% is included in Mutual Aid Associations and health insurance plans that cover those employed in the public sector. Coverage
of CHI is based on the municipality where a child lives but coverage of other insurance is based on the employment status of
household head.

18As is mentioned previously, the explicit system of MSCI greatly differs across municipalities. For instance, there are notable
differences not only in eligible age, but also in method and amount of reimbursement. Here, following Bessho (2012), I focus on
the regional differences in the eligible age, ignoring the other aspects of MSCI benefits.
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Probnpt =
N∑

m=1

Wmt ∗ Elignmt, (2)

where N is the number of municipalities in the prefecture p that replied to author’s original survey and

Elignmt is a binary variable that takes the value of 1 if a child aged n is eligible for the MSCI in municipality

m in year t. Wmt is the population weight of municipality m, which is based on the population under fifteen

years old. After inserting Probnpt into equation (1), the following equation is derived,

Hit = G(Probnpt, Xit, ǫit). (3)

Clearly, if all municipalities in prefecture p make child i eligible for the MSCI, we obtain Eligit =

Probnpt = 1. On the other hand, if all municipalities in prefecture i restrict the eligible age for the MSCI

under the age of child i, we obtain Eligit = Probnpt = 0. In both cases, there is no measurement error for

the use of Probnpt. The precision of the approximation by Probnpt is highly dependent on disparity of the

eligibility criteria within the prefecture. If the disparity is not so large, the precision of the approximation by

Probnpt may have enough certainty, even if we cannot observe in which municipality a child lives. Otherwise,

Probnpt may be an imprecise approximation for Eligit.
19

Before starting regression analysis, it is useful to check the distribution of the value of Probnpt in each

survey year. If the value takes roughly zero or one, the bias from mis-approximation does not seem to be

large. If otherwise, Probnpt should be regarded as inappropriate proxy for Eligit. Figure 2 summarizes the

distribution of Probnptamong school-age children every three years from 1995 to 2010. In all figures before

2004, Probnpt is concentrated at 0, showing there was no school-age child who was eligible for the MSCI.

After 2004, however, they have become gradually eligible for the MSCI, although most children still had a

low probability to be eligible even in 2010. On the other hand, preschool children were more likely to be

eligible even before 2000 (Figure 3). In particular, the eligibility was polarized especially in 1998. In 1998,

some preschool children were identified to have no eligibility with complete precision (Probnpt = 0), whereas

the others were also identified to be eligible with high certainly (Probnpt = 1). Subsequently, almost all

preschool children had been eligible for the MSCI by 2007.

19Further discussion on the interpretation of equation (3) may be noteworthy. If Probnpt is interpreted as an proxy variable
for Eligit, the estimated coefficient of Probnpt may underestimate the impact of Eligit because of classical measurement error
(Bessho, 2012). However, Probnpt can be also interpreted as an instrumental variable that addresses potential endogeneity of
Eligit in equation (1). For instance, region (state)-level eligibility rules are usually used as instrument for endogenous eligibility
status in the literature on the effects of Medicaid(Currie and Gruber, 1996b, 2001; Gross and Notowidigdo, 2011). In the same
spirit, equation (3) is interpreted as a reduced-form equation that directly correlates the instrument (Probnpt) to outcome
variable.
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5.2 Benchmark Econometric Specification

Based on the discussion above, a parametric model is specified to identify the impact of MSCI expansions

on children’s health, using repeated cross section data from 1995 to 2010. Specifically, the next equation is

estimated,

Hit = α0 + α1Probnpt + Zitγ0 + Zptγ1 + Trendp + Prefp + Y eart + ǫit, (4)

where Zit is a vector of individual level control variables, Zpt represents prefecture level covariates,

Trendp is a prefecture-specific trend, Prefp is prefecture fixed effect, Y eart is a survey year effect and ǫit is

an error term.

Next, I turn to relax the assumption on the exogeneity of Probnpt by implementing several specification

checks. First, Probnpt may be correlated to the error term if unobservable regional characteristics such

as region-level income affect both the expansions of the MSCI and child health. To address this issue,

prefecture-level covariates such as prefecture-level per capita income, unemployment rate, physician density20

are controlled for, as well as prefecture specific trends. If the point estimate of α1 is stable with and

without these covariates, we can assume that region-level unobservable factors may not bias our estimates

so seriously. Second, calculation of Probnpt in this paper may not be completely accurate and this may result

in a measurement error problem. This is potentially a serious threat since my original survey covers only

75% of the population under fifteen years old. Then, to check the robustness for this measurement error,

prefectures where the weighted response rate was low are eliminated. This subsample analysis provides a

clear check for the second threat. In addition to addressing these two threats, many exogenous covariates

are controlled for in order to alleviate the potential omitted variable bias. In addition to basic demographic

variables such as age, gender, number of household members, number of children, age of household head

and spouse, many socio-economic variables are also controlled for. Specifically, the estimation controls for

working status of head and spouse, household income, health insurance of household head, home ownership,

number of rooms.21 In addition, the 5-grade subjective health status of parents was also included to control

for the potential evaluation bias of parents (i.e. depressed parents may evaluate children’s health status

negatively.). Although the health of parents may be endogenous if they are affected by the health of their

children, inclusion of parents’ health status may decrease the distortion due to parental evaluation of child

health.

On household income, unfortunately, the CSLC surveys household income only for about 10 percent

of the respondents. Because of this limitation, statistical power substantially decreases when household

income status is correctly controlled for. However, to control for income provides important robustness

checks since some municipalities do not provide the MSCI for children from high income households. In

20Number of physicians per 100 thousand.
21Our survey does not include educational attainment of parents.
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2011, 25.7 percent of municipalities restricted the MSCI eligibility based on such an income ceiling (MHLW,

2013). With the inclusion of household income, children who are not eligible for the MSCI because of high

income would be successfully excluded. Since the criteria of this income ceiling is based on that of the

Child Allowance in most municipalities, children from the household with income of 10 million JPY are not

included in the analysis.22Five binary variables that categorize income classes into equal sizes are generated

and incorporated into the benchmark specification.

6 Results

6.1 Effects on Subjective Symptom

This subsection summarizes the results on subjective symptoms. First, the results from preschool children

and elementary school-aged children are presented respectively. Next, the results on individual items such

as “fever” are reported.

Table 3 presents the results in the sample of preschool children. Column (1) is a basic specification that

controls for only demographic characteristics. Then, Column (2) additionally controls for socio-economic

characteristics such as working status of parents and home ownership. Column (3) controls for 5-grade

subjective health measures of parents in order to control for the tendency to evaluate children’s health

status according to the health status of their parents (e.g. parents in bad health condition may evaluate

their children’s health status negatively). Moreover, these variables roughly control for intergenerational

transmission of health status through genetic inheritance and low birth weight(Currie and Moretti, 2007). In

addition to individual level controls, three prefecture-level covariates (per capita income, physician density

and unemployment rate) are incorporated in Column (4). These variables may capture prefecture-level

differential changes in children’s health status. Column (5) presents the preferred specification that controls

for prefecture specific linear trends. Column (6) and (7) check the robustness of the results in Column

(5). First, Column (6) excludes the data from the prefectures where the population-adjusted response

rate for my original survey is below 70 percent. Though far from completely plausible, this specification

checks the robustness for the potential measurement error in the probability of being eligible for the MSCI,

namely in Probit. The second robustness check is to control for household income. To control for household

income level, 4 income class dummies are added to the specification in Column (5). Although the sample

size in Column (7) is considerably smaller than the full sample results because of data limitations, this

specification allows us to exclude high-income households that would not be eligible for the MSCI. As

mentioned previously, in Column (7), households with a total income of 10 million JPY and over are

excluded.

Turning to the results, with basic demographic variables and year and prefecture FEs, the coefficient

22In the case of households with a married couple and two children, they are not eligible for child allowance if their household
income is over 9.6 million JPY. This threshold varies with the number of dependents and the amount of deductible income.
Since the income ceiling for the MSCI is also based on those criteria, for simplicity, I assume the household income of 10 million
JPY is a reasonable threshold for my analysis.
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of the probability of being eligible for the MSCI is -0.024 and significant in Column (1), suggesting the

probability of having symptoms decreases 2.4 percentage points if a child is eligible for the MSCI with 100

percent certainty (i.e all municipalities in his prefecture expand the eligible age for the MSCI above his age).

The impact may be stable from Column (2) to (4), but the coefficient in Column (5) exhibits a slightly

larger value (-0.028), suggesting elimination of omitted variable bias through controlling for prefecture-

specific trends alleviates underestimation of the impact of the MSCI. On the other hand, restricting the

sample to prefectures with high response rate does not change the results. Again, the coefficient of Probnpt

is -0.028, the same as the full sample results. These results give me some confidence that measurement error

in the value of Probnpt may not be so serious for the main results, while the response rate for my original

survey on the MSCI system is unfortunately far from complete. The reason is because the reduction of

attenuation bias in the sub-sample analysis would have made the point estimate of Probnpt considerably

larger, if the attenuation bias were so severe. However, the results from sub-sample analysis and full sample

analysis are very similar. Though not completely plausible, this partly supports that the bias from potential

mis-measurement of Probnpt may not be so large.

In Column (7), household income status is controlled for with four dummy variables. Although the sample

size is considerably smaller than the benchmark specification in Column (5), the coefficient of Probnpt is

negative and significant. Moreover, household income status is not associated with the children’s subjective

symptoms. This finding is in line with Nakamura (2013) who investigates the association between parents

income and children’s health, using the CSLC from 1998 to 2007. According to her study, parental income

is negatively associated with specific items of symptoms such as “wheezing” and “difficulties in hearing,”

but there is no association on “any symptoms” because “skin” problem and “injury” are rather prevalent

among higher-income household.23

On the other control variables, parents’ subjective health status is strongly related to the health of

children. Subsequently, being a girl, larger household size, home ownership and enrollment in CHI plans

reduce the probability, while spouse’s employment increases it. Interpretation of these results is too specific

and beyond my scope, but the estimates on the coefficient of Probnpt are still robust after controlling these

covariates.

Next, the results on elementary school-aged children are reported in Table 4. On the contrary to the

results for preschool children, all regression suggests that there is no association between MSCI expansions

and the probability of having any symptoms. In addition, these results suggest that the effectiveness of

reduced cost-sharing may vary across child age. When it comes to the effects on individual items such as

“fever” and “wheezing,” the conclusion is not changed to a large extent. Table 5 summarizes the results

on 12 items among preschool (Panel A) and elementary school-age children (Panel B). On each symptom, I

estimate a benchmark specification that controls for individual- and prefecture-level covariates and prefecture

specific trends and report the coefficient of probnpt. In the upper section in each panel, full sample results

23She shows there is a weak but significant relationship between parental income and subjective general health.
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are presented. Next, the results from two robustness checks are reported in the middle and bottom section.

First, the subsample analysis that corresponds the estimation in Column (6) in Table 3 and 4 are shown in

middle section and the results that control for household income are in bottom section.

Among 12 items, I find significant and robust effects of MSCI expansions in “fever,” “fatigue,” “cough,”

and “stuffy nose” in Panel A. For these items, the impact of MSCI eligibility is consistently significant. If

these symptoms suggest an infection with common cold, it is likely that the health benefits of the MSCI are

limited. More importantly, the effect on “wheezing,” which may be associated with asthma, is not significant.

This suggests that observed improvement in health status in preschool children is not attributable to the

alleviation in asthma-related symptoms. Given that the out-of-pocket burden for asthma-related treatment

may discourage periodic visits, reduced cost-sharing should have improved respiratory symptoms through

improved adherence. However, I find no such improvement. On the sample of school-age children, the

coefficients of Probnpt exhibit no significant and robust effects for any item, suggesting the MSCI for school-

age children has no significant health benefit.

6.2 Effects on Hospitalization

Although the previous subsection investigates the impact on various types of subjective symptoms, the

results necessary suffer from measurement errors on health status because of mis-reporting of parents and

ambiguity of the definition of individual symptoms. Instead, hospitalization is one of the most common

and reliable measures for the evaluation of health status since the decision on whether a child should be

admitted to hospital or not depends on the evaluation from a specialist. In my context, it is possible a

priori that expansions of the MSCI reduce or increase hospitalization. On the one hand, the improved

access to primary care would reduce preventable hospitalizations. Empirically, some studies support this

hypothesis in the general population (Chandra et al, 2010; Dafny and Gruber, 2005; Kolstad and Kowalski,

2012) and patients with specific chronic diseases (Mahoney, 2005; Zeber et al, 2007; Jonathan et al, 2011;

Karaca-Mandic et al, 2012; Rahimi et al, 2007; Goldman et al, 2006).

On the other hand, reduction of co-payments would increase hospitalization if the price elasticity of child

hospitalization is negative.24 Since the MSCI reduces the co-insurance rate for inpatient care, it is possible

that hospitalization increases because of the lower out-of-pocket cost for inpatient care. However, timing of

the expansions of the MSCI for inpatient care preceded that for outpatient care. For instance, 72 percent of

all municipalities had already expanded the eligible age for the MSCI for inpatient care over the preschool

age by April 2004, but the MSCI for outpatient care had been expanded in 44 percent of all municipalities

over preschool age by the same time(MHLW, 2013). In other words, changes in the coinsurance rate for

inpatient care would not directly affect my results since, in many municipalities, the coinsurance rate for

inpatient care remained unchanged when the MSCI for outpatient care was just expanded.

24On this issue, the RAND HIE suggests child hospitalization was not elastic to cost-sharing (Newhouse, 1993). However Al-
mond and Doyle (2011) shows post-natal hospitalization would be elastic to co-payments. A recent randomized experiment from
Oregon presents no results on child hospitalization, but Finkelstein et al (2012) and Taubman et al (2014) reveal hospitalization
and emergency room visits in the adult population increased through the eligibility for Medicaid.
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The results on hospital admission are summarized in Table 6. On the contrary to the results on subjective

symptoms, this table shows that expansions of the MSCI have no impact on hospitalization among both

preschool and elementary school-age children. On the results of preschool children, the point estimates of

the impact are consistently positive and not significant. More importantly, these results hold even after

focusing on a sub-sample that includes prefectures with high response rates (Column 6) and controls for

household income (Column 7). The results for school-age children also robustly exhibit no effect of the

MSCI. Taken together, the results suggest that reduction of the coinsurance rate for outpatient care and

prescription drugs from 30 or 20 percent to 0 percent in Japan would not save the cost of inpatient care.

These findings correspond to previous results from two randomized control trials (RAND HIE (Newhouse,

1993), and Oregon HIE (Taubman et al, 2014) ) and several observational studies such as Pilote et al (2002)

and Wang et al (2010). However, it should be cautioned that this study does not capture the long-term

effect of reduced cost-sharing for children. If observed improvement in subjective symptoms among preschool

children generates long-term health benefits for newly-eligible children, this will reduce costs for the future

health care system.

6.3 Effects on Other Outcomes among School Age Children

Since the CSLC surveys several outcomes only for children aged six years old and over, I present the results

on these outcomes among elementary school-age children. First, I examine the effect on subjective health via

two binary variables. One is the probability of reporting “good” or “excellent” health and another is that

of reporting “bad” and “very bad” health. Next, the effects on the probability of reporting role limitation

due to health, which is measured by the question “Does your child feel difficulties in daily life due to health

problems?”, are summarized. Importantly, the RAND HIE also examines the effect of cost-sharing on these

outcomes25 find no discernible differences between free and cost-sharing plans (Valdez et al, 1985).

Consistent with their findings, I find no effect on general health and role limitation. In Table 7, the

coefficients in all panels are not significant regardless of various alternative specifications. Although standard

errors in Panel A are somewhat small, they are not enough to be significant, suggesting that health benefit

of MSCI expansions for school-age children is very limited or negligible.

6.4 Robustness Checks

Two threats to identification are omitted variable bias (i.e. unobservables may jointly affect child health

and the expansions of the MSCI) and measurement errors in the treatment status (i.e. probability of being

eligible for the MSCI is not understood with complete accuracy since the response rate for the author’s

original survey is not 100%) . In order to check the robustness of the main results for these threats, I

implement several robustness checks in Online Appendix A and B. In Online Appendix A, I control for

25On role limitation, Valdez et al (1985) examines the effect on the item that “Is this child limited in the amount or kind
of other activities (such as playing , helping around the house, hobbies) because of health ?” and on subjective health, they
examine the effect on General Health Rating, which is a quite similar item to 5-grade subjective health.
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cross effects of districts and years, by incorporating district-year fixed effects. Since respondents of CSLC

are chosen from the 5,530 survey districts and we can identify which district a child comes from, inclusion

of district-year FEs may control for unobservable regional characteristics more accurately than prefecture-

specific trends. Next, in Online Appendix B, I test whether the main results change if children from the

prefectures with low response rates for the original survey are excluded more comprehensively than in the

main tables. Details on these robustness checks are summarized in the appendix. All in all, I find the main

results are robust for these checks.

7 Discussion

Exploiting recent dramatic expansions of the medical subsidy for children, this paper shows how co-payment

reduction improves child health. On the empirical analysis, time-series evolutions of eligibility criteria

that are investigated from an original survey for this paper are matched to nationally-representative data

of children’s health. The results suggest that reduced patient cost-sharing would lead to improvement of

subjective symptoms in preschool children. Numerically, the probability of having any symptoms decreases

2.8 percentage points if a child is eligible for the MSCI. On the other hand, I find no such an improvement

among school-age children. In addition, the effect on subjective health and role limitation due to health

are not significant among school age children. More importantly, there is no association between MSCI

eligibility and the probability of hospitalization both among preschool and school-age children. Given that

hospitalization is one of the most common and reliable measures of health condition and an efficiency

argument has stressed that reduced cost-sharing for outpatient care and prescription drugs may save total

health care costs through reduced hospitalization, my finding on the effect on hospitalization in the general

childhood population is of particular importance. Indeed, this paper suggests that recent rapid expansions

of the MSCI in Japan have not led to efficient consequences, at least in the short run. In addition, this

study finds no discernible effects on several health measures in school-age children, suggesting recent rapid

expansions of the MSCI for this age group have not been associated with the improvement of health status.

As is mentioned in Currie et al (2008) who shows expansions of public health insurance has no effect

on current health status of children but has a positive effect on future health, however, the importance

of cumulative effects on health in childhood should not be underestimated. Similarly, it is possible that

children’s health status may improve in the long run since I have observed positive impacts on subjective

symptoms at least among preschool children. When those preschool children grow up to be adults, there

may be substantial cost saving effects, though these important research question are far beyond the scope

of this paper.

There are several limitations to this paper. First, as that mentioned previously, eligibility status for the

MSCI is not understood correctly in this paper. The reason why is because the data on past history of the

eligible age for MSCI is based on the author’s original survey for all municipalities. Although this survey

covers 75 percent of the population under fifteen years old and provides the best knowledge to date on the
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rapid expansions of the MSCI in Japan, some potential measurement errors are inevitable. Since this paper

shows a variety of robustness checks to discern the seriousness of this problem and all results hold after these

checks, I believe that central findings of my study are still valid even if we have a complete set of eligibility

criteria in all municipalities during the study period. Nevertheless, needless to say, more comprehensive

knowledge on the dynamics of the MSCI for all municipalities is desirable. Second, this paper does not

reveal the mechanism through which the MSCI may affect children’s health. In particular the effects of

MSCI on the utilization of preventive care and adherence to prescription drugs should be examined with

other data. These issues are left for future studies.

However, regardless of these limitations, it is of particular importance to present new empirical results

on the impact of cost-sharing on children’s health. For instance, this study examines the effect of reduced

cost-sharing on children, without interviewing pregnant women. This perspective is noteworthy because

some previous studies that exploit Medicaid expansions in the U.S. (Currie and Gruber, 1996a,b; Dafny

and Gruber, 2005) measure the impact of health insurance coverage in utero on health after birth and

find comparatively large health benefits. On the contrary, the results of this paper are not affected by the

reduction of cost sharing in utero since pregnant women are not eligible for MSCI. Although the impact of

insurance coverage is not comparable to that of reduced cost-sharing, this difference may partly explain why

the MSCI does not have large effects on child health.
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Note: This figure illustrates a municipal-level map of Japan shaded according to eligible age for the MSCI for outpatient care. Red lines represent prefectural borders.
Source: MHLW (2013)

Figure 1: Geographical Distribution of the Eligible Age for MSCI: Outpatient Care
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Figure 2: Distribution of the probability of being eligible for MSCI: School-age Children
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Table 1: Average Eligible Age for MSCI: 1995-2010

Prefectures 1995 1998 2001 2004 2007 2010 Response Rate

Hokkaido 1.5 1.5 2.3 3.7 6.2 7.1 75.0
Aomori 1.3 2.1 2.2 2.2 3.7 6.3 48.8
Iwate 0.6 1.1 2.8 3.1 6.0 7.3 90.6
Miyagi 0.9 0.9 0.9 1.7 3.2 4.4 94.9
Akita 0.3 0.5 1.4 1.6 6.0 6.5 48.7
Yamagata 1.1 2.2 3.3 4.2 5.6 5.3 85.8
Fukushima 2.0 2.1 5.1 5.1 7.4 10.1 77.1
Ibaraki 0.4 1.6 1.6 2.3 6.2 8.3 65.8
Tochigi 0.2 1.0 2.1 2.7 8.0 13.8 51.2
Gunma 1.7 2.9 5.5 5.7 6.4 14.2 69.9
Saitama 1.3 1.4 1.8 4.9 6.4 10.9 72.3
Chiba 0.3 1.7 2.1 2.5 4.9 8.3 89.6
Tokyo 2.6 4.8 5.5 5.8 11.1 14.0 70.0
Kanagawa 0.3 1.9 2.7 4.4 6.1 6.2 87.2
Niigata 0.3 0.3 0.9 2.6 5.9 9.7 54.1
Toyama 0.4 0.8 1.2 1.2 6.4 8.8 93.4
Ishikawa 0.8 1.5 1.8 5.2 8.6 9.1 72.3
Fukui 1.3 1.3 3.2 3.6 6.1 10.4 90.5
Yamanashi 0.7 1.8 3.8 4.8 8.0 11.5 57.1
Nagano 3.2 3.2 4.6 5.4 6.4 8.9 65.0
Gifu 1.3 1.9 2.4 3.7 8.9 11.8 68.6
Shizuoka 0.2 0.5 1.2 3.0 6.1 10.1 55.1
Aichi 1.9 1.9 2.4 4.7 6.2 12.6 94.7
Mie 0.5 1.0 1.0 2.0 4.6 7.2 57.0
Shiga 0.4 0.6 0.9 1.4 5.5 5.5 68.9
Kyoto 1.2 1.2 2.2 5.7 5.8 6.3 79.5
Osaka 0.9 1.3 2.1 3.4 5.0 6.1 67.9
Hyogo 1.8 1.9 2.2 5.4 7.9 8.8 90.7
Nara 0.7 1.7 1.7 2.3 5.1 6.6 60.4
Wakayama 1.5 1.5 1.5 2.1 6.1 6.4 68.4
Tottori 0.5 1.2 1.9 2.7 5.6 7.6 53.2
Shimane 0.2 0.2 0.2 0.5 5.9 6.3 64.0
Okayama 0.4 1.7 2.1 2.7 6.6 7.6 91.0
Hiroshima 0.3 0.4 0.8 1.6 6.4 10.1 79.1
Yamaguchi 1.2 1.2 1.2 3.9 6.0 8.6 91.0
Tokushima 1.0 1.9 1.9 2.8 6.4 10.3 24.5
Kagawa 1.0 1.2 2.2 4.2 4.6 4.6 24.5
Ehime 0.4 0.4 0.4 0.6 8.4 10.0 88.6
Kochi 0.0 0.1 0.1 1.0 4.0 6.4 69.0
Fukuoka 1.4 1.4 1.4 1.9 4.6 6.1 68.6
Saga 1.2 1.4 1.4 1.5 4.8 9.1 67.6
Nagasaki 1.0 1.0 1.0 1.5 6.0 6.0 74.8
Kumamoto 0.6 0.7 0.9 4.4 6.5 7.5 81.9
Oita 0.4 0.5 0.5 3.8 5.8 9.9 79.8
Miyazaki 1.7 1.7 3.4 4.3 4.6 10.2 85.7
Kagoshima 0.9 0.9 0.9 0.9 5.5 7.1 72.3
Okinawa 0.4 2.6 3.4 3.5 3.9 4.6 58.2

Note: Average eligible age for MSCI is calculated as a population-weighted average of eligible age in municipalities within a
prefecture. The eligible age of municipalities is based on the original survey conducted by the author. The response rate of this
survey is reported in the right column in the figure. The response rate is also calculated with population aged under fifteen
years old of municipality as a weight. If the eligibility criteria is set as “preschool children,” I assign a value of six since children
start elementary school in April at the age of six.
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Table 2: Descriptive Statistics

Preschool Children Elementary School Children
Mean S.D Min Max Mean S.D Min Max

Panel A. Outcome
Having Any Symptom 0.27 0.44 0 1 0.19 0.39 0 1
Hospitalization 0.00 0.07 0 1 0.00 0.07 0 1
“Good” or “Excellent” Health 0.73 0.44 0 1 0.72 0.45 0 1
“Bad” or “Very Bad” Health 0.03 0.16 0 1 0.02 0.14 0 1
Difficulty in Daily Life 0.03 0.17 0 1 0.03 0.17 0 1

Panel B. Covariates
Age 3.20 1.54 1 6 8.78 1.79 6 12
Female 0.51 0.50 0 1 0.51 0.50 0 1
Firstborn 0.33 0.47 0 1 0.41 0.49 0 1
N. of Child 2.07 0.80 1 9 2.34 0.77 1 9
N. of Household Members 4.34 1.12 3 13 4.61 1.04 3 13
Head Age 38.14 9.96 21 70 42.73 8.73 21 70
Spouse Age 35.79 9.41 21 70 40.17 8.33 21 70
Head Job 0.97 0.17 0 1 0.97 0.18 0 1
Spouse Job 0.38 0.49 0 1 0.51 0.50 0 1
Insurance Status: CHI 0.25 0.43 0 1 0.26 0.44 0 1
Insurance Status: EBHI 0.75 0.33 0 1 0.74 0.32 0 1
Home-ownership 0.52 0.50 0 1 0.68 0.46 0 1
N. of Rooms : Under 3 0.31 0.46 0 1 0.18 0.39 0 1
N. of Rooms : 4 0.27 0.45 0 1 0.26 0.44 0 1
N. of Rooms : 5 0.18 0.39 0 1 0.24 0.43 0 1
N. of Rooms : 6-7 0.16 0.37 0 1 0.23 0.42 0 1
N. of Rooms : over 8 0.07 0.26 0 1 0.08 0.28 0 1
Subjective Health: Head 2.35 1.00 1 5 2.37 1.00 1 5
Subjective Health: Spouse 2.29 1.01 1 5 2.32 1.00 1 5
Number of Obs. 117,522 136,921

Panel C. Household Income
Less Than 2 Million JPY 0.04 0.19 0 1 0.03 0.18 0 1
2-4 Million JPY 0.23 0.42 0 1 0.17 0.37 0 1
4-6 Million JPY 0.38 0.49 0 1 0.33 0.47 0 1
6-8 Million JPY 0.24 0.43 0 1 0.30 0.46 0 1
8-10 Million JPY 0.11 0.31 0 1 0.17 0.38 0 1
Number of Obs. 13,991 15,077

Note: The sample size for household income in Panel C is smaller than full sample in Panel A and B since the CSLC only
surveys household income for about 10 percent of respondents.
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Table 3: Effects on Subjective Symptoms: Preschool Children

(1) (2) (3) (4) (5) (6) (7)

Prob. -0.024*** -0.025*** -0.024*** -0.024*** -0.028*** -0.028*** -0.035**
(0.006) (0.006) (0.006) (0.006) (0.006) (0.009) (0.015)

Age -0.060*** -0.060*** -0.065*** -0.065*** -0.066*** -0.051** -0.090**
(0.013) (0.013) (0.012) (0.012) (0.012) (0.018) (0.042)

(Age/10)2 1.509*** 1.505*** 1.634*** 1.626*** 1.608*** 1.222* 2.422*
(0.422) (0.423) (0.413) (0.414) (0.410) (0.615) (1.389)

(Age/10)3 -14.855*** -14.755*** -15.676*** -15.601*** -15.317*** -12.590* -23.472*
(4.173) (4.167) (4.099) (4.121) (4.081) (6.092) (13.648)

Girl -0.020*** -0.020*** -0.020*** -0.020*** -0.020*** -0.024*** -0.012
(0.003) (0.003) (0.003) (0.003) (0.003) (0.004) (0.008)

Firstborn 0.018*** 0.018*** 0.019*** 0.019*** 0.019*** 0.013** 0.012
(0.003) (0.003) (0.003) (0.003) (0.003) (0.005) (0.008)

Number of Children 0.003 -0.001 0.001 0.001 0.001 -0.010 0.001
(0.004) (0.005) (0.005) (0.005) (0.005) (0.006) (0.013)

Number of Household Member -0.016*** -0.012*** -0.011** -0.011** -0.011** -0.003 -0.017
(0.004) (0.004) (0.004) (0.004) (0.004) (0.006) (0.011)

Head Age -0.001* -0.000 -0.001** -0.001** -0.001** -0.001** -0.001
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.001)

Spouse Age 0.001 0.001* -0.000 -0.000 -0.000 -0.001 -0.001
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.001)

Household Income: Less than 2 Million JPY

Household Income: 2-4 Million JPY -0.027
(0.033)

Household Income: 4-6 Million JPY -0.020
(0.029)

Household Income: 6-8 Million JPY -0.001
(0.029)

Household Income: 8-10 Million JPY -0.012
(0.029)

Head Works -0.002 0.005 0.005 0.005 0.001 0.026
(0.009) (0.010) (0.010) (0.010) (0.016) (0.033)

Spouse Works 0.013*** 0.013*** 0.013*** 0.013*** 0.009** -0.007
(0.003) (0.003) (0.003) (0.003) (0.004) (0.009)

Insurance Status: SMHI

Insurance Status: CHI -0.010** -0.010** -0.010** -0.010** -0.007 -0.005
(0.004) (0.004) (0.004) (0.004) (0.007) (0.009)

Home Ownership -0.018*** -0.014*** -0.014*** -0.013*** -0.012** -0.004
(0.004) (0.004) (0.004) (0.003) (0.004) (0.012)

Number of Rooms: Less than 3

Number of Rooms: 4 0.009** 0.011** 0.011** 0.010** -0.012** 0.028*
(0.004) (0.004) (0.004) (0.004) (0.004) (0.016)

Number of Rooms: 5-6 0.005 0.009 0.009 0.009 0.019*** 0.010
(0.006) (0.006) (0.006) (0.006) (0.006) (0.018)

Number of Rooms: 7-8 -0.004 0.001 0.000 -0.000 0.021*** -0.005
(0.006) (0.006) (0.006) (0.006) (0.005) (0.017)

Number of Rooms: Over 9 -0.015* -0.006 -0.007 -0.007 0.010 -0.005
(0.008) (0.008) (0.008) (0.008) (0.009) (0.036)

Head’s Subjective Health Status 0.062*** 0.062*** 0.062*** 0.065*** 0.048***
(0.002) (0.002) (0.002) (0.003) (0.008)

Spouse’s Subjective Health Status 0.030*** 0.030*** 0.030*** 0.029*** 0.034***
(0.001) (0.001) (0.001) (0.002) (0.007)

Physician Density -0.000 -0.001 -0.004 0.014**
(0.002) (0.002) (0.003) (0.006)

Per Capita Income 0.000** 0.000 0.000 -0.000
(0.000) (0.000) (0.000) (0.000)

Unemployment Rate 0.011** 0.019* 0.014 -0.009
(0.005) (0.010) (0.013) (0.014)

Prefecture Specific Trends X X X
Exclude Low Response Rate Prefectures X
R squared 0.011 0.012 0.043 0.043 0.044 0.046 0.052
Obs. 115,019 115,019 115,019 115,019 115,019 52,787 13,122

Note: This table presents the estimated impact of the increasing probability to be eligible for the MSCI on subjective symptoms.
The analysis includes all preschool children of a married couple, aged 12 months and over. From Column (1) to (5), the results
with and without various covariates are reported. Column (6) presents the results of sub-sample analysis that excludes prefectures
where the weighted response rate for my original survey was under 70 percent. To Column (5), Column (7) additionally controls
for household income. Since the CSLC surveys household income only for 10 percent of respondents, the sample size in Column
(7) is small. Standard errors are clustered at prefecture level. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 4: Effects on Subjective Symptoms: School-age Children

(1) (2) (3) (4) (5) (6) (7)

Prob. -0.001 -0.001 0.000 0.001 0.007 0.006 -0.016
(0.009) (0.009) (0.009) (0.009) (0.010) (0.014) (0.043)

Age -0.095** -0.096** -0.088* -0.088* -0.086* -0.078 -0.021
(0.046) (0.046) (0.045) (0.045) (0.045) (0.060) (0.137)

(Age/10)2 0.921* 0.941* 0.855 0.853 0.836 0.775 0.036
(0.532) (0.533) (0.523) (0.523) (0.523) (0.672) (1.576)

(Age/10)3 -3.050 -3.131 -2.859 -2.850 -2.791 -2.703 0.372
(1.997) (1.999) (1.963) (1.962) (1.960) (2.479) (5.931)

Girl -0.018*** -0.018*** -0.018*** -0.018*** -0.018*** -0.016*** -0.021***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.004) (0.007)

Firstborn 0.034*** 0.033*** 0.032*** 0.032*** 0.032*** 0.036*** 0.036***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.003) (0.009)

Number of Children 0.008*** 0.003 0.004 0.004 0.004 0.004 0.013
(0.003) (0.003) (0.003) (0.003) (0.003) (0.005) (0.011)

Number of Household Members -0.012*** -0.007** -0.005** -0.005** -0.005** -0.005 -0.017
(0.002) (0.002) (0.002) (0.002) (0.002) (0.004) (0.010)

Head Age -0.001*** -0.001** -0.001*** -0.001*** -0.001*** -0.001*** -0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.001)

Spouse Age 0.001* 0.001** 0.000 0.000 0.000 0.000 -0.001
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.001)

Household Income: Less than 2 Million JPY

Household Income: 2-4 Million JPY -0.025
(0.019)

Household Income: 4-6 Million JPY -0.012
(0.017)

Household Income: 6-8 Million JPY 0.006
(0.019)

Household Income: 8-10 Million JPY -0.001
(0.018)

Head Works 0.002 0.007 0.007 0.007 0.006 0.026
(0.007) (0.007) (0.007) (0.007) (0.011) (0.020)

Spouse Works -0.010*** -0.009*** -0.009*** -0.009*** -0.006 -0.017**
(0.003) (0.003) (0.003) (0.003) (0.004) (0.007)

Insurance Status: SMHI

Insurance Status: CHI -0.013*** -0.015*** -0.015*** -0.015*** -0.015** 0.000
(0.003) (0.003) (0.003) (0.003) (0.005) (0.008)

Home Ownership -0.019*** -0.014*** -0.014*** -0.014*** -0.011 -0.004
(0.004) (0.004) (0.004) (0.004) (0.006) (0.008)

Number of Rooms: Less than 3

Number of Rooms: 4 0.009** 0.011** 0.011** 0.011** 0.020*** -0.001
(0.004) (0.004) (0.004) (0.004) (0.006) (0.012)

Number of Rooms: 5-6 0.010** 0.014*** 0.014*** 0.014*** 0.020*** -0.005
(0.005) (0.005) (0.005) (0.005) (0.007) (0.012)

Number of Rooms: 7-8 -0.001 0.003 0.003 0.003 0.012 -0.012
(0.005) (0.005) (0.005) (0.005) (0.009) (0.014)

Number of Rooms: Over 9 -0.008 -0.002 -0.002 -0.002 0.003 -0.019
(0.007) (0.007) (0.007) (0.007) (0.013) (0.022)

Head’s Subjective Health Status 0.049*** 0.049*** 0.050*** 0.051*** 0.051***
(0.001) (0.001) (0.001) (0.002) (0.005)

Spouse’s Subjective Health Status 0.027*** 0.027*** 0.027*** 0.027*** 0.029***
(0.002) (0.002) (0.002) (0.002) (0.004)

Physician Density -0.000 -0.002 -0.001 0.014**
(0.002) (0.002) (0.004) (0.006)

Per Capita Income 0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000)

Unemployment Rate 0.004 0.008 0.017* -0.009
(0.004) (0.006) (0.008) (0.014)

Prefecture Specific Trends X X X
Exclude Low Response Rate Prefectures X
R squared 0.009 0.010 0.036 0.036 0.037 0.045 0.045
Obs. 133,855 133,855 133,855 133,855 133,855 61,593 14,180

Note: This table presents the estimated impact of the increasing probability to be eligible for the MSCI on subjective symptoms.
The analysis includes all elementary school aged children. From Column (1) to (5), the results with and without various covariates
are reported. Column (6) presents the results of sub-sample analysis that excludes prefectures where the weighted response rate
for my original survey was under 70 percent. To Column (5), Column (7) additionally controls for household income. Since the
CSLC surveys household income only for 10 percent of respondents, the sample size in Column (7) is small. Standard errors
are clustered at prefecture level. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 5: Effects on Subjective Symptoms: Individual Items

Fever Fatigue Cough Headache Wheezing Toothache Stuffy Nose Constipation Diarrhea Stomachache Rash Cut
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Panel A. Preschool Children
Full Sample
Prob. -0.019** -0.005* -0.040*** -0.004 -0.007 -0.003 -0.035** -0.005* -0.011 -0.004* -0.006 0.002

(0.009) (0.003) (0.010) (0.002) (0.006) (0.004) (0.016) (0.003) (0.007) (0.002) (0.006) (0.005)
Obs. 115,019 115,019 115,019 115,019 115,019 115,019 115,019 115,019 115,019 115,019 115,019 115,019

Low Response Prefectures Excluded
Prob. -0.011** -0.003** -0.013* 0.000 -0.003 -0.005*** -0.021*** 0.000 -0.002 0.001 -0.004 0.003

(0.005) (0.001) (0.007) (0.002) (0.003) (0.002) (0.007) (0.001) (0.002) (0.001) (0.003) (0.002)
Obs. 52,787 52,787 52,787 52,787 52,787 52,787 52,787 52,787 52,787 52,787 52,787 52,787

Household Income Controlled
Prob. -0.019** -0.005* -0.040*** -0.004 -0.007 -0.003 -0.035** -0.005* -0.011 -0.004* -0.006 0.002

(0.009) (0.003) (0.010) (0.002) (0.006) (0.004) (0.016) (0.003) (0.007) (0.002) (0.006) (0.005)
Obs. 13,728 13,728 13,728 13,728 13,728 13,728 13,728 13,728 13,728 13,728 13,728 13,728

Mean of Dep. 0.06 0.01 0.12 0.00 0.03 0.01 0.13 0.01 0.02 0.01 0.03 0.01

Panel B. School Age Children
Full Sample
Prob. 0.003 0.001 0.012** -0.003 0.001 0.000 -0.001 -0.001 0.003 0.003 0.003 -0.001

(0.004) (0.003) (0.006) (0.003) (0.003) (0.003) (0.007) (0.001) (0.003) (0.003) (0.005) (0.004)
Obs. 133,855 133,855 133,855 133,855 133,855 133,855 133,855 133,855 133,855 133,855 133,855 133,855

Low Response Prefectures Excluded
Prob. 0.009 -0.004 0.008 -0.010*** -0.002 0.006 0.006 -0.002 0.004 0.003 0.010* -0.006

(0.006) (0.004) (0.007) (0.003) (0.005) (0.004) (0.011) (0.002) (0.004) (0.004) (0.005) (0.005)
Obs. 61,593 61,593 61,593 61,593 61,593 61,593 61,593 61,593 61,593 61,593 61,593 61,593

Household Income Controlled
Prob. -0.009 -0.005 -0.002 -0.002 -0.002 0.003 -0.007 -0.005 0.003 0.006 0.019 -0.015

(0.012) (0.006) (0.022) (0.009) (0.011) (0.012) (0.026) (0.004) (0.008) (0.011) (0.013) (0.011)
Obs. 14,782 14,782 14,782 14,782 14,782 14,782 14,782 14,782 14,782 14,782 14,782 14,782

Mean of Dep. 0.02 0.01 0.05 0.01 0.02 0.01 0.08 0.00 0.01 0.01 0.02 0.01

Prefecture Fixed Effect X X X X X X X X X X X X
Year Effect X X X X X X X X X X X X
Prefecture Specific Trends X X X X X X X X X X X X
Individual-Level Controls X X X X X X X X X X X X
Prefecture-Level Controls X X X X X X X X X X X X

Note: This table presents the estimated impact of the increasing probability to be eligible for the MSCI on subjective symptoms. Means of dependent variables are reported
in the bottom row in each panel. Standard errors are clustered at prefecture level. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 6: Effects on Hospitalization

(1) (2) (3) (4) (5) (6) (7)

Panel A. Preschool Children
Prob. 0.000 0.000 0.000 0.000 0.000 0.001 0.002

(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.003)
Obs. 117,522 117,522 117,522 117,522 117,522 53,975 13,374

Panel B. School Age Children
Prob. -0.002 -0.002 -0.002 -0.002 -0.002 -0.004 -0.002

(0.002) (0.002) (0.002) (0.002) (0.002) (0.003) (0.006)
Obs. 136,921 136,921 136,921 136,921 136,921 62,999 14,466

Year Effect X X X X X X X
Prefecture Fixed Effect X X X X X X X
Demographic Controls X X X X X X X
Socio Economic Controls X X X X X X
Parents’ Subjective Health X X X X X
Prefecture-level Controls X X X X
Prefecture Specific Trends X X X
Exclude Low Response Prefectures X
Control Household Income X

Note: This table presents the estimated impact of the increasing probability to be eligible for MSCI on the probabil-
ity of hospitalization. The analysis includes preschool children in Panel A and elementary school children in Panel
B. From Column (1) to (5), the results with and without various covariates are reported. Column (6) presents the
results of sub-sample analysis that excludes prefectures where the weighted response rate for my original survey
was under 70 percent. To Column (5), Column (7) additionally controls for household income. Since the CSLC
surveys household income only for 10 percent of respondents, the sample size in Column (7) is small. Standard
errors are clustered at prefecture level. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table 7: Effects on Other Outcomes Among School Age Children

(1) (2) (3) (4) (5) (6) (7)

Panel A. “Good” or “Excellent” Health
Prob. 0.018 0.018 0.016 0.016 0.017 0.014 0.051

(0.015) (0.015) (0.013) (0.012) (0.012) (0.013) (0.036)
Obs. 130,365 130,365 130,365 130,365 130,365 60,131 13,824

Panel B. “Bad” or “Very Bad” Health
Prob. 0.005 0.005 0.005 0.004 0.002 -0.001 0.001

(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.014)
Obs. 130,365 130,365 130,365 130,365 130,365 60,131 13,824

Panel C. Role Limitation
Prob. 0.003 0.003 0.003 0.003 0.000 0.001 -0.013

(0.003) (0.003) (0.003) (0.003) (0.004) (0.004) (0.015)
Obs. 131,387 131,387 131,387 131,387 131,387 60,596 13,911

Year Effect X X X X X X X
Prefecture Fixed Effect X X X X X X X
Demographic Controls X X X X X X X
Socio Economic Controls X X X X X X
Parents’ Subjective Health X X X X X
Prefecture-level Controls X X X X
Prefecture Specific Trends X X X
Exclude Low Response Prefectures X
Control Household Income X

This table presents the estimated impact of the increasing probability to be eligible for the MSCI on subjective health and
role limitation due to health. The analysis includes all elementary school children and results of preschool children cannot be
reported since these outcomes are asked for children aged six years old and over. From Column (1) to (5), the results with and
without various covariates are reported. Column (6) presents the results of sub-sample analysis that excludes prefectures where
the weighted response rate for my original survey was under 70 percent. To Column (5), Column (7) additionally controls for
household income. Since the CSLC surveys household income only for 10 percent of respondents, the sample size in Column (7)
is small. Standard errors are clustered at prefecture level. p < 0.01. **, p < 0.05. *, p < 0.1.
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A Inclusion of District-Year Fixed Effects

In order to address differential regional heterogeneity in children’s health status that are not attributed to

MSCI expansions, an additional robustness check is implemented. Since respondents of the CSLC are chosen

from the 5,530 survey districts defined in the Census, it seems to be effective for eliminating unobservable

regional and time-varying factors by including district-year fixed effects.26 Since prefecture-level time-varying

variables are absorbed into these district-year FEs, my benchmark specification is reduced to the following

equation,

Hit = β0 + β1Probnpt + Zitδ0 +DistXyear + εit, (5)

where DistXyear represents district-year FEs. Given that this specification allows us to compare the

children’s health outcomes with different eligibility status within the same district and survey year, incidental

factors for each district in a given survey year such as local prevalence of hay fever may be absorbed into this

term. In addition, district-year FEs also absorb the influences of the unobservable economic and political

environment, which affects both children’s health and the MSCI system. From an econometric perspective,

it is useful to compare the point estimate of α1 and β1. If we observe that β1 is greater in magnitude than

α1, it suggests that omitted variables bias in benchmark specification may underestimate the impact of the

MSCI.

The results are summarized in Table A1. In this table, I report the coefficients of probnpt on 5 outcomes

that have been already investigated, and on each outcome, results from subsample analysis that excludes low

response rate prefectures are also reported, as well as those from full sample analysis. In Column (1) in Panel

A, the estimated effect of MSCI eligibility is -0.032 and significant, suggesting MSCI eligibility decreases

the probability of having any symptoms by 3.2 percentage points. Furthermore, this impact is not greatly

changed in prefectures where the calculation of probnpt may be inaccurate because of low response rate for

my original survey (Column 2). Compared with the impact from benchmark specification in Table 3, the

impact after controlling for district-year FEs is somewhat larger than my benchmark results (2.8 percentage

points), suggesting omitted variable bias may underestimate the impact of MSCI eligibility, while difference

in the size of impact is not so large. On the other outcomes, as in the former specification, there are no

discernible impacts of the MSCI on health outcomes either among preschool or school-age children.

26Since it is impossible to track a given district over several survey years because the codes that represent survey districts
change year by year, we cannot control for district fixed effects.
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Table A1: Robustness Checks with District-Year FEs

Symptom Hospitalization “Good” or “Excellent” “Bad” or “Very Bad” Role Limitation
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Panel A. Preschool Children
Prob. -0.032*** -0.036*** 0.000 0.007

(0.008) (0.012) (0.001) (0.007)
Obs. 115,019 52,787 117,522 53,975

Panel B. School Age Children
Prob. 0.034 0.039 0.002 0.007 0.012 -0.007 0.003 0.007 0.006 0.006

(0.024) (0.031) (0.005) (0.007) (0.023) (0.031) (0.009) (0.011) (0.011) (0.014)
Obs. 133,855 61,593 136,921 62,999 130,365 60,131 130,365 60,131 131,387 60,596

Number of Clusters 19,929 19,929 19,929 19,929 19,929 19,929 19,929 19,929 19,929 19,929
District-year FEs X X X X X X X X X X
Individual Level Controls X X X X X X X X X X
Exclude Low Response Prefectures X X X X X

Note: This table presents the results of robustness checks that control for district-year FEs. The analysis in Panel A includes preschool children and that in Panel B includes
elementary school-aged children. Outcome variable is the probability of having any subjective symptom in Columns (1) and (2), hospitalization in Columns (3) and (4),
“Good” or “Excellent” health in Columns (5) and (6), “Bad” or “Very Bad” health in Columns (7) and (8), and role limitation due to health in Columns (9) and (10).
Even-numbered columns present the results of sub-sample analysis that excludes prefectures where the weighted response rate for my original survey was under 70 percent.
Standard errors are clustered at the district-year cells. On three outcomes in Columns (5)-(10), the results on preschool children are not reported since these outcomes are
surveyed only for children aged six years and over. p < 0.01. **, p < 0.05. *, p < 0.1.
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B Robustness Checks for Response Rate for the Original Survey

One potential threat for my analysis is that the average probability of being eligible for the MSCI is not

understood with complete accuracy because some municipalities did not respond to the author’s original

survey. In Appendix B, I construct subsamples according to the response rate of the original survey and

check whether the main results from the full sample are not changed when prefectures with a low response

rate are dropped. Specifically, I change the threshold response rate from 50% to 90% and test the robustness

of the results.

The results are summarized in Tables B1 to B7. In Tables B1, the results on probability of having any

symptoms among preschool children are presented. Panel A reports the results from the full sample and

Panel B controls for household income. As is mentioned previously, the sample size is smaller in Panel B

than Panel A since the CSLC surveys household income only for about 10% of the respondents. In Column

(1) in Panel A, I report the same result with that of Column (6) in Table 3. With the same covariates, I

restrict the sample according to the response rate for my original survey, namely from 50% in Column (2) to

90% in Column (10). The results in Panel A show that the coefficient of the treatment (Prob.) is very stable

for alternative subsamples, ranging from -0.024 in Column (3) to -0.049 in Column (10). This suggests the

response rate does not affect my results markedly. In addition, I run the same regression for the subsample

for which the CSLC surveys household income in Panel B. Because of smaller sample size, standard errors

are larger than those in Panel A. However, point estimates are very similar with the counterparts in Panel

A.

From Table B2 to Table B7, I present similar tables on the other outcomes. In general, the results from

the baseline specification are not changed according to the response rate, indicating that the main findings

in this paper will be still valid if we have complete data on the eligibility criteria of MSCI from 1995 to

2010. It should also be noted that impacts among school age children become significant when we control for

household income and restrict the sample to prefectures with high response rate (See Tables B3,B4 and B7).

However, the sizes of the impacts are implausibly large, suggesting small sample sizes in these estimations

may result in biased coefficients.
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Table B1: Robustness Checks For the Results on Symptoms: Preschool

Full 50% 55% 60% 65% 70% 75% 80% 85% 90%
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Panel A. Baseline Specification
Prob. -0.028*** -0.028*** -0.024*** -0.026*** -0.029*** -0.028*** -0.026** -0.024* -0.029** -0.049**

(0.006) (0.006) (0.006) (0.007) (0.007) (0.009) (0.010) (0.012) (0.012) (0.018)
R2 0.044 0.043 0.044 0.043 0.044 0.046 0.047 0.049 0.050 0.056
Obs. 115,019 107,147 97,941 88,995 72,852 52,787 37,144 26,741 24,413 14,724

Panel B. Controlling for Household Income
Prob. -0.035** -0.034** -0.036** -0.035* -0.034* -0.024 -0.033 -0.022 -0.031 -0.122*

(0.015) (0.016) (0.017) (0.018) (0.019) (0.023) (0.031) (0.040) (0.043) (0.052)
R2 0.056 0.052 0.053 0.052 0.052 0.055 0.056 0.063 0.066 0.066
Obs. 13,122 12,594 11,664 10,805 9,302 6,777 4,275 2,777 2,516 1,500

Note: Column (1) reports the results from full sample analysis, but the other columns exclude children who live in the prefectures where the response rate for my original
survey is low. The percentages reported in the upper row show the threshold. “50%” represent that the estimation excludes children from prefectures where the response
rate is below 50%. The specification in Panel A is based on a baseline model, without controlling for household income. In Panel B, household income is controlled for with
5-grade categorical variables, although the sample size decreases. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table B2: Robustness Checks For the Results on Hospitalization: Preschool

Full 50% 55% 60% 65% 70% 75% 80% 85% 90%
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Panel A. Baseline Specification
Prob. 0.000 0.000 -0.000 -0.000 -0.000 0.001 0.002 0.000 -0.000 0.000

(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002) (0.003)
R2 0.002 0.002 0.002 0.002 0.002 0.002 0.003 0.003 0.003 0.004
Obs. 117,522 109,488 100,080 90,942 74,449 53,975 37,977 27,334 24,947 15,022

Panel B. Controlling for Household Income
Prob. 0.001 0.002 0.002 0.001 0.002 0.003 0.001 -0.009 -0.003 -0.007

(0.003) (0.003) (0.003) (0.004) (0.004) (0.005) (0.006) (0.007) (0.004) (0.006)
R2 0.004 0.013 0.013 0.014 0.014 0.013 0.015 0.019 0.024 0.024
Obs. 13,374 12,837 11,889 11,016 9,487 6,925 4,372 2,838 2,566 1,532

Note: Column (1) reports the results from full sample analysis, but the other columns exclude children who live in the prefectures where the response rate for my original
survey is low. The percentages reported in the upper row show the threshold. “50%” represent that the estimation excludes children from prefectures where the response
rate is below 50%. The specification in Panel A is based on a baseline model, without controlling for household income. In Panel B, household income is controlled for with
5-grade categorical variables, although the sample size decreases. p < 0.01. **, p < 0.05. *, p < 0.1.-1
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Table B3: Robustness Checks For the Results on Symptoms: School-age

Full 50% 55% 60% 65% 70% 75% 80% 85% 90%
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Panel A. Baseline Specification
Prob. 0.007 0.008 0.007 0.005 0.011 0.006 0.014 0.008 0.013 0.003

(0.010) (0.010) (0.011) (0.012) (0.012) (0.014) (0.015) (0.010) (0.011) (0.029)
R2 0.037 0.037 0.037 0.037 0.037 0.037 0.036 0.036 0.035 0.035
Obs. 133,855 124,438 113,930 103,761 85,157 61,593 43,055 31,292 28,368 16,966

Panel B. Controlling for Household Income
Prob. -0.016 -0.026 -0.030 -0.021 -0.035 -0.040 -0.139*** -0.160*** -0.148*** -0.109

(0.043) (0.045) (0.046) (0.048) (0.053) (0.067) (0.040) (0.024) (0.027) (0.072)
R2 0.035 0.047 0.047 0.047 0.047 0.048 0.048 0.043 0.047 0.050
Obs. 14,180 13,597 12,640 11,650 10,060 7,344 4,599 3,079 2,770 1,644

Note: Column (1) reports the results from full sample analysis, but the other columns exclude children who live in the prefectures where the response rate for my original
survey is low. The percentages reported in the upper row show the threshold. “50%” represent that the estimation excludes children from prefectures where the response
rate is below 50%. The specification in Panel A is based on a baseline model, without controlling for household income. In Panel B, household income is controlled or with
5-grade categorical variables, although the sample size decreases. p < 0.01. **, p < 0.05. *, p < 0.1.-1
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Table B4: Robustness Checks For the Results on Hospitalization: School-age

Full 50% 55% 60% 65% 70% 75% 80% 85% 90%
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Panel A. Baseline Specification
Prob. -0.002 -0.000 -0.001 -0.001 -0.002 -0.004 -0.002 -0.005* -0.005* -0.003

(0.002) (0.002) (0.002) (0.002) (0.002) (0.003) (0.004) (0.002) (0.002) (0.007)
R2 0.002 0.002 0.002 0.003 0.003 0.003 0.003 0.003 0.004 0.005
Obs. 136,921 127,277 116,483 106,133 87,118 62,999 44,036 32,000 29,020 17,317

Panel B. Controlling for Household Income
Prob. -0.003 -0.002 -0.000 -0.002 -0.002 -0.006 -0.017*** -0.019*** -0.016** -0.016**

(0.007) (0.006) (0.006) (0.006) (0.006) (0.006) (0.005) (0.005) (0.006) (0.006)
R2 0.005 0.009 0.008 0.008 0.008 0.011 0.014 0.021 0.026 0.028
Obs. 14,466 13,864 12,881 11,874 10,249 7,479 4,681 3,130 2,815 1,671

Note: Column (1) reports the results from full sample analysis, but the other columns exclude children who live in the prefectures where the response rate for my original
survey is low. The percentages reported in the upper row show the threshold. “50%” represent that the estimation excludes children from prefectures where the response
rate is below 50%. The specification in Panel A is based on a baseline model, without controlling for household income. In Panel B, household income is controlled for with
5-grade categorical variables, although the sample size decreases. p < 0.01. **, p < 0.05. *, p < 0.1.-1
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Table B5: Robustness Checks For the Results on Good Health

Full 50% 55% 60% 65% 70% 75% 80% 85% 90%

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Panel A. Baseline Specification
Prob. 0.017 0.011 0.012 0.015 0.018 0.014 0.004 0.001 -0.001 0.016

(0.012) (0.012) (0.013) (0.014) (0.014) (0.013) (0.013) (0.015) (0.018) (0.045)
R2 0.153 0.154 0.154 0.155 0.159 0.160 0.153 0.150 0.150 0.145
Obs. 130,365 121,178 110,926 101,100 83,087 60,131 42,014 30,495 27,665 16,516

Panel B. Controlling for Household Income
Prob. 0.051 0.068* 0.054 0.049 0.064 0.075* 0.100* 0.072 0.066 0.079

(0.036) (0.035) (0.036) (0.040) (0.041) (0.039) (0.047) (0.075) (0.084) (0.137)
R2 0.145 0.180 0.181 0.181 0.181 0.178 0.183 0.175 0.184 0.194
Obs. 13,824 13,258 12,326 11,370 9,840 7,214 4,520 3,017 2,709 1,602

Note: Column (1) reports the results from full sample analysis, but the other columns exclude children who live in the prefectures where the response rate for my original
survey is low. The percentages reported in the upper row show the threshold. “50%” represent that the estimation excludes children from prefectures where the response
rate is below 50%. The specification in Panel A is based on a baseline model, without controlling for household income. In Panel B, household income is controlled for with
5-grade categorical variables, although the sample size decreases. p < 0.01. **, p < 0.05. *, p < 0.1.
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Table B6: Robustness Checks For the Results on Bad Health

Full 50% 55% 60% 65% 70% 75% 80% 85% 90%
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Panel A. Baseline Specification
Prob. 0.002 0.001 0.002 0.001 0.001 -0.001 -0.002 -0.005 -0.003 -0.016

(0.003) (0.003) (0.003) (0.003) (0.004) (0.003) (0.004) (0.004) (0.004) (0.013)
R2 0.008 0.008 0.008 0.008 0.007 0.008 0.007 0.007 0.007 0.007
Obs. 130,365 121,178 110,926 101,100 83,087 60,131 42,014 30,495 27,665 16,516

Panel B. Controlling for Household Income
Prob. 0.004 0.005 0.006 0.002 0.002 -0.012 -0.013 -0.021 -0.019 -0.032

(0.015) (0.015) (0.015) (0.016) (0.018) (0.016) (0.013) (0.017) (0.019) (0.021)
R2 0.007 0.016 0.017 0.016 0.016 0.017 0.018 0.019 0.021 0.023
Obs. 13,824 13,258 12,326 11,370 9,840 7,214 4,520 3,017 2,709 1,602

Note: Column (1) reports the results from full sample analysis, but the other columns exclude children who live in the prefectures where the response rate for my original
survey is low. The percentages reported in the upper row show the threshold. “50%” represent that the estimation excludes children from prefectures where the response
rate is below 50%. The specification in Panel A is based on a baseline model, without controlling for household income. In Panel B, household income is controlled for with
5-grade categorical variables, although the sample size decreases. p < 0.01. **, p < 0.05. *, p < 0.1.-1
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Table B7: Robustness Checks For the Results on Role Limitation

Full 50% 55% 60% 65% 70% 75% 80% 85% 90%

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Panel A. Baseline Specification
Prob. 0.000 -0.000 0.001 0.003 0.003 0.001 0.002 0.001 -0.000 -0.008

(0.004) (0.004) (0.004) (0.005) (0.005) (0.004) (0.003) (0.003) (0.004) (0.014)
R2 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.006 0.006 0.008
Obs. 131,387 122,149 111,828 101,919 83,716 60,596 42,318 30,725 27,870 16,642

Panel B. Controlling for Household Income
Prob. -0.013 -0.012 -0.012 -0.012 -0.019 -0.027* -0.036** -0.049** -0.051* -0.058**

(0.015) (0.015) (0.016) (0.018) (0.018) (0.014) (0.016) (0.022) (0.026) (0.018)
R2 0.008 0.015 0.015 0.015 0.015 0.015 0.016 0.019 0.024 0.027
Obs. 13,911 13,341 12,398 11,437 9,891 7,248 4,538 3,029 2,720 1,609

Note: Column (1) reports the results from full sample analysis, but the other columns exclude children who live in the prefectures where the response rate for my original
survey is low. The percentages reported in the upper row show the threshold. “50%” represent that the estimation excludes children from prefectures where the response
rate is below 50%. The specification in Panel A is based on a baseline model, without controlling for household income. In Panel B, household income is controlled for with
5-grade categorical variables, although the sample size decreases. p < 0.01. **, p < 0.05. *, p < 0.1.-1
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Hospital Response to Financial Incentives:

Evidence From Nighttime EMS in Japan∗

Reo TAKAKU†

Abstract

In many countries, reimbursement for hospital care is linked to the number of patient bed days, where

a “day” is defined as the period from one midnight to the next. This “midnight-to-midnight” definition

may incentivize health care providers to manipulate hospital arrival times in emergency patients, as

patients admitted before midnight would have an additional day for reimbursement when compared with

those admitted after midnight. Using administrative data of emergency transportations in Japan, we find

significant manipulation of hospital arrival time. In addition, the manipulation was generally observed in

prefectures where emergency medical services are provided mainly by private hospitals.

Keywords : Hospital arrival time; Manipulation; Emergency medical services; Bunching

JEL classification : I10, I13
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1 Introduction

A central theme in health economics research is the understanding of how health care providers respond to

financial incentives. Policymakers also strive to understand the effects of alternative payment systems, such

as fee-for-service (FFS) and capitation payments (CAP), which may offer some control over the behavior of

health care providers. There is a consensus that, in theory, FFS encourages providers to abuse health care

resources, whereas CAP incentivizes the underprovision of care (Ellis and McGuire, 1986). However, the

results from empirical studies on the impact of payment systems on physician behavior are mixed: although

some studies have reported a strong link between payment systems and health care provision (Delattre and

Dormont, 2003; Devlin and Sarma, 2008; Shafrin, 2010; van Dijk et al, 2013), others have found no such

associations (Hadley et al, 1979; Grytten and Sorensen, 2001).1 Recent experimental-based studies have also

suggested that although financial incentives may affect physician behavior, other elements, such as health

benefits to patients, have considerable influence on medical practice (Hennig-Schmidt et al, 2011; Godager

and Wiesen, 2013). In addition, extensive research has been conducted on the effects of payment systems on

clinical practice, but the majority of these studies have focused on outpatient care and drug prescriptions.

At present, our knowledge on the effects of payment systems on inpatient care remains limited (Echevin and

Fortin, 2014).2 Moreover, to the best of our knowledge, there are no studies in the current literature that

examine the importance of financial incentives in emergency medical services (EMS).

With the aim of shedding light on this relationship, this paper presents an example of how EMS providers

respond to payment systems by exploiting a discontinuous financial incentive that is directly dependent on

the measured amount of hospital care provided. Specifically, we focus on the possibility that the traditional

method of counting bed days may inadvertently encourage EMS providers to engage in undesirable behavior.

In Japan, as in many countries, reimbursement for hospital services is tied to the number of patient bed

days. An emergency patient who is admitted to a hospital at 23:55 and is discharged the following morning

would have to pay out-of-pocket expenses for two nights rather than one, even if they are only hospitalized

for one night.3 This is because the calculation of bed days is based on a “midnight-to-midnight” method,

where a “day” is defined as the period from one midnight to the next.

From a theoretical standpoint, this midnight-to-midnight definition used in Japan may encourage EMS

providers to ensure that emergency patients arrive before midnight, as the starting “day” for hospital care

directly affects reimbursements from insurers. A hospitalization episode begins when an emergency patient

1Given the possibility of publication bias on this issue, there may be an overrepresentation of studies that demonstrate a
link between payment systems and physician behavior.

2Echevin and Fortin (2014) investigated the effects of alternative payment systems on length of stay and the probability of
readmission by exploiting the introduction of a new reimbursement scheme in Quebec.

3This description is based on the Japanese system. The U.S. Medicare and Medicaid system excludes the day of discharge
and death from the calculation of bed days. In addition, emergency patients in the U.S. are initially treated as outpatients, even
if they are eventually hospitalized after clinical examination and observation. A new rule for reimbursements in the U.S. also
uses the number of midnights to assign inpatient status. In 2014, the Centers for Medicare and Medicaid Services introduced
a “2-midnight rule”. Under this rule, Medicare Part A covers hospitalizations of 2 midnights (“2 days”) or longer; in contrast,
stays shorter than 2 midnights are regarded as outpatient episodes for observation, and are therefore not covered by Medicare
Part A (Sheehy et al, 2013).
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is received by hospital staff, and the day of arrival is therefore important to health care providers. While

hospital staff are unable to manipulate the starting dates of hospitalizations for planned admissions (which

generally begin in the daytime), this is not the case for emergency patients admitted at night. Anecdotal

evidence also suggests that hospital staff may have the ability to shift the timing of emergency arrivals

by a few minutes.4 Hence, if hospital staff behave according to the conventional supplier-induced demand

(SID) theory (Dranove, 1988), they may attempt to increase reimbursement by manipulating the arrival

times of emergency patients such that they are processed before midnight. In addition, we also posit that

this incentive may be larger for patients with mild and moderate symptoms than for more severe patients,

because the financial margin of this manipulation would be larger with shorter hospitalization durations

under the Japanese health care system.

In this study, we test the hypothesis that EMS staff manipulate patient arrival times at night through an

analysis of administrative records of emergency transportations covering almost all emergency admissions in

Japan from 2008 to 2011. The data contain records of emergency phone call times, on-scene arrival times of

ambulances at each patient s location, arrival times at the hospital, as well as basic patient characteristics

(age, sex and reason for emergency care). The entire sample comprised approximately 16 million emergency

cases. Among these, we focused on 2.1 million cases where the emergency call times were recorded as being

within 180 minutes before or after midnight.

Our findings can be summarized in the following 3 main points. First, we observed significant bunching

in the number of hospital arrivals around midnight: the number surged just before midnight but fell after

midnight had passed. Among patients who were thought to arrive during the short period from 0:00 to

0:04, the estimated proportion of manipulated patients (i.e., reported as having arrived before midnight)

was 2.6%, which was statistically significant at the 95% confidence level. Second, we found no signs of

manipulation for patients who were dead on arrival and those with severe symptoms, which was consistent

with our predictions. This was likely because the addition of an extra bed day is not feasible for dead

patients, and the financial margin may be too small or even non-existent for patients with severe symptoms

who are expected to be hospitalized for longer durations. For patients with mild symptoms, we observed a

large degree of bunching before midnight: the estimated proportion of manipulated patients in the period

just after midnight increased to 3.6%, indicating that the financial incentive triggers this manipulation.

Third, the manipulation of arrival time was generally observed in prefectures where EMS are provided

mainly by private hospitals. For example, 70% of emergency patients in Chiba prefecture were treated at

a private hospital, and the proportion of manipulated patients was as high as 5.6%. This suggests that

hospital ownership and regional structures of emergency care provision are associated with the manipulation

of hospital arrival time. When considered together, these findings demonstrate the existence of socially

wasteful behavior among EMS providers in Japan, and that the magnitude of this behavior is modest but

not negligible.

4We also conducted interviews with several physicians, who confirmed awareness of the benefits to their hospital associated
with receiving emergency patients before midnight.
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The remainder of this paper is structured as follows: the next section explains the background of EMS

providers in Japan. Section 3 describes the theoretical framework of our study, and Section 4 introduces the

data used. The empirical strategy to detect manipulation of hospital arrival time is presented in Section 5.

The main findings are then described in Section 6. Finally, our concluding remarks are presented in Section

7.

2 Background

To provide insight into the contextual background of our study, this section briefly explains the EMS provision

system and the associated payment systems in Japan.

2.1 Emergency Medical Services in Japan

The Japanese EMS system is composed of three tiers: (1) Primary EMS, which serves patients who do

not require hospitalization, (2) Secondary EMS, which serves patients who require hospitalization and (3)

Tertiary EMS, which provides intensive care for severely ill patients. The numbers of centers that provided

primary, secondary and tertiary EMS in 2010 were 529, 3,231 and 221, respectively.5 Due to Japan s

universal coverage in health care, these services are designed to be affordable for all emergency patients. In

addition, patients are not charged for emergency transportation to EMS providers.

Fire stations, which are managed by local municipal governments, provide emergency transportation

services in Japan. There were 791 fire stations located throughout the country in 2012, and 61% of these

served small populations with fewer than 100,000 people. As fire station staff are municipal employees, their

salaries are based on the seniority system, and are not linked to the quality and volume of transportation.

It is important to our study that emergency transportation services and care are provided by different

institutions. As the remuneration of fire station staff is independent from the hospital sector, they would

have no reason to manipulate hospital arrival times to increase the revenue of hospitals.

In addition, we postulate that hospital ownership may affect behavior in the manipulation of arrival time

to increase revenue. Private hospitals are the main provider of EMS in Japan, supplying almost 60% of all

emergency care. In 2012, 53.9% of all emergency patients were transferred to private clinics or hospitals,

while 23.6% were transferred to hospitals owned by prefectural or municipal governments. Approximately

13% were transferred to not-for-profit hospitals such as those owned by the Japanese Red Cross Society.

The remaining 6.4% of emergency patients were transferred to national hospitals. It should be noted that

tertiary EMS is likely to be provided in government-owned hospitals such as emergency critical care centers

(known in Japanese as kyumei kyukyu sentaa)6, rather than in private and not-for-profit hospitals. Hence,

patients in critical condition are likely to be transferred to a government-owned hospital.

5A general summary of the Japanese EMS system is also provided in Kitamura et al (2010).
6There are currently 266 emergency critical care centers located throughout Japan. Not all are government-owned, but the

prefectural governments are generally responsible for the management of these centers.

-169-



Figure 1: Timeline of Events in Emergency Transportation

The detailed timeline of emergency transportation is presented in Figure 1. Patients with emergency

symptoms in Japan can call for an ambulance by dialing 119. The timing of the call is recorded by the

receiving fire station through an automated recording system. After receiving a call, the fire station dis-

patches an ambulance to the scene, and the time of on-scene arrival is recorded by the ambulance crew. The

ambulance then transports the patient to a suitable hospital. The arrival time of the patient at the hospital

is designated “hospital arrival time”, and the duration from the 119 call to hospital arrival is designated

“prehospital transport time”.7 Upon arrival at a hospital, the patient is examined by an emergency care

specialist. If the specialist determines that there is no need for hospitalization, the patient is charged as an

outpatient, and is required to pay a copayment based on an outpatient care fee schedule. If the patient is

hospitalized, the consultation is regarded as part of inpatient care and is billed accordingly. In this case, the

starting time of hospitalization is defined as the moment that the patient passes through hospital reception,

which is essentially equivalent to hospital arrival time.

2.2 Payment Systems

In this section, we explain the financial incentives in the provision of hospital care that are related to our

research theme.

Until 2003, the FFS system was the principal reimbursement system for hospital care in Japan. Under

this system, the amount of reimbursement to hospitals corresponds to the duration of hospitalization as well

as several fundamental measures that reflect the quality of care. For example, reimbursement for hospital

care is linked not only to the number of patient bed days, but also to the number of nursing staff per

7Unfortunately, our data did not include the time of symptom onset. Many previous studies such as Smolderen et al (2010)
and Mooney et al (2014) define “prehospital transport time” as the period from the onset of symptoms to arrival at the hospital,
whereas others such as Kleindorfer et al (2006) and Kitamura et al (2014) investigated the determinants of the time from the
emergency call to arrival at the hospital. On this point, see Appendix B.
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patient. Under the FFS system, longer hospitalizations result in larger reimbursements, which incentivizes

the prolongation of hospitalization durations. However, the amount of reimbursement per bed day decreases

for hospitalizations that extend beyond 14 days, and decreases further for hospitalizations that extend beyond

30 days. The base reimbursement is 40% higher in hospitalizations that last below 14 days when compared

with hospital stays of 30 days or more. Because of this financial penalty for protracted hospitalizations, the

incentive to prolong hospital stays may be diminished in severely ill patients.

In 2003, the prospective payment system (PPS) was introduced in Japan for acute care services. The

Japanese PPS has two main characteristics: First, it is based on the patient diagnosis procedure combina-

tion (DPC) case-mix system, which is analogous to the DRG system in the U.S. Second, it is calculated

“per diem”, rather than “per episode”.8 The DPC/Per-Diem Payment System (DPC/PDPS) was initiated

in 82 hospitals9 in 2003, and since then, many other hospitals have adopted the system. The number of

DPC/PDPS-compliant hospitals was 713 in 2008, which had doubled by 2012. These hospitals encompassed

55% of all regular hospital beds in Japan in 2012 (Ministry of Health and Welfare, 2014). The shift from

FFS to DPC/PDPS has also affected EMS. However, the DPC/PDPS is also susceptible to the same fi-

nancial incentive as the FFS system with regard to length of stay, as reimbursement increases with longer

hospitalizations.

3 Theoretical Framework

This section provides a brief theoretical discussion on our hypothesis. Essentially, our model is based on

the SID theory, as the manipulation of hospital arrival time can be broadly regarded as an example of SID.

The basic theoretical model is derived from the utility function proposed by Ellis and McGuire (1986), in

which a physician acts as a double agent to both his patients and the hospital, and chooses treatments that

patients willingly accept.

In the application of this model to the Japanese context, it should be noted that hospital physicians work

for a salary, which is not tied to their practice load (Ikegami and Campbell, 1995; Shigeoka and Fushimi,

2014). This distinguishes our model from the standard assumption of a conventional SID model in which

physicians are concerned with their own income, but not institutional revenue. Based on He and Mellor

(2012) and Shigeoka and Fushimi (2014), we argue that in this context, physicians consider the revenue of

the hospital rather than their own income and the private costs/benefits of demand inducement, as described

in the following utility function:

U = U(π(I), B(I)), (1)

8The reason for the per-diem reimbursements is the wide variations in average length of stay durations among Japanese
hospitals. If the reimbursement rates for hospitalizations were based on average hospital costs per episode, hospitals with longer
hospitalizations would lose a considerable amount of revenue. As this may incentivize the premature discharge of patients, the
per-diem payment system was adopted.

9These include university hospitals and some national hospitals.
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where π is the net revenue of the hospital, and B is the patient’s expected net benefit from demand

inducement (I), which is evaluated by the physicians. We can also assume that Uπ > 0, UB > 0, Uππ < 0

and UBB < 0.10 The key assumption in this equation is that the inducement invariably reduces the net

benefits of the patient, namely BI < 0. In our context, the manipulation of emergency arrival times would

result in additional out-of-pocket expenditures for patients without any improvement in health, indicating

that BI < 0. The equilibrium level of inducement is given when we solve the following first order condition:

∂U

∂π
θ +

∂U

∂B

∂B

∂I
= 0, (2)

where θ is a financial incentive factor of the inducement, which meets the condition π = θI.

Next, we discuss the relationships between demand inducement behavior, the financial incentive and the

characteristics of the treatment provided. The last factor is particularly important because previous studies

on SID have addressed various medical treatments such as coronary artery bypass graft surgeries (Yip,

1998), chemotherapy for lung cancer patients (Jacobson et al, 2010) and newborn treatments in neonatal

intensive care units (Shigeoka and Fushimi, 2014). In our model, the characteristics of medical treatments

are incorporated into the term BI . If an inducement causes substantial harm to a patient, BI takes a large

negative value; otherwise, it takes a small value in the absolute term. Intuitively, the responsiveness of

physicians to financial incentives varies according to the value of BI . For example, physicians may treat

their patients aggressively if BI takes a slightly negative value. On the other hand, physicians may be

less inclined to over-treat their patients if it causes harm, since they would generally be concerned about

their patients net benefits (B). Although a more detailed discussion on this point is provided in Online

Appendix A, we briefly address two implications of the manipulation of hospital arrival time in Japan. First,

the manipulation of hospital arrival time would unequivocally deteriorate each patient’s net benefit, even

without taking into account the possible effects on patient health. In particular, an emergency patient with

mild symptoms who arrives at a hospital a few minutes before midnight would not receive any additional

health benefits, but their copayment would increase substantially. We also note that EMS providers are

likely aware of this situation when they rush to accept emergency patients before midnight. In these cases,

BI may take a large value, and EMS providers may refrain from manipulating the arrival times. On the

other hand, it is also possible that we may observe a large degree of manipulation (as seen in previous

studies) if EMS providers act selfishly as predicted by the standard economic theory of cheating. Second,

our model indicates that copayment designs affect the degree of SID. For example, some forms of SID,

such as upcoding, would not directly affect patient benefits in countries where patients pay fixed amounts

regardless of total medical costs. However, SID induces higher patient costs in Japan as patients pay a fixed

percentage of total health care costs (i.e. the amount of copayment is proportional to the health care costs).

As a result, the equilibrium level of SID may be higher in countries with a fixed copayment system than in

10For the sake of simplicity, the private costs/benefits of the inducement are assumed to be negligible.
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Japan.

4 Data

4.1 Administrative Records of Emergency Transportation

We utilized unique administrative data of emergency transportations in Japan, which are collected by the

Fire and Disaster Management Agency (FDMA). Our data covered all emergency transportations throughout

Japan (except for Tokyo prefecture) from January 2008 to December 2011.11 Since the data are collected

by the FDMA, they do not include follow-up data of patients after hospital arrival. However, these data

include precise information on the timing of emergency events, such as the 119 emergency call and hospital

arrival. Using these time records, we counted the number of emergency calls and hospital arrivals in 5 minute

intervals.

The total number of records was 16,856,758, which covers 86.3% of all emergency transportations during

the study period. Among these, we focused on 2,146,498 records in which the emergency call times were

recorded as being within 180 minutes before or after midnight. The data also contain information on

patient severity, which was measured by a physician at first contact; the first physician who examines an

emergency patient evaluates their severity and informs the ambulance crew, who record this information. The

classification of patient severity is highly standardized. In general, each emergency patient is grouped into 1

of the following 4 categories: dead, severe, moderate and mild. Dead patients are those who had died before

the ambulance arrived at the hospital. Severe patients are those expected to be hospitalized for over 3 weeks,

and moderate patients are those expected to be hospitalized for 3 weeks or less. If patients do not require

hospitalization, they are categorized as mild cases. In addition to patient severity, the data also include causes

of the emergency, which are divided into the following 11 categories: fire accident, natural disaster, water

accident, traffic accident, workplace accident, sports and recreational activity accident, general accident,

violence, attempted suicide, disease and hospital transfer. Information on patient characteristics includes

age, sex and prefecture of residence. Finally, the place where the emergency occurred is also recorded using

the following 5 categories: patient’s home, public facility, workplace, road and other places.

As our study is dependent on the accuracy of the various reported times (call time, on-scene time

and hospital arrival time), this issue should be addressed in greater detail. Call times are likely to have an

extremely high level of accuracy without significant measurement errors, as the FDMA automatically records

each call correct to the day, hour and minute. On the other hand, on-scene time and hospital arrival time

may be more susceptible to misreporting because they are recorded by the ambulance crew. For example,

ambulance crews have to push a button in the ambulance that informs their commander of their arrival at

the hospital. It is a potentially serious threat to our assumptions and analytical approach if the ambulance

crew systematically misreports hospital arrival time around midnight. The possibility this reporting bias

11Fire stations in Tokyo are managed by an organization independent of the national government, and as such are not included
in the FDMA database.
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has already been addressed by Almond and Doyle (2011) in the reporting of births; they observed that

obstetricians avoid reporting 0:00 as the exact birth time because of a desire to clarify the exact day of

birth. Although there are no incentives for fire station workers to behave in a similar way (because these

small changes to the arrival times would have no impact on their salary or occupational reputation), we

cannot fully disregard the possibility of reporting bias. If this is the case, we may confuse mere reporting

bias in hospital arrival time with “manipulation” of hospital arrival time. To rule out this possibility, several

checks were implemented as described below, and we discuss our measures to prevent reporting bias from

affecting our findings.

5 Empirical Strategy

Our method to estimate the extent of manipulation of hospital arrival time is heavily reliant on recent

advances in bunching estimation techniques in the context of progressive income taxation, although we

adopted a modified method more suited to our data and research purpose. Among the empirical studies on

bunching, seminal work by Chetty et al (2011) has provided a method to quantify the size of bunching. Einav

et al (2013) builds further on Chetty et al (2011)’s strategy to investigate the bunching of drug expenditure

around the kinks generated from the “donut-hole” in Medicare Part D. The strategies from these previous

studies have relied on the derivation of the counterfactual density of outcomes, i.e., what the distribution

would look like without any kinks and notches. In order to derive this density, Einav et al (2013) fit a

polynomial function to the actual count data, excluding the data near the threshold points, and extrapolate

the counterfactual density from the polynomial function. The size of bunching, termed “excess mass”, is

calculated as the difference between the counterfactual and actual counts.

In the possible manipulation of hospital arrival time in Japan, we define the hospital arrival time of

patient i to be manipulated when Ti0 (which is the hospital arrival time that would be obtained if there

were no manipulation) is different from the actual hospital arrival time (Ti). In the standard approach, this

research question is reduced to examining whether the total number of arrivals at a hospital in a certain

time bracket m (Nm) is equal to that which would be obtained in the non-manipulated counterfactual cases

(Nm0). If Nm is significantly different from Nm0, we can show that hospital arrival time is manipulated.

Of particular importance is that the standard strategies directly compare Nm0 with Nm by adopting a

polynomial function to fit underlying trends around kink and notch points.12 However, it may be difficult

to ascertain a plausible underlying density, especially when sample sizes are small; this suggests that the

standard strategies may not be appropriate in some cases.

We began our analysis to estimate the counterfactual arrival times (Ti0) for all emergency cases. To

derive Ti0, we utilized the fact that hospital arrival time is the sum of emergency call time and prehospital

transport time (e.g. hospital arrival time was calculated to be 12:30 if emergency call time was at 12:05 and

12The choice of the polynomial depends on model fit. For example, a seventh order polynomial was adopted in Chetty et al
(2011) and a cubic polynomial in Einav et al (2013). Similarly, Jürges and Köberlein (2015) adopted a fifth order polynomial
to estimate the size of DRG upcoding in neonatal care.
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prehospital transport time was 25 minutes). This simple relationship tells us that the counterfactual value

of hospital arrival time could be obtained once the determinants of prehospital transport time without any

manipulation are explicitly specified. Hence, for the first step, we explored the determinants of prehospital

transport time during nighttime based on the following equation:

Trani = Z ′
iγ + Pref +Month+Minute+ ǫi, (3)

where Trani is the prehospital transport time of patient i, Zi is a vector of covariates, Pref is the

prefecture fixed effects, Month is the fixed effects from 48 (4 years * 12 months) monthly dummy variables,

Minute is the emergency call time fixed effects and ǫi is an error term. In this equation, we eliminated upward

trends of prehospital transport time during nighttime due to decreased staffing in emergency transport

systems by controlling for emergency call time fixed effects.

An important assumption is that the manipulation of hospital arrival time around midnight by a few

minutes would not have a large effect on the estimated coefficients in Equation (4), which are presented in

Online Appendix B. This is because the number of manipulated patients may be negligible in comparison to

the total number of patients admitted during nighttime. We determined this assumption to be reasonable

because our calculations using Equation (4) included all emergency patients who called for an ambulance

from 21:00 to 3:00. The choice of this time interval was arbitrary, but the results of interest were robust to

different ranges.13

After estimating Equation (4), we derived the counterfactual hospital arrival times for patient i by adding

the predicted prehospital transport time to the emergency call time, and allowing for accidental deviation

from the mean. In order to replicate accidental distribution of prehospital transport time, we used the root

mean square error (MSE) in Equation (4), as it provides a consistent estimate of the distribution of ǫi.

After 1,000 repetitions, we counted the number of hospital arrivals in 5-minute time intervals and defined

the 95% confidence intervals (CIs). The CIs were defined as two points located in the 2.5th and 97.5th

percentiles. Finally, hospital arrival times were designated as being manipulated if the actual count fell

below the lower bound of the CI in the 5-minute interval just after midnight. While the results from this

strategy were similar to those from standard methodology, it should be noted that we did not depend on

explicit assumptions regarding the choice of the counterfactual density of the outcome variable.

This entire procedure can be summarized as follows:

Step 1 Estimate Equation (4) using the sample of all emergency patients who called for an ambulance from

21:00 to 3:00.

Step 2 Calculate counterfactual prehospital transport time, assuming that the distribution of ǫi is asymp-

totically equal to the root MSE in Equation (4).

13We found that our main results were largely unaffected for shorter (from 22:00 to 2:00) and longer time intervals (from
20:00 to 4:00). These results are available on request.
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Step 3 Calculate counterfactual hospital arrival time by summing the call time of each patient and their

predicted transport time.

Step 4 Repeat Step 2 and Step 3 1,000 times.

Step 5 Count the number of hospital arrivals in 5-minute intervals, and determine the 95% CIs.

Step 6 Compare the actual number of hospital arrivals with the lower bound of the CI in the 5-minute

interval just after midnight.

6 Main Results

6.1 Preliminary Analysis

We present a graphical representation of the raw data to facilitate intuitive understanding of the main

results. First, the number of emergency calls in 5-minute intervals around midnight is shown in Figure 2-(a).

The horizontal axis of this figure represents the 2 hours before and after midnight in 5-minute intervals, and

the circles represent the total number of calls in each interval. This figure clearly demonstrates that the

occurrence of emergency episodes was smooth during the night, which allows us to reasonably assume that

the number of hospital arrivals would also be smooth if there were no manipulation. In addition, the findings

were similar for the number of on-scene arrivals, as shown in Figure 2-(b): this number was also smooth

during the night, and the number of on-scene arrivals, which is recorded by the ambulance crews, showed

no bunching around midnight. This indicates that the ambulance crews did not exhibit any reporting bias

around midnight.

Despite the smoothness of the numbers of emergency calls and on-scene arrivals, our results, as shown

in Figure 3-(a), clearly demonstrated a distinct bunching of hospital arrivals around midnight. We observed

irregular surges in hospital arrivals in the period from 23:55 to 23:59, followed by a noticeable drop in

numbers from 0:00 to 0:04. This is consistent with our prediction that hospitals may be manipulating the

timing of emergency arrivals. A minute-by-minute plot provides more in-depth insight into the manipulation

of hospital arrival numbers (Figure 3-(b) ). The number was observed to consistently spike every 5 minutes

because the ambulance crew would generally report arrival times that are rounded to the closest 5-minute

mark. For example, they may report 23:55 as the official arrival time for patients who actually arrived at

23:56 or 23:54. Despite these regular spikes in arrival times, the number of arrivals at 0:00 was distinctly

low. Instead, we observed many arrivals at 23:58 and 23:59. This suggests that the recorded arrival times

of emergency patients who had arrived just after midnight were frequently shifted forward.

6.2 Statistical Analysis of Arrival Time Manipulation

In order to derive the CIs, we first explored the determinants of prehopital transport time, as explained in

the previous section. As the determinants of prehospital transport time are also informative, we present

the detailed results in Online Appendix B. Using the coefficients obtained from the regression analysis,
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we calculated the predicted values of prehospital transport times that included a random error component.

Based on the distribution of the error term, we derived the alternative counterfactual value of hospital arrival

time for each emergency episode. Hospital arrival time was then calculated as the sum of the emergency

call time and the counterfactual prehospital transport time. After repeating this procedure 1,000 times, the

95% CIs were derived.

The results are presented in Figure 4 and Table 1. In addition to the number of hospital arrivals in each

5-minute interval, Figure 4 plots the 95% CIs and the counterfactual numbers. The data in Figure 4 are

summarized in Table 1. Furthermore, Table 1 also presents the ratios of the actual number of hospital arrivals

at each 5-minute interval to its corresponding counterfactual number, which was derived as the mean value

of 1,000 simulations. From Figure 4, we can confirm the irregular patterns of arrival density in the 5-minute

intervals from 23:55 to 23:59 and from 0:00 to 0:04; in these 5-minute intervals, the deviations from the

counterfactual numbers amounted to 2.5% and -2.6%, respectively. If we evaluate the size of manipulation

from this deviation in the time interval from 0:00 to 0:04, we can conclude that 2.6% of the patients who

should have arrived in this interval had been shifted forward to the preceding time interval. The estimated

number of shifted patients was 80114 during the 4 years from January 2008 to January 2011.

6.3 Patient Severity and Arrival Time Manipulation

If the financial incentive to increase the number of bed days triggers the manipulation of arrival time, we

would expect to find bunching in hospital arrivals only when this manipulation is truly beneficial to the

hospital. The payment system in Japan allows us to conduct a falsification test to examine this hypothesis.

We posit that hospitals under the FFS and DPC/PDPS system do not have a large incentive to manipulate

arrival time for patients with serious symptoms because reimbursements under the Japanese system decrease

for hospitalizations that extend over 14 days. Specifically, the daily reimbursement for hospital stay is

reduced by 2,580 JPY when hospitalization exceeds 14 bed days. Furthermore, daily reimbursement is

reduced further by 1,920 JPY when hospitalizations exceed 30 days. It should also be noted that the

manipulation does not increase hospital reimbursements if the patient had died before arrival. However,

this manipulation may be beneficial to the hospital if applied to patients with mild or moderate severity.

Although patients with mild symptoms are defined as those who do not require hospitalization (based on

the evaluation of the first physician), a substantial number of these cases are eventually hospitalized after

examination by an emergency care specialist. For example, Hosoda et al (2005) conducted a follow-up study

of emergency patients in Tottori prefecture, located in southern Japan, and reported that 34.8% of “mild

severity” cases were actually hospitalized.15

We present these predictions graphically in Figure 5. The 4 graphs in the figure clearly demonstrate that

1431,276-30,475=801
15Although there are no comprehensive studies on the probability of hospitalization among “mild severity” patients, the

probability may be higher during the night because patients who do not require hospitalization may have difficulties finding
transportation to return home. Based on interviews with several physicians, we found that elderly patients who do not require
hospitalization are unlikely to go home at night, and hospital staff may sometimes admit them for a few days.
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the extent of bunching varies across different levels of patient severity. If the patients are dead on arrival

or in severe condition, the number of hospital arrivals in the 5-minute interval from 0:00 to 0:04 is within

the CIs, indicating that there was no manipulation for these patients.16 In contrast, we observed significant

bunching among patients with mild and moderate symptoms.

The size of manipulation was found to be larger among patients with mild symptoms. As shown in Table

2, the estimated proportion of manipulated patients who are thought to have actually arrived from 0:00

to 0:04 was 3.6%, which was larger than in patients with moderate symptoms (2.3%). These results rule

out the possibility that reporting bias accounted for the observed bunching, and indicate that the financial

incentive to prolong hospitalization is a key driver of arrival time manipulation. This manipulation has

no health benefits for patients with mild and moderate symptoms, despite the higher reimbursement for

hospitals. Based on Labelle et al (1994)’s conceptual framework17, the manipulation of hospital arrival time

may be regarded as a clear example of socially-wasteful inducement of care.18

6.4 Geographical Variations in Arrival Time Manipulation

This section discusses the geographical locations where manipulation occurs. Our main hypothesis here is

that private hospitals are more likely to engage in manipulation in order to increase revenue, whereas publicly-

owned hospitals are less likely to do so because they receive more financial support from the government.

Hence, we predict that manipulation would occur mainly in prefectures where the majority of emergency

patients are treated at a private hospital. Previous studies have also underscored the importance of hospital

ownership in financial motivations.19 For example, Silverman and Skinner (2004) reported that upcoding

in Medicare was prevalent in for-profit hospitals, but not in their not-for-profit counterparts. Lindrooth

and Weisbrod (2007) examined financial incentives in hospices, and found that for-profit hospices were

significantly less likely to admit patients with shorter predicted lengths of stay due to their lower profitability.

In addition, Bayindir (2012) reported a significant difference in hospital treatment choice for unprofitable

patients, such as the uninsured and Medicaid patients, suggesting that not-for-profit hospitals care more

about less profitable patients than for-profit hospitals.

This section explores the relationship between hospital ownership and arrival time manipulation. To

discern whether the arrival times of emergency patients are manipulated at the prefectural level, we first

implemented the same procedure described in Section 5 for each prefecture, and then created a binary

variable that takes a value of 1 if significant manipulation was observed in a prefecture.20 This binary

16The width of the CIs appears to depend on the number of observations in each bin, but the point estimates also exhibited
no irregular reductions in the number of hospital arrivals in the time interval from 0:00 to 0:04.

17Labelle et al (1994) reviewed the literature on SID and classified the several types of demand inducement based on clinical
effectiveness and the effectiveness of agency between physicians and patients; they emphasized the importance of clarifying the
impact of this inducement on patient health in order to facilitate normative evaluation.

18The manipulation of hospital arrival time may be categorized into “Cell IV” in Figure 1 of Labelle et al (1994).
19There is also a growing body of literature addressing the association between hospital ownership and quality of care. See the

review published by Perotin et al (2013). Here, we contribute to the literature on the association between hospital ownership
and the extent of financial motivations.

20As in the total sample results, the existence of manipulation was determined from an irregular deviation of the number
of hospital arrivals in the 5-minute interval from 0:00 to 0:04. The results are graphically presented in Figure C1 in Online
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variable was then regressed on various prefecture-level characteristics such as population, population density

and per capita income. A variable of interest was the share of emergency patients who were transported to

a private hospital, which was calculated using data from an annual survey on emergency transportation and

rescue operations in 2010 (FDMA, 2010). If the coefficient of this variable was not significantly different

from zero, we can conclude that private hospitals are more likely to engage in manipulation of hospital

arrival time than their publicly-owned and not-for-profit counterparts.

We first identified the prefectures where manipulation was observed, according to prefecture-level hospital

ownership. Figure 6 plots the proportion of emergency patients who were transported to private hospitals in

each of the 46 prefectures. Although private hospitals are generally concentrated in urban areas, we observed

considerable variations in the share of private hospitals at the prefectural level, ranging from 23% in Toyama

prefecture to 78% in Osaka prefecture. However, the observation of significant manipulation (depicted in

blue) was disproportionately higher in prefectures with a large share of private hospitals. The extent of

manipulation was particularly high in the following areas: Gunma prefecture (4.5%), Saitama prefecture

(3.6%), Chiba prefecture (5.6%) and Osaka prefecture (4.7%).

Finally, we address the results of the statistical analysis on the cross-sectional data of the 46 prefectures.21

The regression results are summarized in Table 4 and the descriptive statistics are presented in Table 3. In

Table 4, we implemented various specification checks with and without the covariates. First, Column (1)

shows a significantly positive correlation between the dependent variable and the share of private hospitals.

These results were largely unchanged when we controlled for other covariates, such as population, population

density, elderly population ratio, the number of emergency hospitals per 1,000 population, and the natural

log of per capita taxable income. Even if we incorporated all these covariates at once, the coefficient of the

share of private hospitals was significant with the 90% CIs in Column (7). Taken together, these results

are consistent with our hypothesis that private hospitals are more responsive to this financial incentive than

their publicly-owned and not-for-profit counterparts.

6.5 Extent of Arrival Time Manipulation

In summary, manipulated patients accounted for 2.6% of the entire sample, but this share increased to 3.6%

among patients with mild symptoms; we also found that manipulation was more prevalent in prefectures

where EMS are provided mainly by private hospitals.22 These results suggest that the extent of manipu-

lation is modest, but not negligible in some subpopulations where the financial incentives have a stronger

influence. When compared to the size of other manipulative behaviors reported in previous studies, the level

of manipulation observed in our study sample was substantially lower. For example, studies on upcoding

Appendix C.
21The database includes Fukushima and Miyagi prefectures, which suffered immense damage during the 2011 Great East

Japan Earthquake. As described in Online Appendix D, we examined the manipulation at the monthly level and found no trend
breaks before and after the disaster.

22Since our study period included the period after the Great East Japan Earthquake in March 2011, we confirmed the
robustness of the results by analyzing monthly data. The results are summarized in Online Appendix D, and showed no
systematic changes throughout the study period.
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have reported a larger magnitude of manipulative behavior than was observed in this study. Shigeoka and

Fushimi (2014) noted that approximately 15% of newborns with birth weights that just exceeded 1,500 g

were actually recorded as being below 1,500 g, as this would allow longer stays in neonatal intensive care

units. Furthermore, Jürges and Köberlein (2015) reported that 92% of children with birth weights between

1,480 g and 1,519 g were recorded as being below 1,500 g in Germany.23 Silverman and Skinner (2004)

and Dafny (2005) also revealed that physicians have made substantial alterations to DRG codes to increase

reimbursements in the U.S. In particular, Silverman and Skinner (2004) reported that the share of the most

lucrative DRGs for pneumonia and respiratory infections rose by 23 percentage points among for-profit

hospitals in the mid-90s.

There are several reasons that may explain our smaller degree of manipulation than those reported in

previous studies, although it is difficult to evaluate their relative importance. First, in Japan, increasing

reimbursements by manipulation of arrival times leads to a greater financial burden for patients, as patients

must pay a fixed percentage of total health care costs.24 This system may prevent manipulation if altruistic

physicians care about patients’ net benefits, as was discussed earlier. In contrast, manipulation would not

harm patients directly if the copayment is fixed. This may partly explain the reasons why Jürges and

Köberlein (2015) found prevalent upcoding in neonatal care in Germany, whereas our study observed less

intensive manipulation. Second, the costs to ensure that patients arrive at hospitals before midnight may

be higher than the costs of upcoding. While upcoding can be achieved with almost no costs for physicians,

accepting patients earlier may be costly for EMS providers. Third, the information asymmetry between

providers and patients may be less severe in this case, as patients can understand the reimbursement system

without any specific knowledge on medical technologies. A conventional theoretical model of SID also points

out that physicians induce less demand as patients diagnostic skills increase (Dranove, 1988).

7 Concluding Remarks

In many countries, reimbursement for hospital care is linked to the number of patient bed days, which are

calculated by the number of midnights where a patient is hospitalized. This midnight-to-midnight method

to count bed days may encourage hospitals to earn an extra bed day for reimbursements by ensuring that

more patients arrive before midnight. Given that patients who are admitted just before midnight bring

larger revenues for hospitals than patients who arrive after midnight, it is a rational response for health care

providers to move patient arrival times forward. We tested this hypothesis using administrative records of

emergency transportation in Japan, which contained 2.1 million records of patients whose emergency call

times had been made within 180 minutes before and after midnight.

The results supported our prediction: we observed significant bunching in the number of hospital ar-

23Jürges and Köberlein (2015) also found that the upcoding was selective as physicians were more likely to upcode DRGs
when treating newborns with poor health conditions and high expected health care costs.

24In general, the coinsurance rate in Japan is 30% for patients aged from school age to 69 years and 10% for those aged 70
years and older. In addition, the total amount of copayment per month exceeds monthly stop-loss limits.
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rivals around midnight, where the number surged a few minutes before midnight but dropped just after

midnight. Since the density of emergency calls was distributed smoothly throughout the night, the observed

bunching in hospital arrivals suggests that EMS providers shifted arrival times forward in order to increase

reimbursements. In addition, we observed significant bunching only in patients with mild and moderate

symptoms. This is likely because the financial incentive to earn an extra bed day is stronger when applied

to patients with shorter hospitalizations under the Japanese reimbursement system. Since a slightly earlier

arrival at a hospital would not detrimentally affect the health status of patients with mild symptoms, the

incremental reimbursement from arrival time manipulation can be regarded as socially wasteful. Finally,

significant manipulation was more prevalent in prefectures where EMS are provided mainly by private hos-

pitals, suggesting that hospital ownership is associated with engagement in revenue-raising behavior that

has absolutely no benefits for patient health. With regard to the impact of arrival time manipulation on

health care costs, the size of manipulation was found to be modest but not negligible.

In closing, the authors would like to assert the following two points. First, our paper documents a clear

example of cheating among EMS providers, regardless of the highly specific context. Welfare implications

from our empirical results are also clear, as they show that health care providers are sometimes completely

dishonest agents for the patients. At the same time, we suggest that the extent of this wasteful behavior

is relatively restrained. Since there is currently no consensus on the magnitude and economic importance

of SID, it is important that this paper adds new quantitative evidence to the literature addressing SID.

Second, we found significant manipulation regardless of the fact that the salary of health care providers is

not tied to practice load in Japan (Ikegami and Campbell, 1995). Although we argue that EMS providers

probably engage in manipulation to benefit their hospital of employment, further investigations into the

organizational behavior of health care providers may be beneficial for future research.
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(b) Number of On-Scene Arrivals
Note: This figure plots the number of emergency calls and on-scene arrivals in 5-minute time intervals in the 120
minutes before and after midnight. Data include all emergency calls from 2008 to 2011 throughout Japan except
for Tokyo prefecture.

Figure 2: Number of Calls and On-Scene Arrivals
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after midnight. Figure (b) shows the minute-by-minute plot during the 30 minutes before and after midnight. Data
include all emergency hospital arrivals from 2008 to 2011 throughout Japan except for Tokyo prefecture.

Figure 3: Number of Hospital Arrivals
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Note: Circles represent the actual numbers of hospital arrivals. Diamonds with a solid red line represent the mean
values of counterfactual numbers of hospital arrivals that would have been obtained if the arrival times were not
manipulated. Dashed lines denote 95% CIs.

Figure 4: Number of Hospital Arrivals and Confidence Intervals
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(d) Mild
Circles represent the actual numbers of hospital arrivals. Diamonds with a solid red line represent the mean
values of counterfactual numbers of hospital arrivals that would have been obtained if the arrival times were not
manipulated. Dashed lines denote 95% CIs.

Figure 5: Number of Hospital Arrivals by Patient Severity

-187-



0 20 40 60 80
%

Osaka

Saitama

Fukuoka

Kagoshima

Chiba

Miyazaki

Okayama

Fukushima

Kanagawa

Hyogo

Nara

Oita

Kyoto

Ibaraki

Hokkaido

Tochigi

Saga

Gunma

Ehime

Okinawa

Hiroshima

Kochi

Miyagi

Nagasaki

Aichi

Yamanashi

Kagawa

Ishikawa

Niigata

Shizuoka

Gifu

Kumamoto

Yamaguchi

Fukui

Tottori

Tokushima

Nagano

Wakayama

Mie

Aomori

Shiga

Yamagata

Iwate

Akita

Shimane

Toyama

Note: The bars represent the proportions of emergency patients transported to private hospitals for each prefecture in 2010. Tokyo prefecture is excluded.
The prefectures with significant manipulation of arrival times are depicted in blue.

Figure 6: Proportion of Patients Transported to Private Hospitals by Prefecture

-1
8
8
-



Table 1: Test of Manipulation

Actual Mean 95% CI Ratio
(1) (2) (3) (4)

11:00 p.m. 36,862 36,797 [36444-37167] 0.2%
11:05 p.m. 36,234 36,318 [35982-36669] -0.2%
11:10 p.m. 35,887 35,821 [35480-36178] 0.2%
11:15 p.m. 35,167 35,353 [34996-35707] -0.5%
11:20 p.m. 35,018 34,901 [34544-35277] 0.3%
11:25 p.m. 34,695 34,471 [34142-34825] 0.7%
11:30 p.m. 34,408 34,054 [33725-34378] 1.0%
11:35 p.m. 33,659 33,637 [33310-33958] 0.1%
11:40 p.m. 33,695 33,197 [32860-33514] 1.5%
11:45 p.m. 33,146 32,748 [32426-33105] 1.2%
11:50 p.m. 32,516 32,258 [31927-32573] 0.8%
11:55 p.m. 32,549 31,765 [31431-32100] 2.5%
0:00 a.m. 30,475 31,276 [30959-31617] -2.6%
0:05 a.m. 30,646 30,803 [30482-31125] -0.5%
0:10 a.m. 30,718 30,313 [29997-30623] 1.3%
0:15 a.m. 29,933 29,852 [29546-30167] 0.3%
0:20 a.m. 29,656 29,407 [29073-29730] 0.8%
0:25 a.m. 28,799 28,965 [28662-29291] -0.6%
0:30 a.m. 28,848 28,517 [28219-28852] 1.2%
0:35 a.m. 27,994 28,102 [27811-28416] -0.4%
0:40 a.m. 28,126 27,683 [27376-27990] 1.6%
0:45 a.m. 27,405 27,271 [26960-27561] 0.5%
0:50 a.m. 26,994 26,864 [26575-27166] 0.5%
0:55 a.m. 26,475 26,480 [26157-26782] 0.0%

Note: The “Actual” column represents the actual number of hospital arrivals in each 5-minute time interval. In order to estimate
the counterfactual numbers of hospital arrivals, we calculated 1,000 potential hospital arrival times for each emergency call. The
potential counts of hospital arrivals were calculated for each time interval. The “Mean” column represents the mean of these
potential counts. The 95% CIs were derived from the 2.5th and 97.5th percentile points of the 1,000 simulations. The ratios of
excessive bunching are presented in the rightmost column, and were calculated by comparing the “Actual” and “Mean” values.
The shaded row indicates the time interval from 0:00 to 0:04.
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Table 2: Test of Manipulation Based on Patient Severity

Dead Severe Moderate Mild
Actual Ratio Actual Ratio Actual Ratio Actual Ratio
(1) (2) (3) (4) (5) (6) (7) (8)

11:00 p.m. 680 4.9% 2,963 3.9% 12,779 -1.1% 20,339 -0.3%
[602-694] [2751-2953] [12696-13129] [20123-20639]

11:05 p.m. 598 -5.7% 2,722 -2.9% 12,820 0.7% 19,991 -0.8%
[590-681] [2704-2899] [12520-12946] [19876-20406]

11:10 p.m. 625 0.0% 2,713 -1.4% 12,551 -0.1% 19,885 0.0%
[580-669] [2660-2851] [12345-12762] [19620-20156]

11:15 p.m. 614 -0.9% 2,723 0.6% 12,305 -0.7% 19,442 -1.0%
[574-667] [2606-2802] [12186-12597] [19383-19904]

11:20 p.m. 629 2.4% 2,647 -0.7% 12,316 0.8% 19,336 -0.4%
[570-661] [2574-2767] [12020-12423] [19158-19667]

11:25 p.m. 613 0.7% 2,613 -0.5% 12,065 0.1% 19,310 0.7%
[563-656] [2533-2726] [11858-12248] [18932-19445]

11:30 p.m. 632 4.8% 2,648 2.0% 11,917 0.1% 19,106 0.8%
[559-648] [2500-2689] [11694-12107] [18691-19225]

11:35 p.m. 603 1.2% 2,574 0.3% 11,672 -0.7% 18,703 -0.1%
[551-640] [2468-2662] [11547-11955] [18456-18971]

11:40 p.m. 607 3.3% 2,536 -0.1% 11,740 1.1% 18,711 1.3%
[545-634] [2449-2627] [11415-11794] [18224-18725]

11:45 p.m. 584 0.8% 2,533 0.8% 11,652 1.7% 18,289 0.6%
[537-622] [2418-2609] [11236-11656] [17944-18436]

11:50 p.m. 530 -7.2% 2,430 -1.8% 11,415 0.9% 18,037 0.8%
[526-616] [2379-2570] [11114-11518] [17640-18138]

11:55 p.m. 575 2.5% 2,520 3.5% 11,336 1.7% 18,046 2.4%
[518-603] [2345-2531] [10959-11329] [17373-17869]

0:00 a.m. 549 0.3% 2,390 -0.3% 10,732 -2.3% 16,722 -3.6%
[506-589] [2307-2489] [10798-11186] [17107-17612]

0:05 a.m. 529 -0.9% 2,375 1.0% 10,660 -1.3% 16,986 -0.6%
[494-576] [2260-2440] [10609-10987] [16849-17332]

0:10 a.m. 499 -4.5% 2,299 -0.5% 10,805 1.6% 17,030 1.0%
[478-565] [2218-2404] [10449-10815] [16618-17120]

0:15 a.m. 516 0.6% 2,251 -0.9% 10,476 0.2% 16,600 -0.2%
[475-552] [2181-2365] [10271-10637] [16393-16870]

0:20 a.m. 526 4.1% 2,233 -0.1% 10,240 -0.3% 16,567 1.1%
[467-545] [2149-2326] [10081-10464] [16165-16632]

0:25 a.m. 488 -1.3% 2,173 -1.2% 10,010 -1.0% 16,069 -0.6%
[454-537] [2107-2288] [9935-10293] [15933-16403]

0:30 a.m. 469 -3.7% 2,208 2.0% 10,028 0.8% 16,056 0.8%
[450-529] [2081-2254] [9763-10138] [15695-16158]

0:35 a.m. 486 2.3% 2,025 -4.7% 9,767 -0.3% 15,633 -0.4%
[435-515] [2042-2209] [9620-9987] [15459-15936]

0:40 a.m. 454 -2.4% 2,173 4.1% 9,730 0.8% 15,694 1.4%
[426-503] [2008-2170] [9467-9840] [15233-15707]

0:45 a.m. 465 2.6% 2,060 0.4% 9,447 -0.6% 15,348 0.6%
[415-493] [1966-2137] [9317-9677] [15026-15464]

0:50 a.m. 453 2.3% 2,018 -0.2% 9,432 0.7% 15,025 -0.1%
[404-484] [1943-2102] [9177-9545] [14804-15257]

0:55 a.m. 465 6.8% 1,993 0.3% 9,247 0.3% 14,699 -0.9%
[397-476] [1904-2072] [9058-9390] [14607-15062]

The “Actual” columns represent the actual number of hospital arrivals in each 5-minute time interval. The “Ratio” columns
represent the ratio of excessive bunching calculated by comparing the actual numbers and the counterfactual numbers of hospital
arrivals. The 95% CIs are reported in brackets. The shaded row indicates the time interval from 0:00 to 0:04.
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Table 3: Summary Statistics

Mean SD Min Max

Manipulation 0.11 0.31 0 1
Proportion of Private Hospitals 44.28 19.72 6.81 77.06
Ln Population 14.45 0.72 13.29 16.02
Population Density 539.13 874.37 70.00 4,670.00
Elderly Population Ratio 24.65 2.59 17.40 29.60
Number of Emergency Care Hospitals 3.58 0.98 1.90 5.50
Ln Per Capita Taxable Income 4.77 0.15 4.44 5.15

Note: The number of observations was 46 prefectures, excluding Tokyo prefecture. Number of emergency care hospitals is per

1,000 population.

Table 4: Determination of Arrival Time Manipulation

(1) (2) (3) (4) (5) (6) (7)

Proportion of Private Hospitals 0.0074*** 0.0043** 0.0047** 0.0061** 0.0072*** 0.0066*** 0.0046*
[0.003] [0.002] [0.002] [0.002] [0.002] [0.002] [0.002]

Ln Population 0.1570** 0.0614
[0.074] [0.071]

Population Density 0.0001* 0.0001
[0.000] [0.000]

Elderly Population Ratio -0.0213 0.0090
[0.016] [0.013]

Number of Emergency Care Hospitals -0.0795* -0.0339
[0.039] [0.042]

Ln Per Capita Taxable Income 0.4431 -0.0125
[0.278] [0.316]

Const. -0.2198** -2.3476** -0.1743** 0.3638 0.0750 -2.2996* -1.0787
[0.086] [1.042] [0.067] [0.414] [0.118] [1.342] [1.497]

R Squared 0.22 0.31 0.34 0.24 0.28 0.26 0.36
Observations 46 46 46 46 46 46 46

Note: Results are based on ordinary least squares regression. Robust standard errors are in brackets. Number of emergency
care hospitals is per 1,000 population.
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A Further Theoretical Discussion

In our model, the impact of financial incentives on the degree of SID was derived from Equation (2), and

was calculated as follows:

dI

dθ
= −

Uπ(1− ρ)

Uππθ2 + UBB(BI)2 + UBBII

, (4)

where ρ is a parameter of relative risk aversion in hospital revenue (ρ = −
πUππ

Uπ

). Since the utility function

is concave for B and π, the denominator is always negative with a reasonable assumption of BII ≤ 0. The

numerator takes a positive value when ρ is less than 1. This assumption is plausible because EMS providers

may be almost risk neutral with respect to the revenue of their hospital, implying that ρ takes a very low

value. Finally, we have dI

dθ
> 0, which suggests that greater financial incentives trigger the manipulation

of hospital arrival time. On the other hand, the value of dI

dθ
may be very small if the treatment is harmful

because it decreases when BI takes a large absolute value. This indicates that financial incentives per se are

not the fundamental cause of SID. Rather, the amount of harmful behavior based on SID is closely related

to each physician’s subjective evaluation on patient net benefit. This point echoes the findings from an

experimental study by Hennig-Schmidt et al (2011).
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B Determinants of Prehospital Transport Time

Many epidemiological studies have been conducted on the determination of prehospital transport time, but

most focus on the time from the onset of symptoms rather than from the emergency call. This is because the

time from the onset of symptoms to placement of the emergency call can account for a large portion of total

prehospital delay, depending on the disease. For example, Fukuoka et al (2005) reported that the median

prehospital delay time was 3 h 34 min for patients with acute myocardial infarction (AMI) in Japan, which

was seven times longer than the average prehospital transport time (call time to hospital arrival time). In

addition, we found no studies that investigated prehospital emergency time in general emergency episodes.

Most studies on this issue have focused on specific diseases, such as AMI (Smolderen et al, 2010) and

acute coronary syndrome (Mooney et al, 2014). Hence, the regression analysis presented here was designed

to derive counterfactual values of hospital arrival times in general emergency patients using the procedure

outlined in Section 5. Although our focus was limited in this study, the determinants of prehospital transport

time in general emergency patients are of particular interest in Japan due to recent increases in prehospital

transport time, which has become an issue of public debate.

For the regression analysis, we included 2,146,498 emergency episodes. We included all emergency

episodes where the 119 call was recorded as being placed between 21:00 and 3:00. Place of emergency oc-

currence, patient severity and causes of the emergency were controlled in the regression model. In addition,

prefecture fixed effects, monthly dummy variables, and emergency call time fixed effects were also incorpo-

rated into the regression model. The summary statistics and estimated coefficients are reported in Table

B1. The results showed that the place of emergency occurrence was associated with prehospital transport

time. Compared with patients whose emergencies occurred at home, emergency calls from public facilities,

workplaces and the road were more likely to have prompt transportations. When analyzed according to the

severity of symptoms, our results showed that prehospital transport time for dead patients was the shortest

because all hospitals can accept these patients. On the other hand, we found that prehospital transport time

for living patients with more complicated and severe symptoms was likely to be delayed as these patients

cannot be treated in primary EMS providers. The length of delay in patients with severe symptoms was

approximately 3 minutes (0.9607+2.0438) longer than those with mild symptoms. In addition, emergency

calls due to accidents and injuries had longer transport times when compared to emergency calls due to a

disease. Transfers between hospitals took shorter times because these calls are likely to be promptly dealt

with by hospital staff.
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Table B1: Determinants of Prehospital Transport Time

Mean Coef
[S.D.] [S.E]

Variables Definition (2) (3)

Women Woman = 1 0.54 -0.1356***
(0.50) [0.028]

Place of Emergency Occurrence

Home In the patient s home = 1 0.69
(0.46)

Public Facility In a public facility = 1 0.17 -0.9274***
(0.38) [0.044]

Workplace In the patient s workplace = 1 0.01 -1.4145***
(0.10) [0.151]

Road In a public road =1 0.11 -0.7954***
(0.32) [0.077]

Others In other locations = 1 0.01 1.4445***
(0.11) [0.144]

Severity

Dead Dead patient, = 1 0.02 -3.3685***
(0.13) [0.103]

Severe Patient with severe symptoms = 1 0.07 0.9607***
(0.26) [0.064]

Moderate Patient with moderate symptoms = 1 0.35
(0.48)

Mild Patient with mild symptoms = 1 0.56 -2.0438***
(0.50) [0.034]

Cause

Disease Disease = 1 0.72
(0.45)

Fire Fire accident = 1 0.00 12.1525***
(0.04) [0.568]

Natural Disaster Accident from natural disaster = 1 0.00 6.0893***
(0.01) [2.307]

Water Water accident = 1 0.00 8.0572***
(0.01) [1.154]

Traffic Traffic accident = 1 0.08 2.4737***
(0.27) [0.112]

Accident in Workplace Accident in workplace = 1 0.00 2.2869***
(0.05) [0.287]

Sports Accident due to sports and recreational activities = 1 0.00 0.6138*
(0.04) [0.322]

General Accident Other causes 0.12 2.0052***
(0.33) [0.050]

Violence Injured by someone else =1 0.02 3.7888***
(0.12) [0.137]

Attempted Suicide Attempted suicide by the patient =1 0.02 6.7184***
(0.12) [0.139]

Hospital Transfer Transfer from one hospital to another =1 0.05 -0.9184***

Prefecture Fixed Effects X
Monthly Level Fixed Effects X
Emergency Call Time Fixed Effects X
Age Group Fixed Effects X
Root MSE 14.1785
R Squared 0.101
Number of Observations 2,146,498

Note: Results are based on ordinary least squares regression. Standard errors are clustered around the emergency call time.
Age groups were also controlled by 5-year dummy variables from 0 to 100 years of age. The definitions of patient severity are
described in Section 4.1.
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C Heterogeneous Effects by Prefecture
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(a) Hokkaido

1
5
0

2
0
0

2
5
0

3
0
0

M
e
a
n
 &

 9
5
 %

 C
Is

11:00 p.m. 11:30 p.m. 0:00 a.m. 0:30 a.m. 1:00 a.m.
Hospital Arrival Time

(b) Aomori
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(c) Iwate
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(d) Miyagi
Circles represent the actual numbers of hospital arrivals. Diamonds with a solid red line represent the mean values
of counterfactual numbers of hospital arrivals. Dashed lines denote 95% CIs.

Figure C1: Number of Emergency Hospital Arrivals by Prefecture
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(a) Akita
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(b) Yamagata
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(c) Fukushima
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(d) Ibaraki

3
0
0

4
0
0

5
0
0

6
0
0

7
0
0

M
e
a
n
 &

 9
5
 %

 C
Is

11:00 p.m. 11:30 p.m. 0:00 a.m. 0:30 a.m. 1:00 a.m.
Hospital Arrival Time

(e) Tochigi
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(f) Gunma
Circles represent the actual numbers of hospital arrivals. Diamonds with a solid red line represent the mean values
of counterfactual numbers of hospital arrivals. Dashed lines denote 95% CIs.

Figure C1: Number of Emergency Hospital Arrivals by Prefecture
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(a) Saitama

1
6
0
0

1
8
0
0

2
0
0
0

2
2
0
0

M
e
a
n
 &

 9
5
 %

 C
Is

11:00 p.m. 11:30 p.m. 0:00 a.m. 0:30 a.m. 1:00 a.m.
Hospital Arrival Time

(b) Chiba
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(c) Kanagawa
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(d) Niigata

1
5
0

2
0
0

2
5
0

3
0
0

3
5
0

M
e
a
n
 &

 9
5
 %

 C
Is

11:00 p.m. 11:30 p.m. 0:00 a.m. 0:30 a.m. 1:00 a.m.
Hospital Arrival Time

(e) Toyama
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(f) Ishikawa
Circles represent the actual numbers of hospital arrivals. Diamonds with a solid red line represent the mean values
of counterfactual numbers of hospital arrivals. Dashed lines denote 95% CIs.

Figure C1: Number of Emergency Hospital Arrivals by Prefecture
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(a) Fukui
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(b) Yamanashi
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(c) Nagano
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(d) Gifu
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(e) Shizuoka
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(f) Aichi
Circles represent the actual numbers of hospital arrivals. Diamonds with a solid red line represent the mean values
of counterfactual numbers of hospital arrivals. Dashed lines denote 95% CIs.

Figure C1: Number of Emergency Hospital Arrivals by Prefecture
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(a) Mie
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(b) Shiga
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(c) Kyoto
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(d) Osaka
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(e) Hyogo
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(f) Nara
Circles represent the actual numbers of hospital arrivals. Diamonds with a solid red line represent the mean values
of counterfactual numbers of hospital arrivals. Dashed lines denote 95% CIs.

Figure C1: Number of Emergency Hospital Arrivals by Prefecture
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(a) Wakayama
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(b) Tottori
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(c) Shimane
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(d) Okayama
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(e) Hiroshima

3
5
0

4
0
0

4
5
0

5
0
0

5
5
0

6
0
0

M
e
a
n
 &

 9
5
 %

 C
Is

11:00 p.m. 11:30 p.m. 0:00 a.m. 0:30 a.m. 1:00 a.m.
Hospital Arrival Time

(f) Yamaguchi
Circles represent the actual numbers of hospital arrivals. Diamonds with a solid red line represent the mean values
of counterfactual numbers of hospital arrivals. Dashed lines denote 95% CIs.

Figure C1: Number of Emergency Hospital Arrivals by Prefecture
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(a) Tokushima
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(b) Kagawa
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(c) Ehime
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(d) Kochi
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(e) Fukuoka
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(f) Saga
Circles represent the actual numbers of hospital arrivals. Diamonds with a solid red line represent the mean values
of counterfactual numbers of hospital arrivals. Dashed lines denote 95% CIs.

Figure C1: Number of Emergency Hospital Arrivals by Prefecture
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(a) Nagasaki
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(b) Kumamoto
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(c) Oita
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(d) Miyazaki
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(e) Kagoshima

3
5
0

4
0
0

4
5
0

5
0
0

5
5
0

M
e
a
n
 &

 9
5
 %

 C
Is

11:00 p.m. 11:30 p.m. 0:00 a.m. 0:30 a.m. 1:00 a.m.
Hospital Arrival Time

(f) Okinawa
Circles represent the actual numbers of hospital arrivals. Diamonds with a solid red line represent the mean values
of counterfactual numbers of hospital arrivals. Dashed lines denote 95% CIs.

Figure C1: Number of Emergency Hospital Arrivals by Prefecture
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D Subsample Analysis by Month

In this Appendix, we describe the subsample analysis by month. Since our data covered all periods from

January 2008 to December 2011, our sample comprised 48 (4*12) month-based subsamples. Following the

same procedure for the main analysis, we derived the counterfactual hospital arrival times in the period from

0:00 to 0:04. In the interest of brevity, we do not present the results for all 48 subsamples here. Instead,

we calculate the t statistics to evaluate how the actual count for each subsample deviates from the mean of

1,000 counterfactual counts. If the t statistic was negative and lower than -1.96, this indicated that some of

the potential arrivals in the time period were shifted.

The results are summarized in Figure D1. In this figure, some of the circles (representing t statistics)

are below -2, suggesting that the actual number of hospital arrivals in the period from 0:00 to 0:04 was

significantly lower than the corresponding counterfactual number. In addition, although the t statistics were

not significant for many of the months, the signs were consistently negative. The stability of the results over

different months suggests that our primary results are not driven by irregular behavior in specific months or

years. Importantly, we found no trend breaks before and after the Great East Japan Earthquake in March

2011.
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Note: Circles represent t statistics that evaluate how the actual count for each subsample deviates from the mean
of 1,000 counterfactual counts in the period from 0:00 to 0:04. The vertical line represents March 2011, when the
Great East Japan Earthquake occurred.

Figure D1: Bunching Estimations by Month
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