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Abstract

The progress made on nano-fabrication technologies has made it possible to devise sophisticated optical nano- and micro-cavities that can confine light in a tiny space. These devices are widely used in the fields of nonlinear optics and quantum optics because they allow us to obtain a high photon density inside an optical microcavity. Among them, photonic crystal nanocavities are suitable for applications that use nonlinear optical effects and the quantum properties of light, because they enable obtaining high $Q$ resonant modes and the dense integration of the devices on a chip owing to their small size. On the other hand, there are challenges in cavity quantum electrodynamics applications for the quantum information technology with conventional photonic crystal nanocavities; The coupling efficiency of light from a cavity to an optical fiber is low, the deterministic control of resonant wavelengths and $Q$s, and the implementation of the polarization diversity are difficult.

In this study, it is shown that these problems can be solved simultaneously by employing optical nanofibers. The proposal has been made for two types of photonic crystal nanocavities of a nanofiber-coupled photonic crystal cavity and a silica nanobeam cavity. The former cavity enables a high coupling efficiency with an optical fiber besides the tuning of the wavelength and the $Q$ of the resonant mode, and on top of them, the latter cavity enables the polarization diversity.

Chapter 1 reviews the background of the study and describes the motivation.

Chapter 2 summarizes the theories needed for this study and describes principles of forming photonic bandgap and a photonic crystal nanocavity, and numerical methods used in this study.

Chapter 3 presents the principle behind the formation of a nanofiber-coupled photonic crystal nanocavity. By measuring the optical properties, I show that a coupling efficiency of 99.6% can be achieved at most and, furthermore, that the wavelength and the $Q$ of the resonant mode can be tuned by controlling nanofiber’s diameter and contact length between a photonic crystal.

Chapter 4 shows a demonstration of the formation of coupled resonances by using a fiber coupled photonic crystal nanocavity. Avoided crossing was observed in the spectrum domain by taking advantage of the wavelength controllability of the resonant modes.

Chapter 5 reports the design, fabrication and characterization of a silica nanobeam cavity. I show that the quality factors for both the TE and TM modes exhibit values higher than $10^4$, and confirm the orthogonality of these two modes. In addition, by changing the nanofiber’s diameter and the distance between the silica nanobeam cavity and the optical nanofiber used for inputting and outputting light, I achieve a coupling efficiency of more than 95% and, furthermore, show that the wavelength and the $Q$ of the resonant mode can be tuned.

Chapter 6 describes the design of a silica nanobeam cavity with two spectrally overlapped
orthogonal modes. By demonstrating numerically the localization of circularly polarized light, I show the possibility of the polarization diversity of this device.

Chapter 7 summarizes the results I report in each chapter and concludes the thesis.
### Abbreviation

Summary of abbreviations is presented in Tab. 1 for easy search, although they are defined in the article at the first appearance.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Original expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>One dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three dimensional</td>
</tr>
<tr>
<td>CE</td>
<td>Coupling efficiency</td>
</tr>
<tr>
<td>CMT</td>
<td>Coupled mode theory</td>
</tr>
<tr>
<td>CVD</td>
<td>Chemical vapor deposition</td>
</tr>
<tr>
<td>DUT</td>
<td>Device under test</td>
</tr>
<tr>
<td>EB</td>
<td>Electron beam</td>
</tr>
<tr>
<td>FDTD</td>
<td>Finite differential time domain (method)</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite element method</td>
</tr>
<tr>
<td>FP</td>
<td>Fabri Perot</td>
</tr>
<tr>
<td>FSR</td>
<td>Free spectral range</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full width at half maximum</td>
</tr>
<tr>
<td>ICP</td>
<td>Inductively coupled plasma</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>LER</td>
<td>Line edge roughness</td>
</tr>
<tr>
<td>PBG</td>
<td>Photonic bandgap</td>
</tr>
<tr>
<td>PC</td>
<td>Polarization controller</td>
</tr>
<tr>
<td>PhC</td>
<td>Photonic crystal</td>
</tr>
<tr>
<td>PM</td>
<td>Power meter</td>
</tr>
<tr>
<td>PML</td>
<td>Perfect matching layer</td>
</tr>
<tr>
<td>PWE</td>
<td>Plane wave expansion method</td>
</tr>
<tr>
<td>QED</td>
<td>Quantum electrodynamics</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscope</td>
</tr>
<tr>
<td>SOI</td>
<td>Silicon on insulator</td>
</tr>
<tr>
<td>TE</td>
<td>Transverse electric</td>
</tr>
<tr>
<td>TEOS</td>
<td>Tetraethyl orthosilicate</td>
</tr>
<tr>
<td>TLD</td>
<td>Tunable laser diode</td>
</tr>
</tbody>
</table>
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Table 1: Summary of abbreviations (alphabetical order)

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Original expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM</td>
<td>Transverse magnetic</td>
</tr>
<tr>
<td>TO</td>
<td>Thermo optic</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>VOA</td>
<td>Variable optical attenuator</td>
</tr>
<tr>
<td>WGM</td>
<td>Whispering gallery mode</td>
</tr>
</tbody>
</table>

End of the table.
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Chapter 1

Introduction

The physical implementation of photonic quantum networks has widely been studied for the implementation of quantum information technologies such as quantum simulators and quantum communication systems [1]. These technologies, consisting of channels and nodes, exploit the nonclassical nature of light and demonstrate profoundly different properties from classical systems. Optical fibers are considered suitable channels as they carry photons over long distance with negligible loss and decoherence. On the other hand, for quantum nodes on-demand and deterministic control of quantum states and photon emission of quantum light sources are required. For the development of ideal quantum nodes cavity quantum electrodynamics (QED) has widely been studied. Optical cavities are used to enhance the light–matter interaction in quantum sources, which enables the dynamic control of photon emission. Photonic crystal (PhC) nanocavities are promising platforms owing to their high $Q$ value and extremely small mode volume, as well as the compatibility with the semiconductor processes. However, the optical properties of nanocavities are usually not optimized for applications during the fabrication, thus a post-tuning method is required.

This thesis presents and discusses a method of optimizing the optical properties of PhC nanocavities for cavity QED applications, from a device engineering viewpoint. Nanofibers are employed not only for efficient coupling of light but also for controlling losses ($Q$s), mode profiles, and resonant wavelengths of nanocavities. The scheme simultaneously enables both the tailoring of optical resonances and the efficient connection between the on-chip nanocavities and the fiber-optic communication technology.

In this chapter, the background of the research is introduced. First, the overview of quantum information technology is reviewed. Then, the general characteristics of the key devices of optical nano- and microcavities are presented. Next, the applications of optical nano- and microcavities are described including cavity QED technology. Then, the challenges of PhC nanocavities for cavity QED applications are described. Finally, the motivation of the study is discussed.
1.1 Quantum information technology

1.1.1 Overview

A quantum is the smallest scale of physical quantities including a photon, a phonon, and an electron. Particularly, it exhibits completely different nature from those observed in the classical systems, despite the fact that these systems are built up of quanta. Quantum information technology is the discipline enabling the realization of quantum computers and quantum communication, where important quantum phenomena are employed including superposition, entanglement, and Heisenberg uncertainty.

A quantum computer is a machine, which has the potential to solve certain types of problems much faster than conventional classical computers. The basic algorithms for computing were proposed and developed in the 1980s and 1990s [2–5]. They employ quanta as binary digits known as quantum bits or qubits. Examples of qubits are superconducting qubits, spin qubits, and photonic qubits [6–8]. Unlike classical binary digits, which hold one binary value (“0” or “1”), qubits can hold a combination of two binary values (“0” and “1”) at the same time, owing to the quantum nature of superposition (Fig. 1.1). The number of states in the superposition increases exponentially in accordance with the increase of the number of qubits, coherently interacting with each other. This nature enables the simulation of the enormous number of options in a short time. It should be noted that quantum computers do not work as the classical computers, in the sense that they have areas of specialty, which depends on their architectures. There are two types of quantum computers: gate-type and ising-type. Gate-type quantum computers are good in solving problems with a large number of options, such as prime factor decomposition and molecular simulation. Recently, IBM Corporation calculated the ground-state energy of BeH₂ using a gate-type quantum computer using six qubits [9]. Ising-type quantum computers are used for solving optimization problems. The pioneering quantum computer venture company, D-Wave Systems Incorporated adapted this type for its machines to solve optimization problems using a quantum annealing algorithm [10, 11].

In this way, the development of quantum computers provides powerful methods to explore complex problems. On the other hand, it exhibits a security threat to conventional cryptographic communication technology, which based on the difficulty of solving prime decomposition problems consisting enormous prime numbers. However, another quantum phenomenon, the Heisenberg uncertainty provides an alternative technology for secure communication, known as quantum communication [12]. Superpositioned and entangled quanta can be used as keys and shared between the sender and the receiver in the communication. The keys are used to decrypt encrypted messages. The security of the communication is guaranteed by the fact that the states of the quantum keys cannot be established without measuring them, thus it is possible to detection the presence of eavesdroppers. The photon is considered as an ideal information carrier for communication owing to the long propagation and the coherent length and to the existence of sophisticated fiber-optic infrastructure.

Both quantum computing and communication require the physical implementation of the quantum network (Fig. 1.2). It consists of quantum nodes, which are coupled to each other coherently by quantum channels. The technology allows the increase of the number of qubits for computing and the extension of the communication distance. The fundamental role of the channels is only to deliver the quanta coherently over a long distance. For such a channel,
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Fig. 1.1. Schematic illustration of the difference between a classical computer and a quantum computer. As classical bits hold either “0” or “1”, they present a single solution. On the other hand, qubits hold “0” and “1” at the same time and express many states in parallel.

The optical fiber is considered as the most promising candidate. On the other hand, for the quantum nodes multiple functions are required, such as generation of single and entangled photons, quantum states transfer (teleportation), and storage (delay) of quantum states [13–15]. In addition, to use the fiber-optic network as channels, efficient coupling to the optical fibers is required. In this regard, photonic quantum nodes are favorable, as no conversion technology is required, whereas transducers are required to bridge the other types of quantum nodes and the conventional optical communication technology [16, 17].

Fig. 1.2. Schematic illustration of an example of a quantum network. Quantum state transfer and entanglement distribution from node A to node B are drawn in the setting of cavity QED. At node A, a pulse of the control field $\Omega^\text{out}_A(t)$ causes the transformation of atomic state $\Psi$ into the state of a flying photon. At node B, the pulse $\Omega^\text{in}_B(t)$ is applied to map the state of the flying photon into an atom in the cavity, thereby realizing the transfer of the state $\Phi$ from node A to node B. $\kappa$ and $\gamma$ are the decay rate of the cavity modes and the atomic decay rate to modes other than the cavity mode, respectively. [Reprinted with permission from H. J. Kimble, Nature 453, 1023-30 (2008)]
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1.1.2 Single photon sources

Single photon sources are critical and fundamental for quantum information technologies because single photons are promising carriers of information. The simplest way to generate single photons is attenuating laser light. This method reduces the average number of photons in each optical pulse to less than 1. Such pulses are called weak coherent pulses and exhibit the quantum nature. However, the population of the number of photons obeys the Poisson distribution; therefore, there are pulses with more than one photon or zero photons. The presence of an excessive number of photons increases the risk of the wiretap of the information and the empty pulses degrade the information volume and the transmission distance of the communication system.

As an alternative, atoms or atom-like emitters are employed. An atom holds a clean quantum system with discrete electronic levels in which only a single electron can occupy a certain quantum state (e.g., electronic shells, orbits, and spins) owing to the Pauli exclusion principle for fermions. Thus, a single photon will be emitted when an electron is excited selectively and undergoes the transition between two levels in such a system. The discrete systems are observed in artificial atoms of quantum dots and color centers in materials as well as atoms and ions. Although deterministic and on-demand emissions of indistinguishable photons at an arbitrary rate are required for the ideal sources, these are difficult to implement in free space since the emission process is nondeterministic and irreversible. To address this issue, control of the emission is explored by employing optical cavities, whose details are described in Chapter 1.3.1.

1.2 Optical nano- and microcavities

1.2.1 Overview

The development of semiconductor processes enabled the fabrication of wavelength-size cages of light on a chip. These optical components are known as optical nano- and microcavities. Various kinds of optical nano- and microcavities have been developed and used for various applications in nonlinear optics and quantum optics. The performance of optical cavities are mainly characterized by two parameters: quality factor ($Q$) and mode volume ($V$). The quality factor determines the capability of light confinement of optical cavities, by multiplying the photon lifetime in the cavities by their optical period as:

$$Q = \omega \tau,$$

where $\tau$ is the photon lifetime, which indicates the time until the intensity of light in the cavity, $I$ decays to $1/e$ of the initial value of $I_0$, as given by the following equation (see Fig. 1.3(a)).

$$I = I_0 \exp\left(\frac{t}{\tau}\right).$$

As time is associated with the spectrum by the Fourier transform, the quality factor can also be determined by the spectral width of the resonant peak of a cavity as (see Fig. 1.3(b)):

$$Q = \frac{f}{\Delta f}.$$
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\[
Q = \frac{\lambda}{\Delta \lambda}, \tag{1.4}
\]

where \( f \) and \( \lambda \) are the resonant frequency and the resonant wavelength of the peak, respectively, and \( \Delta f \) and \( \Delta \lambda \) are the corresponding full width at half maximum (FWHM) values.

\[
V = \frac{\iint \epsilon|E(x, y, z)|^2 dx dy dz}{\max[\epsilon|E(x, y, z)|^2]}, \tag{1.5}
\]

where \( E(x, y, z) \) is the amplitude of the electric field in the cavity and \( \epsilon \) is the dielectric constant of the medium. Generally speaking, a higher \( Q \) and a smaller \( V \) are favorable for nonlinear applications, where strong light–matter interaction is required, thus cavities with high \( Q/V \) values have widely been studied.

Figure 1.4 shows the map of the quality factor and the mode volume of various optical nano- and microcavities. These can be roughly categorized into three groups, PhC nanocavities, whispering gallery mode (WGM) cavities, and semiconductor ring resonators, depending on their features and fabrication methods.

PhC nanocavities exhibit an extremely small mode volume, based on photonic bandgap (PBG) confinement. The \( Q \) factors have been improving according to the development of fabrication techniques and their highest value is in the order of \( 10^7 \) [18].

WGM microcavities can access the regime of ultra-high \( Q \) factors of over \( 10^8 \), and they confine light by total reflection. Specifically, ultra-high \( Q \) factors of over \( 10^8 \) had already achieved in the 1990s [19]. Although their mode volume is relatively large compared to other nano- and microcavities, they have several advantages in nonlinear applications, as higher-order nonlinearities are proportional to the power of \( Q \).

The semiconductor ring resonators are circular optical waveguides fabricated on chips. Their \( Q \)s have also been improved owing to the progress of semiconductor fabrication technology. These devices are compatible with the complementary metal oxide semiconductor (CMOS) process, although usually electron beam (EB) lithography is used to control the gap...
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distance between the resonator and the optical waveguide. Light confinement becomes similar to that in WGM, if their diameter is small.

The details of each type of cavity are described in the following sections.


1.2.2 Photonic crystal nanocavities

Pioneering works for the calculation of the photonic band structures of a three-dimensional (3D) PhC were demonstrated by K. Ohtaka et al. after 1979 [31, 32]. These studies presented several important features of the PhC, such as the increase of the density of states [32]; however, PBG, where the density of state vanishes [33], was not investigated. The concept of PBG gained much attention following the two independent studies presented by E. Yablonovitch and S. John in 1987 [34, 35]. The idea of PBG is analogical to that of the electronic band gap, and it prohibits the existence of light with certain wavelength in the structure. It enables the achievement of the ultimate confinement of light; If a defect is introduced in a PhC with PBG, light can exist in the defect, but cannot move out of it, thus it is confined in the defect. It is worth noting that the volume of the defect can be reduced to approximately the same as or less than the cubic wavelength in the material.

Studies of artificial PhC begun with the development of (3D) structures, which formed the PBG in all directions and polarizations [36], however, their fabrication was difficult. There have been many attempts to fabricate a 3D PhC structure for the near infrared (IR) range [37] by self-assembly methods [38, 39], a combination of photoelectrochemical etching and focused-ion-beam drilling [40], one-step two-directional deep etching [41, 42], direct laser writing [43], layer-by-layer methods including wafer fusion [44, 45], micro manipulation [46, 47], and hybrid approaches [48, 49]. The highest $Q$ value for 3D PhC nanocavities was achieved using micro manipulation techniques [47]. 3D PhC nanocavities are mainly used for controlling light...
emission from quantum light sources, which has been the main motivation for the studies of the devices since their first proposal [34, 36]. There are also different unique directions of research, such as fabricating waveguides in the 3D structure [50] and implementing chirality by controlling the periodicity of the lattices [51].

Fig. 1.5. Scanning electron microscope (SEM) image of a titania inverse opal 3D PhC (a) and (b). [Reprinted with permission from P. Lodahl, et al., Nature 430, 654-657 (2004)]. (b) SEM image of a 3D PhC nanocavity fabricated with micromanipulation technique [Reprinted with permission from K. Aoki, et al., Nature Photonics 2, 688-92 (2008)].

The facilitation of the fabrication led to the development of two-dimensional (2D) PhC nanocavities, where periodic structures were formed in two dimensions in a thin slab. The pioneering works by Caltech and KAIST research groups focused on cavities for low threshold lasers [52–55]. The first breakthrough in achieving a high $Q$ in 2D PhC nanocavities was the introduction of the concept of the light cone, which describes out-of-plane radiation loss components of cavity modes in the reciprocal space [56]; this demonstrated a clear strategy for improving $Q$ (i.e., reducing the components within light cone). Then, the shift L3 cavity was developed [57], which was formed by introducing three air holes in the PhC and shifting two holes at each side of the defect slightly to achieve a Gaussian mode profile of cavity. This small modification reduced the out-of-plane radiation loss significantly (such a hole shift design was also explored in [58]). By further optimizing the amount of the shift of the air holes, a $Q$ higher than $10^5$ was achieved [59]. The next breakthrough for high $Q$ PhC nanocavities was the design of mode-gap cavities, which are formed by modulating the guided mode of the line-defect PhC waveguide (hence, the expression “mode-gap”). This type of cavity exhibits high $Q$ as it is based on the guided mode, which originally contains small radiation loss components. There are mainly two modulation methods: lattice constant modulation (i.e., hetero type cavities) [60] and width modulation [61]. A $Q$ higher than $10^6$ was obtained in the spectral domain with double hetero cavity [62] and in time-domain with width modulated cavity [63]. Furthermore, the use of a multi-hetero design tripled the value of the highest $Q$ [64, 65]. It should be noted that the introduction of mode-gap cavities also enabled the achievement of ultra-high $Q$ higher than $10^6$, even with cladded structures [66–68], which is important in ensuring the mechanical stability of the PhC structures. Recently, chemical reduction of material absorption was studied.
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for the improvement of $Q$ and a $Q$ value of $9 \times 10^6$ was reported in 2014 [69]. This approach further improved $Q$ and the highest $Q$ value currently exceeds $1.0 \times 10^7$ [18]. Although the theoretical limit of $Q$ is higher than $10^9$ [70], the highest obtained value is approaching the material $Q$ of silicon. Thus, the study of other proper materials may be necessary to achieve an ultimately high $Q$ for PhC nanocavities.

Although the recent highest values were achieved with mode-gap type cavities, the highest $Q$ values for bandgap type cavities (i.e., point defect cavities, such as H0, H1, L3) are also have to be considered, as they usually possess a smaller mode volume than that of mode-gap cavities. An L3 cavity with a $Q$ of over 1 million [24] and an H1 cavity with a $Q$ of over 100 thousand [22] was presented by a systematic design optimization.

Owing to the availability of silicon photonics foundry services for research use, PhC nanocavities can be fabricated with a CMOS-compatible process. A high $Q$ exceeding $10^5$ was achieved for the structure with silica clad using 248 nm KrF lithography [71] and a value of $10^6$ was demonstrated for the structure with air clad using 143 nm ArF immersion photography [72]. This trend is important for the mass production of the PhC devices, as the conventional EB lithography method takes significant time for the fabrication.

![Fig. 1.6. (a) SEM image of an L3 PhC nanocavity. [Reprinted with permission from Y. Akahane, et al., Optics Express 13, 1202-14 (2005)] (b) SEM image of a width-modulated PhC nanocavity. [Reprinted with permission from E. Kuramochi, et al., Applied Physics Letters 88, 041112 (2006)].](image)

One-dimensional (1D) PhC nanocavities are generally referred to as nanobeam cavities (Note that dielectric multi-layers are not reviewed here, although they are also 1D PhC). They are formed in a rectangular waveguide by forming a 1D Bragg mirror. Although the pioneering proposal and demonstration of this cavity were in 1995–1997 [73–75] (see Fig. 1.7(a)), it took significant time before the expansion of the application of these devices started in end of the 2000s. Before the mid-2000s, some theoretical studies investigated their high $Q$ cavity design by using a tapering hole strategy [76, 77]. This led to a series of experimental demonstrations of nanobeam cavities on silicon on insulator (SOI) substrates with high $Q$ values of up to $1.5 \times 10^5$, in the late 2000s [78–80] (see Fig. 1.7(b)). For nanobeam cavity, the current highest $Q$s were demonstrated shortly after these studies, by the Harvard research group in air-bridge configuration [23] and by the NTT research group in SOI configuration [81].

One of the most important advantages of the nanobeam type cavities is the number of available materials for the core layer. A high $Q$ factor is achievable even with low-index materials with a reasonably small mode volume, because a sufficiently wide PBG can be
1.2. OPTICAL NANO- AND MICROCAVITIES

Fig. 1.7. (a) SEM image of a nanobeam cavity. [Reprinted with permission from J. S. Foresi, et al., Nature 390, 143-5 (1997)]. (b) SEM image of a nanobeam cavity with a tapered hole design. [Reprinted with permission from P. Deotare, et al., Applied Physics Letters 94, 12-5 (2009)].

formed in one dimension. Since a design proposal of a high $Q$ nanobeam cavity made of the relatively low-index material silicon nitride [82], there have been many demonstrations of nanobeam cavities made of various materials, such as silica [83, 84], polymer [85], silicon nitride [86, 87], and diamond [25]. In addition, the introduction of a deterministic strategy for high $Q$ designs is also an important factor in the widespread use of nanobeam cavities [88, 89]. The $Q/V$ values for nanobeam cavities made of different materials are summarized in Fig. 1.8.

Fig. 1.8. (a) Refractive index ratio versus $Q$ factor. (b) Refractive index ratio versus $Q/V$ value (The plots with unknown normalized mode volumes are removed from (a)). References for the plots not included in the article are [90–94]

Recently, nanobeam cavities were also been fabricated using photolithographic processes [95]. In addition, it should be noted that the same design strategy were used for fabricating cavities in nanofibers, whereas mode volumes are not always small depending on the application [96–98].

The timeline of the improvement of the $Q$ factor of PhC nanocavities is shown in Fig. 1.9.
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1.2.3 Whispering gallery mode cavities

The notation “whispering gallery” is originated from places where whispered sound travels around by circularly reflecting from the walls and arrives back behind the whispering person, such as in St Paul’s Cathedral in London [99,100] (see Fig. 1.10(a)). Light is confined in WGM cavities owing to the total reflection, hence, a high \( Q \) can be achieved if their surfaces are smooth. So far, cavities with ultra-high \( Q \) exceeding \( 10^8 \) have been demonstrated by accurate polishing methods [29, 30], surface melting processes [19,26], and wet etching [28]. Although the surface roughness requirement for high \( Q \) become crucial as the radius of a cavity become small, an ultra-high \( Q \) of \( 10^8 \) and a small mode volume of 200 \( \mu m^3 \) can be both achieved by a silica toroid microcavity, owing to its extremely smooth surface fabricated by a \( CO_2 \) laser reflow process [26] (see Fig. 1.10(b)). As a high \( Q \) factor, compared to other nano- and microcavities was achieved earlier, the devices were used for the pioneering studies of nonlinear optics including optical Kerr frequency comb generation [101] and dynamic cooling and amplification of the mechanical oscillation in cavity opto-mechanical systems [102–104].

1.2.4 Semiconductor ring resonators

Ring resonators are fabricated on a chip using semiconductor processes. The light in the device is usually supported by index guiding of the waveguide, although it becomes more WGM-depending on the radius of the resonator. They can be integrated on chips with electrodes [21] (see Fig. 1.11(a)), similarly to PhC nanocavities. In addition, the trend of improvement of the \( Q \) factor is also similar to that of PhC nanocavities (a \( Q \) of \( 10^7 \) was achieved for the devices very recently [27,105,106]), which is possibly because of the improvements are due to the progress of semiconductor fabrication techniques. The fundamental difference between PhC nanocavities and ring resonators is the amount of resonant modes and their dispersion. As ring resonators have multiple longitudinal modes over a wide wavelength range and with group velocity dispersion engineering a constant free spectral range (FSR) of the modes can be

Fig. 1.9. Timeline of the improvement of the \( Q \) factor of PhC nanocavities. The references are cited in the article.
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Fig. 1.10. (a) Schematic of a whispering gallery. The sound projected from a person (illustrated by a black circle and a black triangle) propagates along the inner circumference of the whispering gallery and comes back from behind him/her. (b) SEM image of a silica toroid microcavity.

Achieved even with nonlinear processes in cavities, they are considered as promising platforms for optical Kerr comb generation. Recently, a wavelength division multiplexing (WDM) communication was demonstrated with Kerr comb, generated from this device [107,108] (see Fig. 1.11(b)).

1.2.5 Methods for optical coupling

Achieving high coupling efficiency (CE) with an optical fiber is important for practical applications of optical nano- and microcavities. In this section, the methods used for coupling light between PhC nanocavities and optical fibers are reviewed.

There are several types of direct and indirect coupling methods as shown in Fig. 1.12.

Direct coupling methods couple light directly into PhC nanocavities. Its simplest form is free space coupling. It is a method to inject/correct light into/from a cavity using an objective lens. The CE is usually low for this method (a few percent) due to the poor overlap of optical modes between focused light and far-field pattern of cavities. On the other hand, there are several studies to improve the collection efficiency of this method by controlling the far-field patterns of the PhC nanocavities [109–111]. A high collection efficiency of 60% was achieved for an H1 type PhC nanocavity [111] (see Fig. 1.12(a)).

The other example of direct coupling methods is using a tapered nanofiber. A tapered nanofiber is an optical fiber thinned so that light leak evanescently around the fiber, and used as an efficient interface to couple light into cavity devices and optical waveguides [112–116] (see Fig. 1.12(b)). A high CE of almost 100% has been achieved for coupling with a WGM microcavity [113], and 94% for coupling with a PhC waveguide [114]. It is worth noting that the high CE was demonstrated even between the optical devices with large difference in material index, although a careful attention needs to be paid for satisfying a phase matching condition [117]. Tuning of the CE is also easy by changing the gap distance between the devices. On the other hand, the system is not stable compared to other methods described in this chapter.

Indirect coupling methods couple light into a rectangular waveguide, and then the coupled
light transmits to a PhC waveguide and a nanocavity. A grating coupler (GC) is an example. It is an integrated device consisting of periodically placed dielectric materials. The light injected to the device couples to a connecting waveguide due to the diffraction caused by the periodic patterns. As the devices are based on periodic gratings, the wide bandwidth and the small polarization dependency are challenging to be implemented. A high CE of about 87% and a 3-dB bandwidth of 70 nm can be achieved with a grating coupler with a metal mirror underneath the device [118] (see Fig. 1.12(c)).

A spot size converter (SSC) is an interface to couple light from free space into an optical waveguide. The device is based on an inverse tapered waveguide covered with silica, and trenches are usually formed at the both side of the device. It is designed such that the guided mode of a waveguide adiabatically transits and matches the mode profile of the focused free space light. Efficient coupling with a CE of 89% has been demonstrated; however, a complex fabrication is required [119] (see Fig. 1.12(d)).

It should be noted that indirect coupling methods of GC and SSC suffer from additional insertion losses between a PhC waveguide and a rectangular waveguide, and a PhC waveguide and a PhC nanocavity. Therefore, the reduction of the insertion losses is required to maximize CE in a whole system. The insertion loss between a PhC waveguide and a rectangular waveguide will be more than 5 dB typically without the optimization of the interface between two
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waveguides. It will be reduced to be around 0.5 dB with a careful design [120]). To reduce the insertion loss between a PhC waveguide and a PhC nanocavity, the control of a ratio between an intrinsic $Q$ and a coupling $Q$ is required as described in Chapter 2.2.3.

Considering the issues presented above, it is obvious that the nanofiber method is the most efficient for coupling the light with PhC nanocavities.

![Coupling methods and optical couplers](image)

Fig. 1.12. Coupling methods and optical couplers. Schematic of (a) a H1 cavity for efficient free space coupling [111] and (b) evanescent coupling with a nanofiber [114], (c) a grating coupler [118], and (d) a spot size converter [119]. [Reprinted with permission from H. Takagi, et al., Optics Express 20, 28292-300 (2012), P. E. Barclay, et al., Optics Letters 29, 697-9 (2004), K. Shiraishi, et al., Applied Physics Letters 91, 141120 (2007), and Y. Ding, et al., Optics Letters 39, 5348-50 (2014).]

1.3 Applications of optical nano- and microcavities

1.3.1 Cavity quantum electrodynamics

Cavity QED is a study of the interaction between atoms or atom-like emitters and photons confined in optical cavities [121], which are the main target application in this study. The energy level of the emitters is usually described by the Jaynes–Cummings model in which a genuine two level system in an optical cavity is assumed (Fig. 1.13(a)). The state of the system
is evaluated by the coupling rate between a cavity and an emitter \( g \), and is given by

\[
g = \frac{d \cdot E(r)}{\hbar} = \sqrt{\frac{\mu^2 \omega}{2\hbar \varepsilon_0 \varepsilon_r V}} \Phi(r),
\]

(1.6)

where \( d, E, \mu, \omega, \hbar, \varepsilon_0, \varepsilon_r, V \), and \( \Phi \) are the induced transition dipole of the emitter, electric field per photon, transition dipole moment of the emitter, resonant angular frequency of the cavity, reduced Planck constant, vacuum permittivity, relative permittivity, mode volume of the cavity, and mode function of the cavity, respectively.

When \( g \) is larger than the cavity decay rate \( \kappa \) and the decay rate of the emitter \( \gamma \), the system is in the strong coupling regime. Then, the emission and the absorption of a photon takes place within any dissipative processes in the system coherently, which leads to the vacuum Rabi splitting of the system. This is an ideal state for the applications of the quantum information technology for two main reasons. First, the deterministic control of the emission of photons is possible through nonlinear processes such as the stimulated Raman transition by applying the external control field before the decay of the excited state of an emitter \([122–124]\). Generation of single-photon pulses with a probability exceeding 99% is predicted theoretically. Second, the emission process is reversible \([125]\). A photon emitted from a system can be efficiently absorbed by the identical system coherently because of the strong coupling between the optical field and the emitter. This can be applied for the another system with identical configuration when a time-reversed field of the emission is applied to the system. Thus, the coherent transfer of quantum states is possible between quantum nodes, which is important feature to realize the quantum information technology. Therefore, one of the main focus of the cavity QED is the control of quantum states of photons and emitters in the strong coupling regime.

On the other hand, the system is in the weak coupling regime when \( g \) is smaller than \( \kappa \) and \( \gamma \). Then, the emission process is no longer a reversible process. However, the enhancement of spontaneous emission will happen owing to the higher density of state in the cavity compared to that in the vacuum. The enhancement factor is known as the Purcell factor and usually expressed as \([126–128]\),

\[
F_p = \xi^2 \frac{3 Q_{\text{cav}} (\lambda/n)^3}{4\pi^2 V},
\]

(1.7)

where \( \xi^2, Q_{\text{cav}}, \) and \( \lambda/n \) are the polarization factor, which is equal to 1/3 when the dipole is randomly oriented; the quality factor of the cavity; and the wavelength of light in the material, respectively. According to the Eq. (1.7), which is usually employed to express the factor, the spontaneous emission rate is proportional to the density of the state of \( Q/V \). However, Eq. (1.7) assumes the condition in which the linewidth of the emitter is much narrower than that of the cavity. A more general form of the Purcell factor is as follows:

\[
F_p = \xi^2 \frac{3(\lambda/n)^3}{4\pi^2 V} (Q_{\text{cav}}^{-1} + Q_{\text{em}}^{-1})^{-1},
\]

(1.8)

where the condition of \( \delta \omega \ll \omega \) is assumed for the half width at half maximum (HWHM) of the linewidth of the emitter and the cavity of \( \delta \omega \), and their angular frequency of \( \omega \), which is
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satisfied for most applications in the optical domain (details of the derivation of the equation are presented in Appendix B). Equation (1.8) means that the Purcell factor is limited by the lower $Q$ of either the emitter or the cavity and no longer depends on the cavity $Q$ when the linewidth of the emitter is much broader than that of the cavity. In addition, a poor spectral overlap between the cavity and the emitter means the poor CE between them (i.e., the emitted light cannot couple to the cavity without the spectral overlap) (Fig. 1.13(b)). Therefore, the critical coupling condition of $Q_{\text{cav}} = Q_{\text{em}}$ is an optimum condition to maximize the total photon correction rate.

As indicated by Eq. (1.6), the strong confinement of light in a tiny space is required to enhance the interaction between a cavity and an emitter. Therefore, optical nano/microcavities have been attractive platforms for the application owing to their high $Q/V$ value [129, 130]. In particular, PhC nanocavities are advantageous because of their small mode volume and integrated structures (Chapter 1.1.1). In fact, one of the main initial topics of research related to 3D PhCs was the control of spontaneous emission from atoms. Hence, the first pioneering studies on spontaneous emission control with PhCs have been demonstrated using the 3D ones [36, 131, 132]. 2D PhCs have been employed to form cavities containing quantum dots/wells since their integrated structures are suitable for it [133–136]. The strong coupling with a quantum dot in a PhC nanocavity was observed for a L3 cavity in which the quantum dots were located exactly at the loop of the optical mode Fig. 1.13(c) [137]. Note that the quantum dots are usually fabricated with a self-assembly method; however, they are formed in a substrate randomly and the control of their position is a big challenge. 1D nanobeam cavities are also promising platforms for cavity QED applications [138]. In particular, they are employed to achieve coupling with emitters with visible emission wavelengths such as color centers in materials since the use of low-refractive-index materials is required owing to their small material absorption in the visible wavelength range [84, 139].

1.3.2 Optical signal processing

The optical signal processing is a method to control optical signals optically. This technology is expected to contribute to the reduction of energy consumption of large-capacity data communication, where the limit of electric signal processing is nearly reached in terms of information capacity and energy efficiency. Optical nano- and microcavities are promising platforms for this application, as strong light–matter interaction is required to control of optical signals. Optical cavities enhance the interaction efficiently and enable the application optical nonlinear effects for processing signals. For example, an optical switch [140] and adiabatic wavelength conversion [141] have been demonstrated by optical Kerr effect, using silica WGM cavities. In a cavity system of coupled WGM cavities, an optically tunable buffer [142] and isolation [143] have been demonstrated. By combining electrical control techniques, fast and energy efficient electric-optic modulation and optical switching can be achieved using silicon ring resonators [21] and PhC nanocavities [144–146], as well as photo-detection [147] (see Fig. 1.14(a)). These methods are also used for the adiabatic resonant wavelength tuning of a PhC nanocavity [148, 149]. As the large-scale integration of optical nano- and microcavities is achievable, a dense WDM has been demonstrated on a chip [150, 151] (see Fig. 1.14(b)). Random access memory [152, 153] and delay line [154] have also been demonstrated with cascaded PhC nanocavities.
1.3.3 Cavity opto-mechanics

Cavity opto-mechanics is a discipline of interactions between mechanical and optical modes in an optical cavity system [155, 156]. The main focuses of the research are the opto-mechanical back-action cooling and parametric instability (mechanical amplification) as predicted by V. Braginsky [157]. Ultra-high-$Q$ cavities enabled the dynamic control of their mechanical motion with their strong radiation pressure worked to small structures [102–104]. A schematic of the system is shown in Fig. 1.15(a) and (b) to explain the fundamentals of the dynamic control. A Fabry–Perot (FP) cavity consisting of a fixed mirror and a movable mirror is used (see Fig. 1.15(a)) and the enhanced radiation pressure in the cavity pushes a movable mirror, which causing its oscillation. Then, an input light is modulated by the mechanical motion and sidebands are appearing at both sides of the input wavelength (see Fig. 1.15(b)). The fundamental idea is that the optical energy in the cavity is controlled by changing the detuning of the input wavelength from the resonant wavelength. When the detuning of the
1.4 Challenges of PhC nanocavities

Although PhC nanocavities are attractive platforms for nonlinear and quantum optics, there are certain challenges to be addressed. In this section, some of the important challenges for cavity QED applications are presented.

1.4.1 Small $V$ and tunability of $Q$

As indicated by Eq. (1.8), the Purcell factor increased with small $V$. In addition, the condition of $Q_{\text{cav}} = Q_{\text{em}}$ has to be satisfied to maximize the Purcell enhancement factor and the CE (not the coupling strength) between the cavity and the emitter simultaneously. As the accurate control of $Q_{\text{cav}}$ is difficult with fabrication, and the spectral linewidth depends on the types of emitters and the temperature, the tunability of $Q_{\text{cav}}$ is required to provide the best platform for any cases.

input light is red-detuned, the optical energy in the cavity increases, thus the energy of the mechanical oscillation decreases owing to the conservation of energy in the system. On the other hand, the blue-detuned light causes a mechanical amplification, because the amount of optical energy decreases and that of the mechanical mode increases. Using this mechanism, several studies have been performed, such as ground state cooling [158, 159], optical induced transparency [160, 161], and sensing [162–164]. In addition, there are several works using enhanced optical forces for deforming structures [165–167]. Such approach can be extended to all kinds of optical mechanical control, like microelectromechanical systems.
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Fig. 1.15. (a) Cavity mechanical system consisting of a Fabry–Perot cavity with a harmonically bound end mirror. [155]. (b) Schematic illustration of the principal of mechanical amplification and cooling in an optomechanical system. The right and left figures show cavity resonances in frequency domain with blue and red detuned control light, respectively (illustrated with a green line). Mirror vibration with a mechanical frequency of $\Omega_m$ generates sidebands of the control light with asymmetric amplitudes owing to cavity enhancement of the Doppler scattering process (the sidebands are drawn by blue and red lines). This results in the energy transfer from the mechanical/optical mode to the optical/mechanical mode and causes the mechanical cooling/amplification. [Reprinted with permission from T. J. Kippenberg and K. J. Vahala, Optics Express 15, 17172-205 (2007)]

1.4.2 Control of the resonant wavelength of the cavity

Since PhC nanocavities are sensitive to disorders, the accurate control of the resonant wavelength of the cavity is difficult with fabrication. However, increasing the spectral overlap between a cavity and an emitter is required for the cavity QED applications. Thus, post-tuning the resonant wavelength is performed for the efficient coupling with emitters (The focus in this study is tuning cavity resonances, although controlling emitter’s spectrum is also a powerful solution for this problem [168]). This tuning can be performed by controlling temperature [151]; however, the process has low energy efficiency and it also affects the emitter spectrum. The control by gas condensation can also be used for this purpose [169]; however, it affects all nanocavities simultaneously and it is not suitable for large-scale systems where wavelength control of individual cavities is needed. Fine and flexible tuning methods are required.

1.4.3 Large overlap between a cavity mode and an emitter

The coupling strength between a cavity and an emitter depends on the mode overlap between them. However, the fine control of the position of quantum emitters (quantum dots) is usually
Difficult. A control method of the position of the cavity is required.

1.4.4 Polarization diversity

Although PBG works for light with any polarizations with the 3D PhC structure, its fabrication is difficult. Thus, 2D and 1D PhC structures are usually used for applications; however, they have strong polarization dependence compared to other integrated optical components. This is because the periodic structures are only formed in-plane and their effect is weak for the light with out-of-plane polarization. On the other hand, polarizations are important degrees-of-freedom of light and used for information processing in communication technologies (e.g., polarization multiplexing [170] and polarization entanglement [171]). In particular, they are indispensable for quantum communication due to the fact that various states (e.g., linear polarization for + and x-directions and circular polarizations) can be expressed even with one single photon. There are also studies for the effective uses of polarization-dependent electronic levels in materials (e.g., spins, valleys). To bridge the gap between communication technologies and PhC nanocavities, the achievement of a polarization independent resonance or a polarization diversity in PhC nanocavities fabricated in-plane is required.

1.5 Motivation

As described above, optical nano- and microcavities are attractive platforms in the fields of nonlinear and quantum optics and photonics. In particular, PhC nanocavities are promising due to their high $Q/V$ values and integrated structures as well. However, there are certain challenges to be addressed to provide ideal properties to cavity QED applications as listed below.

- Efficient coupling with an optical fiber
- Small $V$ and tunable $Q$
- Position selectivity (controllability of mode profile)
- Control of resonant wavelength
- Polarization diversity

The motivation of this study is to overcome these challenges. A post-tuning method of optical properties is the main focus of the study whereas proper cavity designs are also investigated. The tuning method is the use of the nanofiber for the index modulation of the cavity mode. It controls the position of a cavity and its resonant wavelength by changing the impact of the index modulation. In addition, the nanofiber helps realize efficient optical coupling, where the total loss in a cavity (loaded $Q$) can be also tuned.

To investigate the effectiveness of the method and ensure proper cavity design, two types of PhC nanocavities are studied. The first type of cavity is a fiber-coupled PhC cavity (FCPC), which is formed by the index modulation caused by a nanofiber and has both high $Q$ and high CE. In addition, it exhibits a resonant wavelength and position controllability. The characterization
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of the cavity is discussed in Chapter 3 and its advanced use for the formation of a coupled cavity system is described in Chapter 4. The other cavity is a silica nanobeam cavity, chosen to satisfy the requirement of achieving polarization diversity, as two orthogonal modes are easily obtained at the same wavelength range. The high $Q$ of the two orthogonal modes and the control of coupling with them are demonstrated in Chapter 5. The discussion of the cavity with spectrally overlapped orthogonal modes is presented in Chapter 6. Finally, Chapter 7 gives a summary of each chapter and concludes the thesis.
Chapter 2

Theory and method

As described in the Chapter 1.2.2, PhC nanocavities are formed by introducing defects in PBG structures. The understanding of the basis of PBG and numerical methods are required to design a cavity with desired properties. In addition, one needs to be familiar with numerical and experimental techniques of efficient coupling interfaces of nanofibers for the experiment in this study. In this chapter, the basis of PhC and important numerical and experimental methods used in this research are presented. This chapter will help readers to understand the study in detail.

2.1 Theory of photonic crystal

2.1.1 Photonic bandgap

PBG is a fundamental concept of photonic crystal research. The formation of PBG will be discussed analytically [172].

First of all, Maxwell equations will be introduced which describe the propagation of electromagnetic waves in dielectric materials is as followed,

\begin{align*}
\nabla \cdot \mathbf{D} &= \rho, \\
\nabla \cdot \mathbf{B} &= 0, \\
\nabla \times \mathbf{E} &= -\frac{\partial \mathbf{B}}{\partial t}, \\
\nabla \times \mathbf{H} &= \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t},
\end{align*}

where \( \mathbf{D}, \mathbf{B}, \mathbf{E}, \mathbf{H}, \mathbf{J}, \rho, \) and \( t \) are electric flux density, magnetic flux density, electric field, magnetic field, current density, electric charge, and time, respectively. Each equation expresses Gauss’s law, Gauss’s law for magnetism, the Faraday’s law of induction and the Ampere’s circuitual law. Relations between \( \mathbf{D} \) and \( \mathbf{E} \), and \( \mathbf{B} \) and \( \mathbf{H} \) are described using permittivity \( \varepsilon \) and magnetic permeability \( \mu \) as follows.
\[ D = \varepsilon E(r), \quad (2.5) \]
\[ B = \mu H, \quad (2.6) \]
\[ \varepsilon = \varepsilon_0 \varepsilon(r), \quad (2.7) \]
\[ \mu = \mu_0 \mu(r), \quad (2.8) \]

where \( \varepsilon_0, \varepsilon(r), \mu_0 \) and \( \mu(r) \) are permittivity in vacuum, relative permittivity, permeability in vacuum and relative permeability respectively.

Here, the current density \( J \) is assumed to be 0 since there are no current sources, and \( \mu(r) \) is simplified to be 1 because magnetic response is very slow compared to periods of optical frequency. By submitting Eq. (2.5) and Eq. (2.6) into the Maxwell equations,

\[ \nabla \cdot [\varepsilon(r)E(r, t)] = 0, \quad (2.9) \]
\[ \nabla \cdot H(r, t) = 0, \quad (2.10) \]
\[ \nabla \times E(r, t) + \mu_0 \frac{\partial H(r, t)}{\partial t} = 0, \quad (2.11) \]
\[ \nabla \times H(r, t) - \varepsilon_0 \varepsilon(r) \frac{\partial E(r, t)}{\partial t} = 0, \quad (2.12) \]

are obtained. Since \( E \) and \( H \) oscillate harmonically, they can be written as followed,

\[ E(r, t) = E(r) e^{-j\omega t}, \quad (2.13) \]
\[ H(r, t) = H(r) e^{-j\omega t}, \quad (2.14) \]

where \( j \) is an imaginary number which satisfy \( j^2 = -1 \). By submitting Eq. (2.13) into Eq. (2.11), and Eq. (2.14) into Eq. (2.12) respectively following equations are obtained.

\[ \nabla \times E(r) - j\omega \mu_0 H(r) = 0, \quad (2.15) \]
\[ \nabla \times H(r) + j\omega \varepsilon_0 \varepsilon(r) E(r) = 0. \quad (2.16) \]

From Eq. (2.15) and Eq. (2.16),

\[ \nabla \times \left( \frac{1}{\varepsilon(r)} \nabla \times H(r) \right) = (\frac{\omega}{c})^2 H(r), \quad (2.17) \]

is derived where \( c = 1/\sqrt{\varepsilon_0 \mu_0} \). Next, an operator \( \Theta \) is defined as,

\[ \Theta H(r) \equiv \nabla \times \left( \frac{1}{\varepsilon(r)} \nabla H(r) \right), \quad (2.18) \]
\[ \therefore \Theta H(r) = (\frac{\omega}{c})^2 H(r). \quad (2.19) \]

In a periodic structure, such as a PhC, \( H(r) \) can be assumed as a periodic function that has Bloch wavevector \( k \), on the basis of Bloch-Floquet theorem.

\[ H(r) = H_k(r) = e^{ik \cdot r} \cdot H_{n,k}(r), \quad (2.20) \]
\[ H_{n,k}(r) = H_{n,k}(r+a). \quad (2.21) \]
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Here, \( a \) is lattice constant of the structure and \( n \) corresponds to the label number for primitive cells that is a part of a periodic structure. By submitting Eq. (2.20) and Eq. (2.21) into Eq. (2.17),

\[
(\nabla + j k) \times \frac{1}{\varepsilon(r)} (\nabla + j k) \times H_{n,k}(r) = \left(\frac{\omega_n(k)}{c}\right)^2 H_{n,k}(r),
\]

(2.22)
is obtained. The Coefficient of \( H_{n,k}(r) \) at the right side of Eq. (2.22) is eigenvalue in this Schrödinger equation, and here, \( \omega_n(k) \) are functions of \( k \). The relation between \( \omega_n(k) \) and \( k \) express dispersion of the system. Since \( H(r) \) is a Bloch function as described in Eq. (2.21), it satisfies a condition below, where wavevector \( k' \) is assumed to be \( k' = k + 2\pi/a \)

\[
H_k(r) = e^{i(k' - \frac{2\pi}{a}) r} \cdot H_{n,k}(r) = e^{i k r} \cdot H_{n,k}(r) e^{-j \frac{2\pi}{a} r}.
\]

(2.23)

Since \( H_{n,k}(r) e^{-j \frac{2\pi}{a} r} = H_{n,k}(r+a) e^{-j \frac{2\pi}{a} (r+a)} \), the following equations are obtained.

\[
H_{n,k}'(r) = H_{n,k}(r) e^{-j \frac{2\pi}{a} r},
\]

(2.24)

As shown in Eq. (2.24), \( H_k(r) \) is a periodical function of \( 2\pi/a \), and therefore, the eigenvalue \( \omega_n(k) \) also have same periodicity. So, we only need to know the dispersion relation in the range of \(-\pi/a \leq k \leq \pi/a\). This range is called the first Brillouin zone. Only half of the range of \( 0 \leq k \leq \pi/a \) is considered in general since time-reversal symmetry is satisfied for most cases.

![Fig. 2.1. Schematic of (a) Photonic band diagram for uniform medium. (b) Photonic band diagram for periodic dielectric structures.](image)

Next, we will look at a dispersion diagram. Assuming the system is one-dimensional and \( \varepsilon(r) = 1 \), Eq. (2.22) has eigenvalues of \( \omega = ck \) as shown in Fig. 2.1(a). On the other hand, if
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Periodical perturbation in dielectric constant of \( \varepsilon(r) = 1 + \Delta \cdot \cos(2\pi r/a) \) is assumed, following two eigenvalues at \( k = \pi/a \) proportional to \( \cos(\pi r/a) \) or \( \sin(\pi r/a) \) are obtained.

\[
\begin{align*}
\omega_{+,k=\pi/a} & \propto |H_+|^2 \propto 4\cos^2 \frac{\pi r}{a}, \\
\omega_{-,k=\pi/a} & \propto |H_-|^2 \propto 4\sin^2 \frac{\pi r}{a}.
\end{align*}
\] (2.25) (2.26)

Equation (2.25) and Eq. (2.26) shows two different eigenvalues existing at \( k = \pi/a \), which is the origin of PBG (see Fig. 2.1 (b)). Light with wavelength within the PBG cannot exist in the medium, so the PhC structure works as a forbidden band for photons. This derivation can expand for two and three dimensional cases.

2.1.2 Strategy to form a cavity

To form a PhC nanocavity, the introduction of a defect into the PBG structure is required. Figure 2.2 shows the photonic band diagram of two PhC structures. Figure 2.2(a) shows a band diagram of PhC without a defect and Fig. 2.2(b) shows that of a PhC with a defect where the defect is introduced by burying an air hole. The orange shaded region shows the area where PhC modes exist and the gray shaded region indicates the area above the light line where modes radiate out of plane. In Fig. 2.2(a), PBG was observed around a normalized frequency of 0.25 to 0.33. On the other hand, two modes appear in the PBG when the defect is introduced as shown in Fig. 2.2(b). The mode profiles of them show that the modes are confined in the defect (see Figs. 2.2(c) and (d)). So, a cavity is formed if the lattice in Fig. 2.2(a) is sandwiched between that in Fig. 2.2(a), where light can exist in the defect but cannot propagate into the PBG structure. Note that precise tuning of the defect size is performed to reduce radiation loss in practical. Formation of a waveguide is also possible by connecting defects.

Types of PhC nanocavities are roughly categorized into two different types. One is bandgap type and the other is modegap type. Bandgap cavities are introduced by forming a defect in PhC (e.g., L3 and H0 cavities). Since a small defect can be formed, their mode volume tend to be smaller than those of modegap cavities. Modegap cavities are formed in a PhC waveguide by modulating its guided modes (e.g., width-modulated and multi-hetero cavities). Modegap cavities usually have higher \( Q \) than bandgap cavities since it based on guided mode with small out-of-plane radiation.

2.2 Numerical methods

2.2.1 Plane wave expansion method

Plane wave expansion (PWE) method is an effective way to calculate eigenmodes in periodic structures and are commonly used to compute photonic band diagrams [173, 174]. It employs expanded plane waves to form eigenvalue equations, which is the origin of its name. In this study, the method is used with a free software package of MPB [175]. Here, introduction of the eigenvalue equation is described. As described in Chapter 2.1.1, the magnetic field is
expressed through the deformed Maxwell equation of,

\[ \Theta H(r) = \left( \frac{\omega}{c} \right)^2 H(r). \]  

(2.19)

This is used for constructing eigenvalue equations later. By assuming a periodic structure with period of \( \Lambda \), a dielectric constant satisfies condition of

\[ \varepsilon(r + \Lambda) = \varepsilon(r). \]  

(2.27)

Fourier transformation of inverse of dielectric constant is

\[ \frac{1}{\varepsilon(r)} = \sum_{G} \xi(G) \exp(jG \cdot r), \]  

(2.28)

where \( G \) is a reciprocal vector, which satisfies \( \exp(jG \cdot \Lambda) = 1 \) and \( 1/\varepsilon(r + \Lambda) = 1/\varepsilon(r) \), and \( \xi(G) \) is Fourier coefficient. By multiplying both side of Eq. (2.28) with \( \exp(-jG \cdot r) \) and integrating for unit cell,

\[ \int \frac{1}{\varepsilon(r)} \exp(-jG \cdot r) dV = \sum_{G'} \xi(G') \int \exp(j(G' - G) \cdot r) dV \]  

(2.29)

\[ = \sum_{G'} \xi(G') V_f \delta_{G,G'} \]  

(2.30)

\[ = V_f \xi(G), \]  

(2.31)

is obtained. So, the Fourier coefficient is expressed as,

\[ \xi(G) = \frac{1}{V_f} \int \frac{1}{\varepsilon(r)} \exp(-jG \cdot r) dV. \]  

(2.32)
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The magnetic field of Eq. (2.19) is expanded with plane wave of \( \exp(jk \cdot r) \) in the first Brillouin zone. Since the magnetic field is modulated by the periodicity of structures of \( \exp(jG \cdot r) \), it is written as,

\[
H(r) = \sum_G h_k(G)\exp\{j(k + G) \cdot r\},
\]

(2.33)

where \( h_k(G) \) is a coefficient for plane wave expansion and its subscript \( k \) means that it is dependent on wave vector. The magnetic field also satisfies the Bloch condition of

\[
H(r + \Lambda) = H(r)\exp\{j(k + G) \cdot \Lambda\} = H(r)\exp(jk \cdot \Lambda).
\]

(2.34)

So, only the first Brillouin zone is necessary for describing all systems. By submitting Eq. (2.28) and Eq. (2.33) into Eq. (2.19),

\[
\sum_{G'} \sum_{G''} \nabla \times [\xi(G'')\exp(jG'' \cdot r)\nabla \times h_k'(G')\exp\{j(k + G') \cdot r\}]
\]

\[
= \sum_G \left( \frac{\omega_k}{c} \right)^2 h_k(G)\exp\{j(k + G) \cdot r\},
\]

(2.35)

is obtained. The left side of the Eq. (2.35) is deformed as followed using the relation of \( \nabla \times h_k'(G')\exp\{j(k + G') \cdot r\} = j(k + G') \times h_k'(G')\exp\{j(k + G') \cdot r\}, \)

\[
\sum_{G'} \sum_{G''} \nabla \times [\xi(G'')j(k + G') \times h_k'(G')\exp\{j(k + G' + G'') \cdot r\}]
\]

\[
= \sum_G \left( \frac{\omega_k}{c} \right)^2 h_k(G)\exp\{j(k + G) \cdot r\}.
\]

(2.36)

The meaning of Eq. (2.36) is briefly discussed. On the left side of the equation, \( k + G' \) means phase of incident light and \( G'' \) expresses reciprocal vector of the periodic structure which produces diffraction components with form of basis vector of reciprocal space of \( b \) multiplied by integer. The last term on the left side indicates incident light diffracted by the periodic structure. To avoid extinction of the diffracted light, phase components in exponential on both sides of the equation must be equal. Therefore, condition of

\[
G'' = G - G',
\]

(2.37)

is required. This corresponds to condition of the Bragg diffraction. By submitting Eq. (2.37) into Eq. (2.36),

\[
\sum_{G'} \nabla \times [\xi(G - G')j(k + G') \times h_k'(G')\exp\{j(k + G) \cdot r\}]
\]

\[
= \left( \frac{\omega_k}{c} \right)^2 h_k(G)\exp\{j(k + G) \cdot r\},
\]

(2.38)

is derived. Then, calculating the rotation on the left side, the equation is deformed to be,
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\[- \sum_{G'} \xi(G - G')(k + G) \times \{(k + G') \times h_{k'}(G')\}\exp[j(k + G) \cdot r] = \left(\frac{\omega_k}{c}\right)^2 h_k(G)\exp[j(k + G) \cdot r]. \quad (2.39)\]

Finally, the common denominator of \(\exp[j(k + G) \cdot r]\) is deleted from both sides of the equation and

\[- \sum_{G'} \xi(G - G')(k + G) \times \{(k + G') \times h_{k'}(G')\} = \left(\frac{\omega_k}{c}\right)^2 h_k(G), \quad (2.40)\]

is obtained. This is a eigenvalue equation of simultaneous linear equations with many unknowns for infinite number of expansion coefficient of \(h_k\). Since Eq. (2.40) is derived from Eq. (2.19) and \(\Theta\) is a the Hermitian operator, the equations possess eigenvalues of real numbers. In addition, diagonalization of Hermitian matrix is not complicated, so the eigenvalues and vectors are easily calculated. The electric field is calculated with the following equation.

\[E(r) = -\frac{j}{\omega \varepsilon(r)} \nabla \times H(r). \quad (2.41)\]

The method above is called plane wave expansion method. For the actual calculation, the number of plane waves are reduced to be a finite number as far as eigenvalues converge.

### 2.2.2 Finite differential time domain (FDTD) method

Fig. 2.3. (a) Three dimensional arrangement of electric and magnetic fields in a Yee cell. (b) Two dimensional arrangement of electric and magnetic fields in a Yee cell. Arrows indicate positive directions for each coordinate.

Finite-difference time-domain (FDTD) method is used for describing propagation of light in dielectric materials [176]. It is a useful way to predict characterization of PhCs accurately both in frequency and time domain. This method employs a lattice consisting of tiny cells called the Yee cell for calculating electric and magnetic field distribution. In the Yee cell, electric and magnetic fields are placed at different positions with a spatial difference of half of
CHAPTER 2. THEORY AND METHOD

the lattice constant. 3D and 2D arrangement of both fields are displayed in Figs. 2.3(a) and (b) respectively. FDTD divides time into tiny sections and each field components are calculated from fields around them at previous time section. The light propagation is determined by repeating this process sequentially in time and space. The algorithm is summarized in Fig. 2.4.

![Fig. 2.4. Schematic of Algorithm of FDTD method. $T_{\text{max}}$ specifies calculation time.](image)

To demonstrate FDTD method, time and spatial discretization of Maxwell’s equations is required. It is performed with the following transformation of partial differential form of the field $F$ using central difference.

$$\frac{\partial F}{\partial t} \rightarrow \frac{F(x, y, t + \Delta t/2) - F(x, y, t - \Delta t/2)}{\Delta t},$$

(2.42)

Although the above equation is an example of discretization in time domain, transformation for space is also performed in the same way. For simplicity, the following expression is introduced for the field at position and time of $(x, y, z, t) = (i\Delta x, j\Delta y, k\Delta z, n\Delta t)$,

$$F(x, y, z, t) = F^n(i, j, k),$$

(2.43)

where $\Delta x, \Delta y, \Delta z, \Delta t$ are infinitesimal differences for each components and $i$, $j$, $k$, $n$ are integers.

First, the general way of the sequent calculation in time domain is presented. Maxwell’s equations of Eq. (2.3) and Eq. (2.4) is deformed as follows with relationship of Eq. (2.5) and Eq. (2.6) by assuming uniform and non-dispersive medium,

$$\frac{\partial E}{\partial t} = -\frac{\sigma}{\varepsilon} E + \frac{1}{\varepsilon} \nabla \times H,$$

(2.44)

$$\frac{\partial H}{\partial t} = -\frac{1}{\mu} \nabla \times E,$$

(2.45)

where $\sigma$ is conductivity which have relation of $J = \sigma E$. If an electric field is calculated at time of $t = n\Delta t$, whereas magnetic field is at $t = (n - 1/2)\Delta t$ ($n$ is integer), the discrete forms of each field are

$$\left. \frac{\partial E}{\partial t} \right|_{t=(n-1/2)\Delta t} = \frac{E^n - E^{n-1}}{\Delta t},$$

(2.46)

$$\left. \frac{\partial H}{\partial t} \right|_{t=n\Delta t} = \frac{H^{n+1/2} - H^{n-1/2}}{\Delta t}.$$

(2.47)
Therefore, Eq. (2.44) and Eq. (2.45) are deformed to be followings by submitting Eq. (2.46) and Eq. (2.46) into them,

\[
\frac{E^n - E^{n-1}}{\Delta t} = -\frac{\sigma}{\varepsilon}E^{n-1/2} + \frac{1}{\varepsilon}\nabla \times H^{n-1/2},
\]

\[
\frac{H^{n+1/2} - H^{n-1/2}}{\Delta t} = -\frac{1}{\mu}\nabla \times E^n.
\]

Then, the approximation of \( \sigma E^{n-1/2} \approx \sigma \frac{E^{n-1} + E^n}{2} \) is applied and \( E^n \) and \( H^{n+1/2} \) are deformed to be,

\[
E^n = \frac{1 - \frac{\sigma \Delta t}{2\varepsilon}}{1 + \frac{\sigma \Delta t}{2\varepsilon}}E^{n-1} + \frac{\Delta t/\varepsilon}{1 + \frac{\sigma \Delta t}{2\varepsilon}}\nabla \times H^{n-1/2},
\]

\[
H^{n+1/2} = H^{n-1/2} - \frac{\Delta t}{\mu}\nabla \times E^n.
\]

According to Eq. (2.50) and Eq. (2.51), both \( E \) and \( H \) are obtained from the last time section. This is the basis of the sequential computing of fields in FDTD in time domain.

Next, discrete forms of Maxwell equations for spatial sequential calculation are presented. Here, the equations for TE wave in a 2D are described by employing a Yee cell as shown in Figure 2.3 (b) for simplicity. Note that the field arrangement of the Yee cell is possible because an electric field is expressed with the rotation of a magnetic field and vice versa. Since TE waves consist of \( E_x, E_y, \) and \( H_z \) in 2D field and \( \partial / \partial z = 0 \), electric fields are written as follows using Eq. (2.50).

\[
E^n_x = \frac{1 - \frac{\sigma \Delta t}{2\varepsilon}}{1 + \frac{\sigma \Delta t}{2\varepsilon}}E^{n-1}_x + \frac{\Delta t/\varepsilon}{1 + \frac{\sigma \Delta t}{2\varepsilon}}\frac{\partial H^{n-1/2}_z}{\partial y},
\]

\[
E^n_y = \frac{1 - \frac{\sigma \Delta t}{2\varepsilon}}{1 + \frac{\sigma \Delta t}{2\varepsilon}}E^{n-1}_y + \frac{\Delta t/\varepsilon}{1 + \frac{\sigma \Delta t}{2\varepsilon}}\frac{\partial H^{n-1/2}_z}{\partial x}.
\]

By taking the location of electric fields into account, the partial differential equations for magnetic fields are expressed as,

\[
\frac{\partial H^{n-1/2}_z}{\partial y} \bigg|_{i+1/2,j} = \frac{H^{n-1/2}_z(i + 1/2, j + 1/2) - H^{n-1/2}_z(i + 1/2, j - 1/2)}{\Delta y}
\]

and,

\[
\frac{\partial H^{n-1/2}_z}{\partial y} \bigg|_{i,j+1/2} = \frac{H^{n-1/2}_z(i + 1/2, j + 1/2) - H^{n-1/2}_z(i - 1/2, j + 1/2)}{\Delta x}.
\]

Therefore, Eq. (2.52) and Eq. (2.53) are deformed as followed with Eq. (2.54) and Eq. (2.55),

\[
E^n_x(i + 1/2, j) = C_{EX}(i + 1/2, j)E^{n-1}_x(i + 1/2, j)
\]

\[
+ C_{EXY}(i + 1/2, j)[H^{n-1/2}_z(i + 1/2, j + 1/2) - H^{n-1/2}_z(i + 1/2, j - 1/2)],
\]

\[
E^n_y(i, j + 1/2) = C_{EY}(i, j + 1/2)E^{n-1}_y(i, j + 1/2)
\]

\[
- C_{EYLX}(i, j + 1/2)[H^{n-1/2}_z(i + 1/2, j + 1/2) - H^{n-1/2}_z(i - 1/2, j + 1/2)].
\]
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where,

\[ C_{EX}(i + 1/2, j) = \frac{1 - \sigma(i+1/2,j)\Delta t}{2\varepsilon(i+1/2,j)} \frac{1}{1 + \sigma(i+1/2,j)\Delta t} \]  \hspace{1cm} (2.58)  

\[ C_{EXLY}(i + 1/2, j) = \frac{\Delta t/\varepsilon(i + 1/2, j)}{1 + \frac{\sigma(i+1/2,j)\Delta t}{2\varepsilon(i+1/2,j)}} \frac{1}{\Delta y} \]  \hspace{1cm} (2.59)  

\[ C_{EY}(i, j + 1/2) = \frac{1 - \sigma(i,j+1/2)\Delta t}{1 + \frac{\sigma(i,j+1/2)\Delta t}{2\varepsilon(i,j+1/2)}} \]  \hspace{1cm} (2.60)  

\[ C_{EYLY}(i, j + 1/2) = \frac{\Delta t/\varepsilon(i, j + 1/2)}{1 + \frac{\sigma(i,j+1/2)\Delta t}{2\varepsilon(i,j+1/2)}} \frac{1}{\Delta y} \]  \hspace{1cm} (2.61)  

The magnetic field is determined with Eq. (2.51) as,

\[ H_{z}^{n+1/2} = H_{z}^{n-1/2} - \frac{\Delta t}{\mu} \left( \frac{\partial E_{y}^{n}}{\partial x} - \frac{\partial E_{x}^{n}}{\partial y} \right) \]  \hspace{1cm} (2.62)  

Since \( H_{z} \) is located at \((x, y) = (i + 1/2, j + 1/2)\), the partial differential equations in Eq. (2.62) are

\[ \frac{\partial E_{y}^{n}}{\partial x} \bigg|_{i+1/2,j+1/2} = \frac{E_{y}^{n}(i + 1, j + 1/2) - E_{y}^{n}(i, j + 1/2)}{\Delta x} \]  \hspace{1cm} (2.63)  

\[ \frac{\partial E_{x}^{n}}{\partial x} \bigg|_{i+1/2,j+1/2} = \frac{E_{x}^{n}(i + 1/2, j + 1) - E_{x}^{n}(i + 1/2, j)}{\Delta y} \]  \hspace{1cm} (2.64)  

Therefore, following equation is obtained.

\[ H_{z}^{n+1/2}(i + 1/2, j + 1/2) = H_{z}^{n-1/2}(i + 1/2, j + 1/2) \]

\[ - C_{HZLX}(i + 1/2, j + 1/2)[E_{y}^{n}(i + 1, j + 1/2) - E_{y}^{n}(i, j + 1/2)] \]

\[ + C_{HZLY}(i + 1/2, j + 1/2)[E_{x}^{n}(i + 1/2, j + 1) - E_{x}^{n}(i + 1/2, j)] \]  \hspace{1cm} (2.65)  

where,

\[ C_{HZLX}(i + 1/2, j + 1/2) = \frac{\Delta t}{\mu(i + 1/2, j + 1/2)} \frac{1}{\Delta x} \]  \hspace{1cm} (2.66)  

\[ C_{HZLY}(i + 1/2, j + 1/2) = \frac{\Delta t}{\mu(i + 1/2, j + 1/2)} \frac{1}{\Delta y} \]  \hspace{1cm} (2.67)  

Next, field distribution is determined with Eq. (2.56), Eq. (2.57) and Eq. (2.65). Derivation of the equations for transverse magnetic (TM) wave is also possible in the similar way (TM wave consists of \( H_{x}, H_{y}, \) and \( E_{z} \)). In general, absorption boundaries are placed at the edges of the calculation area to avoid reflection. Perfect matching layer (PML) is the most standard condition applied for this purpose [176, 177].
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Note that the Courant-Friedrichs-Lewy condition must be satisfied to ensure the stability of the calculation.

\[ v\Delta t \leq \frac{1}{\sqrt{\left(\frac{1}{\Delta x}\right)^2 + \left(\frac{1}{\Delta y}\right)^2 + \left(\frac{1}{\Delta z}\right)^2}}. \] (2.68)

FDTD is a common numerical tool for optics and photonics research, so there are many different types of commercial and free software available. In this study, a free software package developed by MIT called MEEP was used [178].

2.2.3 Coupled mode theory

Coupled mode theory (CMT) [179–181] is a powerful method for modeling a flow of light in systems consisting of optical components. CMT focuses only on amplitudes of a mode of each optical component in a system which can be expressed with a small matrix, so time and computational costs are much smaller compared to other numerical methods such as FDTD and finite element method (FEM). In those days, CMT was used to model the interaction between adjacent waveguides. However, recent applications of CMT have been used to, for example, design optical circuits which contain optical microcavities [182]. Here, three CMT models have been developed for configurations of a side-coupled ring-type cavity, a direct-coupled FP-type cavity and a side-coupled FP-type cavity (see Fig. 2.5). Initially, the transmission spectrum of a ring cavity coupled with a waveguide is considered (see Fig. 2.5 (a)).

![Fig. 2.5. Schematic diagrams of coupling configurations. (a) Side coupled ring-type cavity. (b) Direct coupled FP-type cavity. (c) Side coupled FP-type cavity.](image)

CMT starts from the following master equation [179, 180];

\[ \frac{da}{dt} = \left( j\omega_0 - \frac{\gamma}{2} \right) a + j\sqrt{\gamma_{\text{coup}} s_{\text{in}}}, \] (2.69)

where \( a, s_{\text{in}}, j, \omega_0 \) are the amplitudes of the modes in the microcavity, that of the input, an imaginary number which satisfy \( j^2 = -1 \), and the resonant angular frequency of the cavity,
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respectively. Note that the light energy \( U_{\text{cavity}} \) and the input power \( P_{\text{in}} \) are expressed by \( U_{\text{cavity}} = |a|^2 = aa^* \) and \( P_{\text{in}} = |s_{\text{in}}|^2 = s_{\text{in}}s_{\text{in}}^* \). Therefore, \( a \) and \( s_{\text{in}} \) have dimensions of \( J^1 \) and \( W^1 \), respectively.

Equation (2.69) expresses a differential equation for a mode which oscillates with the angular frequency of \( \omega_0 \). The cavity decay rate \( \gamma \) is expressed by \( \gamma = \gamma_{\text{int}} + \gamma_{\text{coup}} \), where \( \gamma_{\text{int}} \) and \( \gamma_{\text{coup}} \) are the intrinsic cavity decay rate and the coupling rate between the cavity and the waveguide, respectively (see Fig. 2.5). Thus, the mode amplitude in the cavity will decay exponentially to the sum of the two decay rates. Note that the decay rates have the following relation with \( Q \) factor of

\[
\gamma = \frac{\omega_0}{Q}.
\]

The last term on the right side of Eq. (2.69) describes the amplitude of input light \( s_{\text{in}} \) couples into the cavity at a rate of \( j\sqrt{\gamma_{\text{coup}}} \), respectively (This term needs to be a pure imaginary number for satisfying the energy conservation and the time-reversal symmetry [179]). Since the unit of input amplitude \( s_{\text{in}} \) is \( W^1 = J^1/2 \), its coupling rate into the cavity mode is the square root of \( \gamma_{\text{coup}} \).

The output mode amplitude \( s_{\text{out}} \) can be written as

\[
s_{\text{out}} = s_{\text{in}} + j\sqrt{\gamma_{\text{coup}}}a,
\]

As seen in Eq. (2.71), the output amplitude \( s_{\text{out}} \) is determined as a result of interference between the cavity mode \( a \) and the input mode \( s_{\text{in}} \). For ring-type cavity in side coupled configuration, this interference enables us to have a condition where all light couples to the cavity as described in later, which is the clear advantage of the system compared to direct couple ones [183]. If a static condition \((a, s_{\text{in}}, s_{\text{out}}/\exp(j\omega t)) \) is assumed, the relation between \( a \) and \( s_{\text{in}} \) is given as

\[
a = \frac{j\sqrt{\gamma_{\text{coup}}}}{j(\omega - \omega_0) + \gamma/2}s_{\text{in}}.
\]

Therefore, the relationship between \( s_{\text{out}} \) and \( s_{\text{in}} \) is obtained by substituting Eq. (2.72) into Eq. (2.71),

\[
s_{\text{out}} = \left[ \frac{j(\omega - \omega_0) + (\gamma_{\text{int}} - \gamma_{\text{coup}})/2}{j(\omega - \omega_0) + (\gamma_{\text{int}} + \gamma_{\text{coup}})/2} \right] s_{\text{in}}.
\]

Note that \( \gamma = \gamma_{\text{int}} + \gamma_{\text{coup}} \) is used. Finally, the transmittance \( Tr = P_{\text{out}}/P_{\text{in}} = |s_{\text{out}}/s_{\text{in}}|^2 \) is written as

\[
Tr_{\text{side,ring}} = \frac{(\omega - \omega_0)^2 + (\gamma_{\text{int}} - \gamma_{\text{coup}})^2/4}{(\omega - \omega_0)^2 + (\gamma_{\text{int}} + \gamma_{\text{coup}})^2/4}.
\]

On the other hand, transmittance of FP-type cavities coupled with waveguides in side and direct coupling configurations are obtained by performing deformation in the same way as that of side coupled ring-type cavity as follows.

\[
Tr_{\text{side,FP}} = \left( \frac{1}{1 + \gamma_{\text{coup}}/\gamma_{\text{int}}} \right)^2,
\]

\[
Tr_{\text{direct,FP}} = \left( \frac{1}{1 + \gamma_{\text{int}}/\gamma_{\text{coup}}} \right)^2.
\]
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where $\gamma = \gamma_{\text{int}} + 2\gamma_{\text{coup}}$ is employed in Eq. (2.69) and $s_{\text{out}} = -j\sqrt{\gamma_{\text{coup}}}d$ is used for calculating the transmittance for the direct coupling system. For all systems, phase differences between the input and the output light $\theta$ were obtained from $\theta = \arg(s_{\text{out}})$. $\theta$ will be non-zero for coupled light with longer and shorter wavelengths than a resonant wavelength since the cavity length does not fit it.

For a side coupled ring-type cavity, the transmittance takes the smallest value when the input frequency is matched to the resonant frequency (i.e., $\omega - \omega_0 = 0$). This is due to the fact that the phase of input wave and wave releasing from the cavity is inverted, and then destructive interference occurs when the cavity is on resonance (see Fig. 2.6). Interestingly, the transmittance drops to zero when the loss ratio of the cavity and coupling are equal (i.e., the critical coupling condition of $\gamma_{\text{int}} = \gamma_{\text{coup}}$), which is a specific phenomena observed only in side coupled ring-type cavity. In this condition, the amplitude of the mode transmitted through the waveguide is the same as the amplitude of the mode coupled from the cavity, thus the output wave completely disappears. Meanwhile, the name of condition where $\gamma_{\text{int}} < \gamma_{\text{coup}}$ ($Q_{\text{int}} > Q_{\text{coup}}$) is over coupling and condition with $\gamma_{\text{int}} > \gamma_{\text{coup}}$ ($Q_{\text{int}} < Q_{\text{coup}}$) is under coupling.

The trend of the phase difference $\theta$ of the over-coupled ring-type cavity is different from that of a side-coupled ring-type cavity as shown in Fig. 2.6(a) and (b). This relation needs to be taken into account for considering the interference between multiple modes, such as coupled cavity systems.

![Fig. 2.6. (a) Transmission spectrum and relative phase of side coupled ring-type cavity in over-coupling regime ($Q_{\text{coup}} = 1 \times 10^3$ and $Q_{\text{int}} = 1 \times 10^6$). (b) Transmission spectrum and relative phase of side coupled ring-type cavity in under-coupling regime ($Q_{\text{coup}} = 2 \times 10^6$ and $Q_{\text{int}} = 1 \times 10^6$).](image)

Figure 2.7(a) and (b) shows transmission spectrum and relative phase of FP-type cavity in direct and side coupled configurations (see Fig. 2.5 (b) and (c)). The condition of $\gamma_{\text{int}} < \gamma_{\text{coup}}$ ($Q_{\text{int}} > Q_{\text{coup}}$) is required to maximize/minimize the transmittance at a resonant wavelength for a direct/side coupled system, although it does not rise/drop to one/zero with either a finite intrinsic quality factor or a non-zero coupling quality factor as described by Eq. (2.75) and Eq. (2.76).

In order to compare a FP-type cavity and a ring-type cavity in side-coupled configurations, the transmittance dependence versus ratio of $Q_{\text{coup}}$ and $Q_{\text{int}}$ is summarized in Fig. 2.8. For both cases, the small transmittance corresponds high CE (i.e., $CE = 1 - Tr$). As mentioned, the transmittance of a ring-type cavity drops to 0 with the critical coupling condition of
\( Q_{\text{int}}^{-1} = Q_{\text{coup}}^{-1} \), whereas that of a FP-type cavity is 0.25 with the critical coupling condition of \( Q_{\text{int}}^{-1} = 2Q_{\text{coup}}^{-1} \) (Note that the critical coupling indicates the condition where the intrinsic cavity loss equals to the total coupling loss, and the total coupling loss is defined as \( 2Q_{\text{coup}}^{-1} \) for a FP-type cavity here). On the other hand, the transmittance of a FP-type cavity goes below 0.1 and approaches 0 with \( Q_{\text{coup}}/Q_{\text{int}} \) less than 1.

Fig. 2.7. (a) Transmission spectrum and phase of direct coupled FP-type cavity (b) Transmission spectrum and phase of side coupled FP-type cavity. \( (Q_{\text{int}} = 1 \times 10^7 \) and \( Q_{\text{int}} = 1 \times 10^6 \)).

2.3 Nanofiber technology

2.3.1 Propagation modes in a nanofiber

A nanofiber is a thinned optical fiber which is used as an interface to couple light efficiently into other optical devices [112]. It is usually fabricated by heating and stretching a standard optical fiber. The radius at the thinnest point is usually less than 1 \( \mu m \), thus it is called nanofiber (see Fig. 2.9). For the efficient coupling, satisfying the phase matching condition and obtaining large overlap between optical modes of a nanofiber and target optical devices are important since the coupling rate is determined by the following equations [184, 185].

\[
\tilde{\kappa} = \int \kappa(z)e^{j\Delta \beta z} dz, \quad (2.77)
\]

\[
\kappa(z) = \frac{1}{(n^2 - n_0^2)} \frac{k_0^2}{\beta} \int \int E_1(x, y, z) \cdot E_2(x, y, z) dx dy, \quad (2.78)
\]

where \( \Delta \beta \) and \( \kappa \) indicate the phase mismatching and the mode overlap between two optical modes, respectively. In Eq. (2.77) and Eq. (2.78), \( j \), \( n \), \( n_0 \), \( k_0 \), \( \beta \) and \( E \) are an imaginary number which satisfies \( j^2 = -1 \), a refractive index of core, a refractive index of clad, a wave number in air, a propagation constant and electric field, respectively.

Here, optical modes and their propagation constant in a nanofiber are analytically calculated as followed. The \( z \)-component of the electric and the magnetic fields in the nanofiber are [186, 187],

\[
\begin{bmatrix}
\frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \phi^2} + (k^2 - \beta^2) \end{bmatrix} \begin{bmatrix} E_z \\ H_z \end{bmatrix} = 0. \quad (2.79)
\]
where \( r, \phi, z \) indicate radial, azimuth and axis direction in a cylindrical coordinate system. By applying a variable-separation method to Eq. (2.79), \( E_z \) and \( H_z \) are deformed as followed,

\[
\begin{bmatrix}
E_z \\
H_z
\end{bmatrix} = \Psi(r) \exp(\pm jl\phi).
\]  

(2.80)

Then, by substituting Eq. (2.80) into Eq. (2.79), the Bessel differential equation is given as

\[
\frac{\partial^2 \Psi}{\partial r^2} + \frac{1}{r} \frac{\partial \Psi}{\partial r} + \left( k^2 - \beta^2 - \frac{l^2}{r^2} \right) \Psi = 0.
\]  

(2.81)

The solution for Eq. (2.81) depends on the sign of \( h^2 = k^2 - \beta^2 \). Note that the condition \( n_{\text{core}}k_0 > \beta > n_{\text{clad}}k_0 \) must be satisfied to obtain propagation modes. If the radius of the

---

**Fig. 2.9.** Schematic of a tapered nanofiber. The shape of its cross section is circle (ideally) as shown in the inset.
nanofiber of \( r_{\text{taper}} \) is smaller than \( r \) \((r > r_{\text{taper}})\), \( h^2 \) takes a negative value. In this situation, the solution of Eq. (2.81) is a linear combination of the \( l \)-th modified Bessel function of the first kind \( I_l(qr) \) and the \( l \)-th modified Bessel function of the second kind \( K_l(qr) \) where \( q^2 = -h^2 \) is employed. With the condition \( \Psi(r = \infty) = 0 \), the electric and magnetic fields in the clad become as followed,

\[
E_z = A_{0,\text{clad}} K_l(qr) \exp \left[ j(\omega t + l\phi - \beta z) \right], \quad (2.82) \\
H_z = B_{0,\text{clad}} K_l(qr) \exp \left[ j(\omega t + l\phi - \beta z) \right]. \quad (2.83)
\]

On the other hand, when \( h^2 > 0 \), the solution of Eq. (2.81) is a linear combination of the \( l \)-th Bessel function of the first kind \( J_l(hr) \) and the \( l \)-th Bessel function of the second kind \( Y_l(hr) \). Since \( Y_l(hr) \) diverse at \( r = 0 \), the \( z \)-component of the electric and magnetic fields in the core are given as

\[
E_z = A_{0,\text{core}} J_l(hr) \exp \left[ j(\omega t + l\phi - \beta z) \right], \quad (2.84) \\
H_z = B_{0,\text{core}} J_l(hr) \exp \left[ j(\omega t + l\phi - \beta z) \right]. \quad (2.85)
\]

Other components are calculated directly from \( E_z \) and \( H_z \), as

\[
\begin{align*}
(r < r_{\text{taper}} : & \\
\begin{pmatrix}
E_r \\
E_\phi \\
H_r \\
H_\phi
\end{pmatrix} &= -j\beta \frac{h^2}{\epsilon_r} \begin{pmatrix}
A_{0,\text{core}} h J'_l(hr) + \frac{j\omega \mu l}{\beta r} B_{0,\text{core}} J_l(hr) \\
\frac{j l}{r} A_{0,\text{core}} J_l(hr) - \frac{\omega \mu}{\beta} B_{0,\text{core}} h J'_l(hr) \\
B_{0,\text{core}} h J'_l(hr) - \frac{j \omega_1 l}{\beta r} A_{0,\text{core}} J_l(hr) \\
\frac{j l}{r} B_{0,\text{core}} J_l(hr) + \frac{\omega_1}{\beta} A_{0,\text{core}} h J'_l(hr)
\end{pmatrix} e^{j(\omega t + l\phi - \beta z)}, \quad (2.86)
\end{align*}
\]

\[
(r > r_{\text{taper}} : & \\
\begin{pmatrix}
E_r \\
E_\phi \\
H_r \\
H_\phi
\end{pmatrix} &= j\beta \frac{q^2}{\epsilon_r} \begin{pmatrix}
A_{0,\text{clad}} q J'_l(qr) + \frac{j\omega \mu l}{\beta r} B_{0,\text{clad}} J_l(qr) \\
\frac{j l}{r} A_{0,\text{clad}} J_l(qr) - \frac{\omega \mu}{\beta} B_{0,\text{clad}} q J'_l(qr) \\
B_{0,\text{clad}} q J'_l(qr) - \frac{j \omega_1 l}{\beta r} A_{0,\text{clad}} J_l(qr) \\
\frac{j l}{r} B_{0,\text{clad}} J_l(qr) + \frac{\omega_1}{\beta} A_{0,\text{clad}} q J'_l(qr)
\end{pmatrix} e^{j(\omega t + l\phi - \beta z)}. \quad (2.87)
\]

The value of \( \beta \) is necessary to draw the mode profile of propagation modes. It is obtained from the following characteristic equation derived from the boundary condition of the electric and magnetic fields at \( r = r_{\text{taper}} \) (i.e., field components parallel to the surface are continuous at the boundary),

\[
\left( \frac{J'_l(qa)}{qa J_l(qa)} + \frac{K'_l(qa)}{qa K_l(qa)} \right) \left( \frac{n_r^2 J'_l(qa)}{qa J_l(qa)} + \frac{n_r^2 K'_l(qa)}{qa K_l(qa)} \right) = l^2 \left( \frac{1}{qa} \right)^2 + \left( \frac{1}{ha} \right)^2 \left( \frac{\beta}{k_0} \right)^2. \quad (2.88)
\]
Then, the relationship between the effective refractive index and the radius of the nanofiber is calculated for the light with the wavelength of 1.55 μm in Fig. 2.10(a). There are four types of propagation modes (HE_{l,m}, TE_{l,m}, TM_{l,m}, and EH_{l,m}). The integer $l$ and $m$ indicate the number of peaks along azimuth and radial directions, respectively. The modes of HE_{l,m} and EH_{l,m} are basically hybrid modes which hold all six components of the electric and the magnetic fields. However, HE_{1,1} mode corresponds the lowest order linearly polarized mode of LP_{0,1}, which holds one-directional linearly polarized light in the fiber cross section. Higher order linearly polarized modes are obtained with the degeneration of HE and EH modes.

The cutoffs of the propagation modes except HE_{1,1} (LP_{0,1}) are observed at the nanofiber radius larger than 600 nm. In other words, only the HE_{1,1} mode will exist in a nanofiber with a radius less than 600 nm (the diameter of $D = 2.405\lambda/\pi\sqrt{n^2 - 1}$ is the cutoff for the light with wavelength of $\lambda$ in general [187,188]). Finally, The mode profile of electric field of HE_{1,1} mode is simulated in Fig. 2.10(b). It has a single peak at the center of the nanofiber. The propagation constant $\beta$ can be determined with $n_{\text{eff}}$ from the equation of $\beta = n_{\text{eff}}k_0$.

![Fig. 2.10. (a) The effective refractive index dependence versus the nanofiber radius. (b) Mode profile of intensity of the electric field in the nanofiber with a radius of 600 nm.](image)

### 2.3.2 Fabrication techniques of nanofibers

As mentioned, a tapered nanofiber is usually fabricated by heating and stretching a standard optical fiber and used for the optical coupling. It exhibits extremely small insertion loss owing to adiabatic transition of mode profile of the guided mode if fabricated properly. Surprisingly, ultra high transmittance of 99.7% at a wavelength of 852 nm was reported in [189].

Here, its fabrication procedure is described as followed. First, a commercial single mode optical fiber is cut off to be about 1 m and its coating is stripped at around the center for 2 cm with a fiber stripper. The stripped region is carefully cleaned with ethanol since residual coating is a cause of excessive loss and fabrication error. Next, the cut fiber is fixed to a homemade zig attached to the nanofiber fabrication system (see Fig. 2.11(a)). Then, mixed gas of C_{3}H_{8} and O_{2} was sent to torch and lighted. After the stabilization of the fire, heating of the fiber starts.
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The heating process is operated by swinging a torch along the central axis of the fiber. The stretching process starts a few seconds after the heating starts. During the stretching process, transmittance of the fiber is monitored (see Fig. 2.11(b)). The fiber experiences roughly three transition stages; Stage 1: initial single mode, Stage 2: multimode and Stage 3: single mode owing to a sufficiently small radius. We can clearly observe each stage in the change in the transmittance because it fluctuates widely when the fiber is in multimode stage due to the interference of guided modes. The fabrication process is stopped manually several seconds after entering the third stage. Necessary time for the third stage is different depending on the required diameter of nanofibers.

![Image](image.png)

Fig. 2.11. (a) Tapered fiber fabrication system. (b) Typical transmittance during fiber tapered process.

The fabricated nanofiber can be used for the optical coupling with optical cavities out of chips (e.g., bottle-type resonators). However, a mechanical interference between a nanofiber and a substrate usually occur at the edge of the substrate when an optical coupling is performed for a cavity integrated on a chip (see Fig. 2.12). This is due to the fact that the diameter of the nanofiber is thicker at the edge of the substrate than that at the cavity. A dimpled tapered nanofiber, which is locally bent nanofiber proposed in [116], is effective way to access the cavity at arbitrary place on a substrate (see Fig. 2.12).

It is fabricated with post-process of fabrication of a tapered nanofiber as shown in Fig. 2.13. After fabricating a nanofiber, a mold fiber is brought into contact with it. The mold is coated with graphite, which is a key process to avoid tight sticking between the nanofiber and the mold after followed heating process. Then, the mold was moved downward by several hundred micro meters from the contact position to make nanofiber dimpled (the tension of the nanofiber is slightly loosen before the process). Then, the contact point is heated with a lighter. This process fixes the shape of the nanofiber. Next, the mold was removed carefully not to break the nanofiber. The coated graphite plays a role to raise the success rate of this process since the mold is easily detached from the nanofiber if the graphite is located between the nanofiber and the mold (the fusion of the two glass structures is the main cause of the failure). Note that removing all graphite through the burning process is not always easy and it results in an increase of insertion loss of the nanofiber. Removal of the residual graphite by sweeping with another clean optical fiber is effective to reduce the loss. Finally, the tension of the nanofiber is adjusted and dimpled shape is formed.
2.4 Summary

In this chapter, the important basic materials for the study are presented. The principal of the PBG and the formation of PhC nanocavities are explained. Then, the theories of PWE, FDTD method, and CMT are introduced. Finally, the analytical calculation of the propagation modes of a nanofiber and its experimental fabrication are described.
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1. Fabricate a nanofiber
2. Prepare a mold
3. Bring the mold into contact with the nanofiber
4. Heat up the contact point with a lighter
5. Remove the mold

Fig. 2.13. Fabrication procedure of a dimpled nanofiber. Top and bottom figures are structures observed from different points.
Chapter 3

Fiber-coupled photonic crystal (PhC) cavity

Because PhC nanocavities are sensitive to changes in their surrounding environment, they have been employed for optical sensing [190–192]. However, this means that their resonances are affected by disorder in their structures. Thus, resonant wavelength post-tuning methods have been studied to compensate for fabrication errors. There have been some demonstrations of such methods, including the oxidation of silicon using atomic force microscopy [193] and index modulation using droplets [194]. Fiber-coupled PhC cavities (FCPCs), which were initially proposed and demonstrated by Yong-Hee Lee’s group at KAIST [195,196], are one of the most promising approaches. These cavities are formed at arbitrary positions on the PhC platform by introducing defects with an effective index modulation caused by a nanofiber. Therefore, the cavities allows for controllability of the resonant wavelength and position selectivity. In addition, this technique is superior to using other reconfigurable cavities in terms of CE with an optical fiber. The expected CE was considerably high (over 90%), and the theoretical $Q$ factor was high as well. However, both a high CE and high $Q$ have not been achieved experimentally mainly because of the absorption loss of quantum dots in InGaAsP/InP PhCs.

In this chapter, a FCPC based on a silicon PhC waveguide is explored to demonstrate resonant modes with high $Q$ and high CE. Because the material absorption of our silicon layer is small compared to the expected quality factor of the cavity, which is of the order of $10^5$, the possible $Q$ and CE values of the FCPC were measured experimentally. Fine tuning of the resonant wavelength was also performed.

3.1 Principal and numerical analysis

First, the principle of cavity formation for an FCPC is described. Figure 3.1(a) shows the photonic band diagram of the guided mode of a PhC waveguide. When a nanofiber is brought into contact with a PhC waveguide from the top of the slab, the effective refractive index of the waveguide increases, which results in a down shift of the cutoff frequency of its guided mode. Thus, a mode gap is formed at the contact region. This principle is effectively the same as that of width-modulated PhC nanocavities [61,63]. To confirm the formation of the cavity, the mode profile of the cavity was calculated using the 3D FDTD method. A dimpled
nanofiber was modeled with a curvature radius of 125 μm and a diameter of 1000 nm. When the fiber was brought into contact with a W0.98 PhC waveguide (a waveguide with a width of \( w = 0.98\sqrt{3}a \)), a mode profile as the one shown in Fig. 3.1 (b) was obtained. The \( Q \) value was \( 1.4 \times 10^7 \) and the mode volume was \( 1.9(\lambda/n)^3 \).

Fig. 3.1. (a) Photonic band diagram of the guided mode of a photonic crystal waveguide. Lattice constant \( a = 420 \) nm, waveguide width \( w = 0.98\sqrt{3}a \) (W0.98), hole radius \( r = 0.30a \), slab thickness \( t = 0.50a \) and refractive index of silicon \( n_{Si} = 3.47 \). The diameter of the silica fiber was 500 nm (\( n_{SiO_2} = 1.45 \)) (b) Mode profile of the Ey component of the FCPC mode. The upper and lower figures are views from the top and the side, respectively. The positions of the nanofiber and the PhC are overlaid in bottom figure.

### 3.2 Experimental characterization of a FCPC

#### 3.2.1 Sample and method

In this section, the details of the samples and experimental methods used are presented. PhC waveguides were fabricated using photolithography with a KrF excimer laser at a silicon photonics foundry in Singapore (IME, Singapore) [71]. Because the original structure was covered with silica, it was removed by wet etching with a 20% HF solution. Schematic illustration of the overview of the PhC waveguides are shown in Fig. 3.2(a). The length of the PhC waveguides were 100 μm. Although silicon waveguides were connected to the PhC waveguides at the initial state, they were made drooping or broken and flown away during the etching. SEM images of the structures are shown in Figs. 3.2(b) and (c). In Fig. 3.2(b), the design parameters of the PhC are indicated. All the PhCs used in these experiments were formed in a silicon slab with a thickness of 210 nm by arranging air holes in a triangular grid with a lattice constant of 420 nm. The width of the waveguides and the diameter of the air holes were variable. As shown in Fig. 3.2(c), the surface of the structure was not perfectly smooth due to contaminations introduced before and after wet etching. It was confirmed that the original surface was smooth by observing the surfaces of other samples which were procured by the post-processes performed more carefully.
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The diameters of the holes of the PhC were measured with an SEM with a magnification of 250,000, with an image resolution of 1.17 nm per pixel. The diameters of 15 to 25 holes were obtained by fitting circles using the built-in function NI-IMAQ in LabVIEW 2016 (fitting results are shown in Fig. 3.3(b)) and their average was taken as the measured value. The measured values for the diameter of various holes that were specifically designed in the PhC are summarized in Fig. 3.3(a). As shown in the figure, the actual diameters of the holes for this sample were much larger than in the original design. However, this trend is different for other samples on different chips, even for those that were fabricated at the same time. Thus, the diameters of the holes on each sample were evaluated individually and each measured value is displayed hereafter.

The experimental setup is shown in Fig. 3.4(a). A dimpled tapered nanofiber was fabricated with the method described in Chapter 2.3.2 and brought into contact with the PhC waveguide. Microscope images taken from the side and the top are shown in Figs. 3.4(b) and (c). The transmission spectrum was recorded by sweeping the input wavelength using a tunable laser diode (TLD; Santec TSL-710) and the corrected transmittance was measured with a power meter (PM; Keysight Technologies 8163B Lightwave Multimeter). The power and polarization of the input light were controlled using a polarization controller (PC; Alnair Labs MLC series) and a variable optical attenuator (VOA; OZ Optics DA-100-3A), respectively. The position of the sample was controlled with XY and Z stages (Sigma Tech. FS-1020PX and FS-1010PZ).
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Fig. 3.3. (a) Summary of the measurement of the diameters of holes on the PhC. Linear fitting of the measured plots is displayed with a dashed line. (b) Image of the fitted holes generated using LabVIEW. Red circles show the fitting results.

Fig. 3.4. (a) Schematic of the experimental setup. TLD: Tunable laser diode. VOA: Variable optical attenuator. PC: Polarization controller. DUT: Device under test. PM: Power monitor. (b) Microscope image of the side view of the FCPC. (c) Microscope image of the top view of the FCPC. White dotted line shows the contact region.

3.2.2 Characteristics of the obtained resonant mode

The characteristics of the obtained resonance are presented in this section. The measured transmission spectrum for the PhC waveguide with a width of $0.98 \times \sqrt{3}a$ (W0.98) and a hole
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diameter of 248 nm is shown in Fig. 3.5(a). Although some resonant peaks were observed in the spectrum, one of the dips is characterized in this section (the origin of the multiple modes is discussed in Appendix C). Figure 3.5(b) shows the Lorentzian fitting to a dip with a high $Q_{\text{load}}$ of $5.1 \times 10^5$ ($Q_{\text{int}} = 9.2 \times 10^5$, $Q_{\text{coup}} = 1.2 \times 10^6$). This value is as high as that of a width-modulated cavity fabricated through the same process [71], which means that the $Q$ was limited by the fabrication imperfection. In addition, a high CE of 31\% was obtained, which can be expressed as followed.

$$CE = 1 - Tr,$$

where $Tr$ is the transmittance at a resonant dip.

The localization of the cavity mode was confirmed by observing IR images (using Goodrich SU320KTS-1.7RT) and the bi-stable behavior of the resonance caused by the thermo-optic (TO) effect. Figure 3.6(a) shows IR images of the FCPC mode. The bright spot was observed at the contact point of the nanofiber only when the input wavelength was on-resonance. This is proof that the mode was localized in the waveguide. Figure 3.6(b) shows the results of the investigation of the TO effect. As the input power increased, the resonance shifted toward longer wavelengths and showed an inverse triangular shape at a certain point. This is evidence for TO bi-stability, which indicates that light is confined in a tiny space.

Finally, the controllability of the resonant wavelength was examined. Figure 3.7(a) shows the experimental method used. The stage was moved downward by 100 nm from the initial contact position, while the position of the nanofiber was fixed. The contact state of the PhC and the nanofiber was maintained due to electric static force, but because the contact length decreased along with the displacement of the stage, a shift in the resonant wavelength was observed (Figure 3.7(b)). This is due to a decrease in the impact of the effective index modulation caused by the nanofiber. The tuning resolution was 27 pm for a 100-nm displacement of the stage, which result in the tunability of 0.27 pm for a 1 nm displacement of the stage. Note that the resolution of the stage is 10 nm and the amount of the shift is different from each mode. The maximum tunable range will be 2.7 nm since the nanofiber is usually detached from the PhC waveguide with the displacement of 100 $\mu$m, where the range is smaller than the amount of longer shift of cutoff wavelength of about 3 nm caused by the effective index modulation.

![Fig. 3.5. (a) Transmission spectrum of the FCPC. (b) Lorentzian fitting of a dip.](image-url)
Fig. 3.6. (a) IR image of an FCPC resonance. Input was off-resonance in the top picture and on-resonance in the bottom picture. (b) Bi-stability caused by the TO effect. The shorter shift of resonant wavelength will be due to either the fluctuation of the contact length of the nanofiber or the Carrier plasma effect.
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![Schematic diagram of experimental method for resonant wavelength tuning](image)

Fig. 3.7. (a) Schematic of the experimental method for resonant wavelength tuning. (b) Resonant wavelength tuning of a resonant mode of the FCPC.

3.2.3 Analysis of the optimum coupling condition

Analyzing the coupling conditions is necessary to achieve both efficient coupling and the tuning of loaded $Q$. The CE depends on the phase-matching condition and the mode overlap between a cavity and a nanofiber; both can be controlled by changing the diameter of nanofibers (see Chapter 2.3.1).

To address this issue, a measurement using a straight nanofiber (not a dimpled one) was demonstrated. Since the diameters of nanofibers are different depending on the position of contact, the dependence of CE and wavelength on diameter can easily be measured with a single nanofiber if it is not dimpled. Note that the straight nanofiber does not form cavities since they modulate the guided mode of the waveguide uniformly. One issue that needs to be solved for this measurement is removing the physical barrier at the edges of substrate. A nanofiber cannot get close to a PhC waveguide without a dimple, because the substrate will interfere with the nanofiber at its edges, where the diameter of the nanofiber is thick (see Fig. 2.12 which illustrates the situation). To carry out the experiment, the silicon substrate layer of the sample used for the measurement shown in Fig. 3.5 was partially etched using the method shown in Fig. 3.8(a). Resist with high viscosity was applied only on the PhC waveguides using a writing brush by hand. Then, the PhC waveguide was protected from being attacked by the XeF$_2$ gas during the etching process whereas the silicon substrate was etched (see Fig. 3.8(b)). The etching process increased the height difference between the surface of the PhC waveguides and the edges of the substrate, which enabled the nanofiber to be brought into contact with the PhC waveguide Fig. 3.9(a).

The bandwidth and the maximum and minimum cutoff wavelengths of coupled light were evaluated for various diameters of nanofiber using the definition shown in Fig. 3.9 (b). The diameter of the nanofibers was roughly estimated by extracting pixel values of grayscale microscope images (Fig. 3.10 (a)). The position dependence on the diameter of the nanofiber is shown in Fig. 3.10(b).
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Fig. 3.8. (a) Fabrication procedure of a partially etched sample. (b) Microscope image of the fabricated sample.

Fig. 3.9. (a) Schematic of the experimental method. (b) Definition of the measured minimum and maximum wavelengths of coupled light. Bandwidth was calculated from the difference of the values.

Fig. 3.10. (a) Microscope image of a nanofiber. The inset shows the extracted pixel values along a green cut line. The resolution of the image is 108 nm/pixel. (b) Summary of the diameter measurements.

Examples of the results are displayed in Fig. 3.11(a) and (b). In Fig. 3.11(a), the nanofiber
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with the thinner diameter is coupled with the guided mode with a shorter wavelength. Figure 3.11(b), on the other hand, shows the PhC design versus the transmission spectrum. The PhC waveguide with a larger hole diameter had the coupling band at a shorter wavelength. Both results showed a clear dependence of the coupled wavelength on diameter and design. A summary of the results is shown in Fig. 3.12. Figures 3.12(a) and (b) present the minimum and the maximum coupled wavelengths for various diameters of nanofibers. As the diameter increases, the minimum coupled wavelength increases, and though the maximum frequency shows the same tendency, it gets saturated at the cutoff wavelength of the waveguide. Figure 3.12(c) shows the bandwidth versus the nanofiber diameters. The bandwidth became smaller as the diameter of nanofiber increased due to the saturation of the maximum coupled wavelength. The maximum bandwidth was about 30 nm.

The strong dependence of the coupled wavelength on the nanofiber diameter is related to the phase-matching condition between a fiber mode and a PhC guide mode [117]. Figure 3.13(a) shows a photonic band diagram of the guided modes of a PhC waveguide and nanofibers. As shown in the graph, the nanofibers with larger diameters shows a larger bending of the bands, which results in phase matching with a PhC guided mode at lower frequencies (longer wavelength). This is in good agreement with the experimental results as shown in Fig. 3.13(b). The trend of the shift of measured minimum coupled wavelength matched that of the phase matching points in Fig. 3.13(a) where small difference could be due to the inaccuracy in the measurement of the nanofiber diameters and air hole diameters of PhCs. Since the resonant wavelengths of the FCPC are close to the cutoff wavelengths of the PhC waveguides, the nanofiber diameters with saturated maximum cutoff wavelengths can be good indicators of the optimum diameters for efficient coupling to the cavities. For example, the nanofiber with a diameter of > 1200 nm will couple to the cavities on the PhC waveguide with diameters of 214 nm (indicated by black dots in Fig. 3.12(b)). Note that the nanofibers will be in multi-mode operation for diameters larger than 1200 nm (see Chapter 2.3.1), and this may also be the reason for the decrease in CE observed in Figure 3.11(a) in addition to the decrease in mode overlap due to the small evanescent field.

---

**Fig. 3.11.** (a) Transmission spectrum of a PhC waveguide with a width of \(0.98 \times \sqrt{3}a\) and a diameter of 203 nm. Lines with different colors correspond to results measured with nanofibers with different diameters. (b) Transmission spectrum of a PhC waveguide measured with a nanofiber with a diameter of 1.7 \(\mu\)m. Lines with different colors correspond to results for PhC waveguides with a width of \(0.98 \times \sqrt{3}a\) but different diameters.
Fig. 3.12. Summary of the coupling analysis. (a) Fiber diameter vs. minimum coupled wavelength. (b) Fiber diameter vs. maximum coupled wavelength. (c) Fiber diameter vs. bandwidth of the coupled wavelength.
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![Photonic band diagram of nanofibers and a PhC waveguide](image)

Fig. 3.13. (a) Photonic band diagram of nanofibers and a PhC waveguide with a width of $0.98 \times \sqrt{3}a$ and a diameter of 248 nm. The bands for the nanofibers were calculated using FDTD. Blue and red shaded regions indicate the radiation mode above a light line and eigenmodes in the PhC, respectively. (b) Fiber diameter vs. minimum coupled wavelength for a PhC waveguide with a width of $0.98 \times \sqrt{3}a$ and a diameter of 248 nm. Calculation result shows the wavelength at the cross point of the PhC waveguide’s and nanofibers’s lower guided band in (a).

Finally, the coupling with the nanocavities was performed with a nanofiber with a proper diameter. The results obtained are shown in Fig. 3.14. As shown in Fig. 3.14(a), high CEs were successfully obtained for multiple resonant modes with polarization dependence. Note that most resonant modes were formed due to the randomness of the structure and not because of the index modulation with the nanofiber (the discussion about the origin of these modes is presented in Appendix C, and the identification of a resonant mode formed with a nanofiber is performed in Chapter 4.2). By measuring the $Q$ and CE for a resonant dip, we verified that a high CE of 99.6% was obtained with a $Q_{\text{load}}$ of $6.1 \times 10^3$ ($Q_{\text{int}} = 9.6 \times 10^4$, $Q_{\text{coup}} = 6.5 \times 10^3$) as shown in Fig. 3.14(b), which is a record-setting CE value for coupling with PhC nanocavities. A remarkable point to be taken is that the loss of the nanocavity (loaded $Q$) can be controlled within a tunable in the order of $10^3$ to $10^5$ by changing the coupling with the nanofiber, because increasing $Q_{\text{coup}}$ is easy by changing the contact position (diameter of the nanofiber). This feature is effective in cavity QED applications, as it allows the user to tune a resonant spectrum into the spectrum of an emitter. It is obvious that such a high CE will also increase the photon collection ratio from the emitter (i.e., if an emitter is placed in a cavity, about 100% of photon will be collected by the nanofiber). A discussion about the collection efficiency and cavity-mediated coupling between a PhC waveguide and a nanofiber is performed in Appendix D. In addition, the amount of the reflectance from a PhC waveguide was measured experimentally and is described in Appendix E.
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Fig. 3.14. (a) Obtained multiple resonant dips. Polarization dependence was clearly observed. (b) The resonant mode with highest CE.

3.3 Summary

In this chapter, the characteristics of the resonant modes in the FCPC platform are presented. A $Q_{\text{load}}$ of $5.1 \times 10^5$ with a CE of 31% was obtained. The optical properties of this mode are described, including the TO nonlinearity and the controllability of resonant wavelength with resolution of 27 pm. The highest CE value obtained was 99.6% with a $Q_{\text{load}}$ of $6.1 \times 10^3$, which is the highest recorded value for the coupling to PhC nanocavities. Although it is unclear whether the demonstrated resonant modes were formed by index modulation with a nanofiber, they are optically and efficiently coupled with nanofibers and control of the resonant wavelength is possible using nanofibers. In such broad sense, they are “fiber-coupled modes”, and the characteristics shown in this work will be useful for the applications such as cavity QED. Further discussion is presented in Chapter 4 and Appendix C.
Chapter 4

Coupled cavity formation on the FCPC platform

In the previous chapter, the controllability of the resonant wavelength was discussed. This feature can be effectively used to tune a resonant mode into another one. In this chapter, methods to form coupled resonant modes are described. These methods will be useful for increasing the spectral and spatial overlap between an optical mode and an emitter in cavity QED applications.

4.0.1 Tunability of the resonant wavelength

As shown in Chapter 3.2.2, fine tuning of the resonant wavelength is possible in the FCPC configuration. In this section, tuning for multiple resonant modes is discussed. Figure 4.1 shows the result of tuning for multiple resonant modes in the PhC. It is worth noting that the amount of shift differs for different dips. This is due to the dependence of the resonant wavelength shift on position. Figure 4.2(a) shows the numerical model used to clarify the background of this effect. There are two bumps on the PhC waveguide (indicated as Bump 1 and Bump 2). The height of the bumps is the same whereas the widths are different. The distance between the bumps is 5 µm. This is a simple model of a randomly and bumpy surface in Fig. 3.2(c). When a nanofiber is brought into contact with the surface of the bumps, resonant modes are formed at the bumps since the effective indices at these regions are initially slightly high. Figures 4.2(b) and (c) show the mode profiles of the resonant modes. The mode profile of the resonance at Bump 1 is larger than that of Bump 2 because the potential well is shallow due to the large width of the bump. This also results in differences in the resonant wavelength between the two modes. Figure 4.2(d) shows the transmission spectrum obtained at Bump 1 and Bump 2 (indicated as Mode 1 and Mode 2, respectively). The resonant modes can be clearly observed in the spectrum, however, at different frequencies. In addition, the amount of frequency shift of the two modes when the contact length of the nanofiber is controlled is different. Mode 1 does not shift when the contact length changes because this mode is located at the center of the contact region of the nanofiber and does not react to the change. On the other hand, Mode 2 moves toward higher frequencies as the contact length decreases. This is because the mode is located at the edge of the nanofiber contact region and is strongly affected by changes in its length. This is the reason for the different amounts of wavelength shift for the
different modes.

Fig. 4.1. Resonant wavelength tuning of multiple resonant dips.

Fig. 4.2. (a) Schematic diagram of the computing model. (b) Mode profile of Mode 1. Ey field is presented. (c) Mode profile of Mode 2. Ey field is presented. (d) Transmission spectrum of PhC nanocavities for different contact lengths of a nanofiber calculated by the Fourier transformation of the temporal waveform of the Ey field sampled in the Bump 1 and the Bump 2.

4.1 Coupled cavity formation

4.1.1 Experimental demonstration

The feature observed in Fig. 4.1 was used to demonstrate the formation of coupled resonances. There are two modes in the transmission spectrum shown in Fig. 4.3. The amount of wavelength shift of one cavity (Mode 1, whose $Q_{\text{load}} = 4.6 \times 10^5$) is larger than that of the other cavity (Mode 2, whose $Q_{\text{load}} = 6.0 \times 10^5$). Thus, tuning the resonant wavelength of Mode 1 into that
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of Mode 2 is possible, which leads to the formation of a coupled resonance. In fact, a clear anti-crossing with a mode splitting of $g/2\pi = 0.94$ GHz was observed, which is evidence of the presence of coupling between the two modes.

Interestingly, a sudden split of resonant dip was observed in another experiment, as shown in Fig. 4.4. The width of the split was 1.8 GHz, where the strong coupling condition was satisfied (i.e., the cavity decay rate $\kappa$ of about 0.5 GHz was smaller than the coupling rate $g$ of 1.8 GHz). This coupling was formed between a cavity coupled with the nanofiber and a cavity isolated from the nanofiber. Numerical results for this are presented in the next chapter.

![Graph showing transmittance vs wavelength for different contacts](image)

Fig. 4.3. Demonstration of coupled cavity formation. The lines correspond to the results of different contact conditions and are plotted with offsets.

4.1.2 Numerical analysis using coupled-mode equations

Coupled mode analysis was performed to understand the physics behind the formation of the coupled resonances presented in the previous chapter. Figure 4.5 shows the numerical model used, where $a$ is the amplitude of light in the cavity, $\omega$ is the angular resonant frequency of the cavity mode, $\gamma$ is the decay rate, $s_{in}$ is the input power, and $\mu$ is the direct-coupling rate between the two cavities. The numbers in subscript are the identifications of the cavities. The meaning of the letters are as follows: $i$: intrinsic and $c$: coupled to a nanofiber. There are two paths for energy exchange between cavities in this system; one is through a fiber and the other is the direct coupling between the cavities. Therefore, the coupled-mode equations can be expressed as follows.
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Fig. 4.4. Sudden split of a resonant dip. The lines correspond to the results of different contact conditions and are plotted with offsets.

\[
\begin{align*}
\frac{da_1}{dt} &= (j\omega_0 - \frac{\gamma_{1c} + 2\gamma_{1c}}{2})a_1 + j\sqrt{\gamma_{1c}c_{in}} + \sqrt{\gamma_{2c}c_{1c}}a_2 + j\frac{\mu}{2}a_2, \\
\frac{da_2}{dt} &= (j\omega_0 - \frac{\gamma_{2c} + 2\gamma_{2c}}{2})a_2 + j\sqrt{\gamma_{2c}c_{in}} + \sqrt{\gamma_{1c}c_{2c}}a_1 + j\frac{\mu}{2}a_1, \\
s_{out} &= s_{in} + j\sqrt{\gamma_{1c}c_{1c}}a_1 + j\sqrt{\gamma_{2c}c_{2c}}a_2.
\end{align*}
\]

An anti-crossing will be obtained when the total coupling rate through the nanofiber and the PhC waveguide exceeds the decay rate of the cavity. Then, the equations were solved by applying the experimental parameters. The resonant wavelengths of the Mode 1 and Mode 2 were tuned from the initial to the final wavelengths obtained in the experiment discretely. The amount of the wavelength shift at each step was determined by dividing the total amount of the shift by the number of the tuning processes in the experiment. Equation (4.1) and Eq. (4.2) were solved at the each step. The results are displayed in the same graph with offsets for the y axis as shown in Fig. 4.6(a). The anti-crossing with coupling rate of \( g/2\pi = 1.8 \text{ GHz} \) was observed when the direct-coupling rate between the cavities assumed to be \( \mu/2\pi = 0.92 \text{ GHz} \) (see Fig. 4.6(b)). This value was about 337 times larger than the coupling rate through the nanofiber of \( \sqrt{\gamma_{1c}\gamma_{2c}}/2\pi = 0.025 \text{ GHz} \) (\( Q_{\text{fiber}} = 7.7 \times 10^6 \)), which means that the dominant path for energy exchange was direct coupling between the cavities. Next, we carried out an analysis of the results shown in Fig. 4.3. Because the resonant mode Mode 2 was not observed during the initial state, the coupling between the cavity and the nanofiber was assumed to be very weak, with a coupling \( Q \) of \( 10^{10} \). On the other hand, the other parameters were set according to the results shown in Fig. 4.4. The calculated result is shown in Fig. 4.7(a). A clear anti-crossing and a sudden split of the resonant peaks was observed in the same way as
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![Diagram of coupled-mode analysis](image)

**Fig. 4.5.** Numerical model of coupled-mode analysis.

shown in Fig. 4.4. The amount of splitting was 1.7 GHz (see Fig. 4.7(b)), which agreed well with the experimental result. The direct coupling rate between the cavities of $\mu = 1.7$ GHz ($Q_\mu = 1.1 \times 10^5$) was obviously much larger than the coupling rate through the nanofiber of $\sqrt{\gamma_1 \gamma_2}/2\pi = 9.6$ MHz ($Q_{\text{fiber}} = 1.3 \times 10^8$), which also indicates that the energy was exchanged through the direct coupling between the cavities.

![Plot of transmittance and wavelength](image)

**Fig. 4.6.** (a) Coupled-mode analysis for the results shown in Fig. 4.3. (b) Enlarged view of mode splitting when the resonant wavelengths of the two modes are equal. Parameters used for the computing are as followed: $\gamma_{1i}/2\pi = 0.51$ GHz ($Q_{1i} = 3.9 \times 10^6$), $\gamma_{1c}/2\pi = 0.049$ GHz ($Q_{1c} = 3.9 \times 10^6$), $\gamma_{2i}/2\pi = 0.27$ GHz ($Q_{2i} = 7.1 \times 10^5$), $\gamma_{2c}/2\pi = 0.013$ GHz ($Q_{2c} = 1.5 \times 10^7$), $\mu/2\pi = 0.92$ GHz ($Q_\mu = 2.1 \times 10^5$).

### 4.2 Position control of resonant modes

In this section, the control of the position of the resonances is discussed. Controllability of position is important for increasing the spatial overlap between an optical mode and other materials or emitters as well as for forming a coupled resonance. The FCPC will provide such controllability in principle, however, its effects have not been evidenced by the results.
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Fig. 4.7. (a) Coupled-mode analysis for the results shown in Fig. 4.4. (b) Enlarged view of mode splitting when the resonant wavelengths of the two modes are equal. Parameters used for the computing are as followed: $\gamma_{1i}/2\pi = 0.38$ GHz ($Q_{1i} = 5.0 \times 10^5$), $\gamma_{1c}/2\pi = 0.049$ GHz ($Q_{1c} = 3.9 \times 10^6$), $\gamma_{2i}/2\pi = 0.65$ GHz ($Q_{2i} = 3.0 \times 10^5$), $\gamma_{2c}/2\pi = 0.019$ MHz ($Q_{2c} = 1.0 \times 10^{10}$), $\mu/2\pi = 1.7$ GHz ($Q_{\mu} = 1.1 \times 10^5$).

Presented in the previous chapter. This was because the presence of multiple randomly formed resonances made it difficult to distinguish the resonance formed with the nanofiber from others (see Appendix C). To address this issue, a sample, illustrated in Fig. 4.8(a) was employed. It was fabricated via partial etching of the silica clad using HF, which is necessary to prevent silicon wires and SSCs from being broken and flown away during the etching. The sample enabled the measurement in both both direct and side-coupling configurations. Note that the nanofiber was absent when the direct coupling measurement was demonstrated; during this measurement, light was focused using focusing lenses (Focusing Module, Optoquest Co., Ltd.) and coupled to the SSC. Then, a sample, illustrated in Fig. 4.8(b) was measured. The lattice constant $a$ of the PhC with the 2D triangular lattice was 420 nm. A width-modulated PhC nanocavity was formed in a W0.98 waveguide (a waveguide with a width of $w = 0.98 \sqrt{3}a$) which was sandwiched between W1.05 waveguides (waveguides with widths of $w = 1.05 \sqrt{3}a$). As the number of barrier layers at both sides of the nanocavity of nine was small enough to avoid the formation of random modes, no resonance was observed except for the intrinsic mode of our design (the transmission spectrum obtained in a direct coupling measurement is shown in Fig. 4.9(a)). Thus, an FCPC mode can be easily found if it is formed in the W0.98 waveguide, though a small contact length is required. Figure 4.8(c) shows the dimpled nanofiber used for the experiment. The dimple was formed so that its curvature was small to obtain a small contact length (the contact length was about $10 \mu m$ for the nanofiber). Furthermore, the PhC sample was angled to reduce the contact length of the nanofiber. Figures 4.8(d) and (e) show microscope images of the sample in contact with the nanofiber with tilt angles from the nanofiber axis direction of 0 and 15 degrees, respectively. Figure 4.9(a) shows the transmission spectrum for the contact conditions displayed in Figs. 4.8(d) and (e). As previously mentioned, only a single peak was detected in the PBG of the W0.98 waveguide in the direct coupling measurement. This peak was the designed one and no other resonances existed on the W0.98 waveguide. This resonance was observed in the side coupling configuration without a tilt angle...
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(Fig. 4.8(d)) as shown in Fig. 4.9(b). On the other hand, two resonant dips (Mode 1t and Mode 2t) were measured for the sample with a tilt angle of 15 degrees (Fig. 4.9(b)). Both resonances show the clear nonlinearity of the TO effect as shown in Fig. 4.10(a) and (b), which are evidence of the strong localization of the modes in a small space. Because the resonant wavelengths of the two modes were between the cutoff wavelengths of the W0.98 and W1.05 waveguides, they must be located at the W0.98 waveguide (i.e., the W1.05 waveguide supports the guided mode at the resonant wavelength, so the formation of cavities in the waveguide is impossible). This implies that the resonance was formed by the index modulation of the nanofiber.

To clarify this, an observation of the localized mode was performed using an IR camera. Figure 4.11 shows the results. The position of the sample was repeatedly moved 1 μm along the vertical direction as indicated by the red arrow. IR images were taken at each moving step for both modes. The red dashed lines are drawn as indicators of the initial positions of the left-upper corner of the PhC, a dust particle on the nanofiber, and the cavity resonance. The position of the resonant mode of Mode 1t did not move as the sample position changed (see Figure 4.11(a)). This means that the resonance was located right below the nanofiber, because the position of the nanofiber was constant as shown by the position indicator of the dust particle. On the other hand, the position of the resonant mode of Mode 2t moved along with the sample (see Figure 4.11(b)). This means that the resonance was embedded in the sample, and thus this must be the intrinsic resonant mode of the sample. From these results, it can be inferred that Mode 1t is an FCPC mode formed by the presence of the nanofiber.

Figure 4.12 and Fig. 4.13 show the change of the resonant wavelength and the quality factors.
Fig. 4.9. Transmission spectra of a PhC nanocavity measured in the direct coupling configuration and the side coupling configuration shown in Fig. 4.8(e) and (f). (b) Enlarged view of (a).

Fig. 4.10. Thermo-optic bistability observed for (a) Mode 1t, and (b) Mode 2t. The incident power is calculated by taking into account the transmittance of the nanofiber and the amount of the attenuation.

along with the change of the position of the sample, respectively. As shown in Fig. 4.12, the resonant wavelength of Mode 1t approached the cutoff wavelength of the W0.98 waveguide whereas that of Mode 2t approached the resonant wavelength of the intrinsic mode. Because the effects of the index modulation with the nanofiber become smaller for large displacements, they show the original wavelength of each mode. In other words, we assume that Mode 1t was a modulated guided mode of the W0.98 waveguide, and Mode 2t was the intrinsic mode of the design. $Q$ was almost constant for Mode 1t (see Fig. 4.13(a)), whereas that of Mode 2t increased as the effect of the nanofiber became smaller (see Fig. 4.13(b)). The tendency of the change in the resonant wavelength and $Q$ is also in good agreement with what could be expected from the experimental results shown in Fig. 4.11.

From the results mentioned above, I concluded that Mode 1t was formed by the effective index modulation caused by the nanofiber whereas Mode 2t was the intrinsic mode of the design. The results shows the controllability of position and the mode profile of the FCPC.
4.3 Summary

The experimental formation of coupled resonances was demonstrated by exploiting the resonant wavelength controllability of an FCPC. Coupling rates of 0.97 GHz and 1.8 GHz were obtained experimentally, which are in the strong coupling conditions. Numerical analysis was performed using coupled-mode equations. These results support the experimental results and they show that in the coupling mechanism the dominant path for energy exchange was the direct coupling between the cavities. The demonstrated control will be useful to tune an FCPC mode into a coupling mode with an emitter’s spectrum and to form coupled resonance. In addition, position control of the cavity was demonstrated. A resonance was formed through index modulation using a nanofiber, and its origin was investigated via a multi-faceted approach. The characteristics of this position control can effectively strengthen the coupling with an emitter by increasing the spatial overlap between the optical mode and the emitter.
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Fig. 4.12. Resonant wavelength dependence on contact position displacement.

Fig. 4.13. Quality factor dependence on contact position displacement.
Chapter 5

High-$Q$ silica nanobeam cavity

Silica is an indispensable material to optical applications owing to its extremely small absorption loss over a wide wavelength range. Thus, it is used as a material for optical fibers, which are the key components of long-distance communication technologies [197]. Although the nonlinear coefficient of silica is not large, nonlinear applications have been demonstrated using ultra-high-$Q$ micro-cavities or long optical fibers [198–200]. In addition, the so-called sol-gel process, a convenient method of forming solid materials, enables the fabrication of active silica devices including micro-cavity lasers [201–203]. These properties make silica widely used in optical applications and an attractive material for cutting-edge researches. Despite the attractive material properties, silica has been rarely used for the fabrication of PhC nanocavities, as due to its low refractive index, achieving high $Q$ is challenging. In other words, the silica is not suitable for opening a wide PB, which is a condition required to obtain high-$Q$ cavities. On the other hand, the narrow PB causes a small modulation of the dispersion curves of each mode in the cavity, leading to a uniform cavity design with regard to polarizations where the dispersion curves of the orthogonal modes (TE and TM modes) are close to being equal. In this study, a silica nanobeam cavity, with spectrally overlapped orthogonal modes is explored. This chapter discusses the development of fabrication and experimental techniques of a silica nanobeam cavity. First, the design of a high $Q$ cavity is presented. Then, the fabrication techniques of the cavity are described. Finally, investigation of the condition to maximize the CE with a nanofiber is demonstrated. Although all experiments are performed in a telecommunication range, extension of the design to the visible range is possible by applying the scaling law of PhC [172].

5.1 Design of the cavity

As the formation of 2D PBG with low refractive index materials is difficult, usually a 1D nanobeam configuration is adapted for PhC nanocavities made of such materials. Following the conventional strategy, a design for a silica nanobeam cavity in a 1D configuration is presented here. A beam structure with a rectangular air hole inside was adapted as a unit cell of the cavity. Figure 5.1(a) shows the dispersion relation of the unit cell with lattice constant $a$, width $w = 2.6a$, hole depth $h_x = 0.5a$, hole width $h_y = 0.7a$, and thickness $t = 1.1a$. Although the complete PB is absent for both TE and TM modes, the possible formation of a
high-\textit{Q} mode-gap cavity is expected, because the separation between the fundamental and the second order modes is large and the edge of fundamental mode (at $k = 0.5$) is sufficiently far from the light line. A cavity was formed by modulating the lattice constant of the unit cell. Figure 5.1(b) shows a schematic of the whole nanobeam structure and Fig. 5.1(c) shows the modulation profile of the lattice constant. As can be seen, the region with the modulated air holes, called the cavity region, is sandwiched between regions containing holes with a constant spacing, referred to as barrier layers (holes). In the cavity region, the lattice constant between the holes is gradually reduced toward the center of the cavity, causing a slight upshift of the cutoff frequency of the first band, leading to the formation of a mode-gap by an equivalent potential well. Following the strategy reported elsewhere [83,84], a Gaussian modulation was adopted. Then, a numerical analysis of the resonant modes was performed by 3D FDTD using the software MEEP. The transmission spectra are shown in Fig. 5.2(a). Four peaks were found; two were obtained from the $E_y$ component (TE mode), while the other two were obtained from the $H_y$ component (TM mode). They correspond to the fundamental and second-order longitudinal modes of the TE and TM modes, respectively, according to their mode profiles (see Fig. 5.2(b)). The TM resonant modes were observed close to those of the TE modes by using a standard cavity design only, which was initially expected from the photonic band diagram Fig. 5.1(a). The $Q$ and $V$ values of the fundamental modes were $Q_{\text{TE}} = 1.1 \times 10^5$, $V_{\text{TE}} = 1.1(\lambda/n_{\text{eff}})^3$ and $Q_{\text{TM}} = 4.7 \times 10^4$, $V_{\text{TM}} = 2.1(\lambda/n_{\text{eff}})^3$, respectively, with 36 barrier holes on each side of the cavity region. Hence, the high-$Q$ design was confirmed numerically.

Fig. 5.1. (a) Photonic band diagram of a unit cell of the cavity calculated by MPB. The inset shows a schematic of the unit cell. (b) Schematic illustration of the cavity structure. (c) Modulation profile of the lattice constant with the normalized lattice constant.
5.2 Fabrication of the cavity

The fabrication of the cavity structure was demonstrated by the method shown in Fig. 5.3. The most challenging process in the fabrication of a PhC nanocavity in the telecommunication wavelength range is etching the thick film of the material. In general, fabrication of a high-$Q$ cavity in a longer wavelength range is easier than that in a shorter wavelength range, due to the strong wavelength dependence of the scattering losses due to the line edge roughness (LER) of the patterns that defines the cavity (roughly speaking, the LER has to be one quarter if the operational wavelength become one half for the same scattering loss [204]). However, the thick device layer required for our design ($\sim 760 \text{ nm}$) exhibits additional challenges to fabrication as the LER can be deteriorated as the etching depth is increased. Furthermore, a thick organic resist mask may itself degrade the resolution of the patterns due to the increased electron scattering. In order to achieve deep high-resolution etching of the device layer, a tri-layer mask approach was used. In this approach, the structure was firstly defined in a thin organic resist with a small LER, and then sequentially transferred to the dielectric hard masks by using appropriate etch chemistries, which eventually allow us to obtain sufficient etching selectivity to the device layer, despite the complexity of the process.

For the design, resonant wavelengths in the telecommunication wavelength range, $a$, were used with a barrier layer of 690 nm, which determined the dimensions of other parameters, such as the beam width of 1794 nm, the rectangular hole size of $345 \text{ nm} \times 1256 \text{ nm}$, and the beam thickness of 759 nm. In addition, two types of test patterns were used to assess the quality of the fabrication techniques. One is a “line and space” pattern, where rectangular structures with a width of 200 nm are placed repeatedly with a spacing of 200 nm (see Fig. 5.7(a)). The other is a cross structure with a size of $3 \mu\text{m} \times 3 \mu\text{m}$, where the width of the cross lines is 1 $\mu\text{m}$ (see Fig. 5.7(b)). It should be noted that the size of the designed cavity is between those of the two test patterns.
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The test patterns fabricated in each fabrication step are shown in Fig. 5.4 to Fig. 5.8. The process starts with a substrate with a thermal oxide SiO\(_2\) film with a thickness of approximately 1000 nm on Si (CZ-P type, Silicon Technology Corp.). Firstly, SiO\(_2\) was etched with HF solution such that its thickness became approximately 760 nm (see Fig. 5.3). Following the process, the thickness was confirmed by using a spectroscopic ellipsometer (AutoSE HORIBA, Ltd.). Then, a ~550 nm thick amorphous silicon (a-Si) layer (Canon Anelva EB1100) was deposited by sputtering and a ~100 nm-thick tetraethyl orthosilicate (TEOS) SiO\(_2\) layer was formed on the substrate by plasma-enhanced chemical vapor deposition (CVD) (Samco PD-220NLJ). The thicknesses of the Si and TEOS layers were determined from the selection ratios of the following etching processes. Next, a resist (ZEON ZEP520A) was spin coated and the patterns were defined using EB lithography (JEOL JBX-9500FSZ) (see Fig. 5.4(a) and (b)).

A TEOS mask layer was then etched by using inductively coupled plasma (ICP) etching with CF\(_4\) and Ar gases (Samco RIE-101iPHJF), as shown in Fig. 5.5(a) and (b). After removing the EB resist (see Fig. 5.6), ICP etching of the Si mask layer was performed with Cl\(_2\) gas (Samco RIE-140iPJ), where the TEOS layer served as a mask (see Fig. 5.7(a) and (b)). Then, the SiO\(_2\) device layer was etched using an a-Si mask by ICP etching with CHF\(_3\) and Ar gases (Samco RIE-101iPHJF) (see Fig. 5.8(a) and (b)). As shown in Fig. 5.4 to Fig. 5.8, the defined patterns were successfully transferred to the other layers step-by-step. Finally, an air-bridge structure was formed by etching a Si sacrificial layer with XeF\(_2\) (Samco VPE-4F), where the Si mask layer was also removed.

Although a relatively large mask erosion of the Si mask was observed in Fig. 5.7 and Fig. 5.8, it does not seem to critically affect the verticality of a fabricated silica beam pattern, as shown in Fig. 5.8(b) and Fig. 5.9(a) (Figure 5.9(a) shows that under-etching was not observed at the boundary between the Si and SiO\(_2\) device layers). On the other hand, the hole size enlarged by ~60 nm, as shown in Fig. 5.9(b). The SEM images of the side view of the fabricated structure are shown in Figs. 5.10(a) and (b). Figure 5.10(a) shows that the air-bridged structure was slightly (sometimes severely) warped, because it was released from the tensile force of the silicon sacrificial layer, while its effect on optical characteristics of the cavity was not
observed in experiments. The surface of the fabricated structure appeared smooth, as shown in Fig. 5.10(a) and Fig. 5.10(b).

Fig. 5.4. SEM images of fabricated test patterns of the ZEP mask layer. (a) “Line and space” pattern with line width of 200 nm. (b) Cross structure.

Fig. 5.5. SEM images of the fabricated test patterns of the TEOS mask layer before the removal of the resist. (a) “Line and space” pattern with a line width of 200 nm. (b) Cross structure.

Fig. 5.6. SEM images of fabricated test patterns of the TEOS mask layer after removal of the resist. (a) “Line and space” pattern with line width of 200 nm. (b) Cross structure. A thin Au layer of ~10 nm was coated to avoid charging the electrons.
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Fig. 5.7. SEM images of fabricated test patterns of the Si mask layer. (a) “Line and space” pattern with line width of 200 nm. (b) Cross structure.

Fig. 5.8. SEM images of fabricated test patterns of the SiO$_2$ device layer. (a) “Line and space” pattern with line width of 200 nm. (b) Cross structure.

Fig. 5.9. SEM images of (a) enlarged view of the boundary between the Si mask and the silica device layer and (b) top view of the air-bridged silica beam structure. The measured lengths are written in red letters, the resolution of the image is 5.6 nm/pixel.
5.3. EXPERIMENTAL CHARACTERIZATION OF THE CAVITY

In this section, the optical properties of the fabricated cavity are characterized. The experimental setup is shown in Fig. 5.11. A laser light was emitted from a narrow-linewidth tunable laser diode (Santec TSL-710) into the optical fiber. The power and polarization of the input light were controlled by a variable optical attenuator (OZ Optics DA-100-3A) and a polarization controller (Alnair Labs MLC series), respectively. The light was evanescently coupled to the nanocavity using a dimpled taper nanofiber [116]. The position of the nanocavity was changed by XY- and Z-stages (Sigma Tech. FS-1020PX and FS-1010PZ) and the coupling between the cavity and the nanofiber was controlled. The transmitted light was recorded by a power meter (Keysight Keysight8163b). The transmission spectrum of the device was measured by sweeping the input wavelength of the light. The transmission spectra observed for the two orthogonal polarizations are shown in Fig. 5.12(a). Both TE and TM modes were observed, as predicted by the calculation shown in Fig. 5.2(a). It should be noted that the resonant wavelengths obtained were slightly shorter than those in the FDTD due to the enlarged air holes, as shown in Fig. 5.9(b) ($\lambda_{TE,\text{Exp}} = 1531$ nm, $\lambda_{TM,\text{Exp}} = 1488$ nm. $\lambda_{TE,\text{FDTD}} = 1566$ nm (normalized frequency of 0.4407), $\lambda_{TM,\text{FDTD}} = 1515$ nm (normalized frequency of 0.4555)). The orthogonality of the two modes is confirmed in Fig. 5.12(b), where the radial direction represents the dip depths of the respective resonances, while the azimuthal direction corresponds to the polarization rotation angle of the incident light. The wavelength separation between the two orthogonal fundamental modes was 43 nm and only 14 nm between the fundamental TE and second order TM modes. These values are closer than that for a silicon dual polarized cavity of 50 nm, reported in [205].

We also examined the effect of the barrier layer length. Figure 5.13 shows the dependence of the calculated intrinsic $Q$ factor ($Q_{\text{int}}$) on the number of barrier holes by using the following equations:

$$Q_{\text{int}}^{-1} = Q_{\text{load}}^{-1} - Q_{\text{coup}}^{-1}\quad (5.1)$$

$$Q_{\text{coup}} = \frac{Q_{\text{load}}}{1 - \sqrt{Tr}}\quad (5.2)$$

Fig. 5.10. SEM images of the side view of the fabricated beam structures (a) observed with a magnification of 2000× and (b) observed with a magnification of 30000×.
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![Diagram of experimental setup]

Fig. 5.11. (a) Schematic of the experimental setup. TLD: Tunable laser diode. VOA: Variable optical attenuator. PC: Polarization controller. DUT: Device under testing. PM: Power monitor.

![Transmission spectrum and polarization dependence graphs]

Fig. 5.12. (a) Transmission spectrum of the fabricated silica nanobeam cavity. (b) Polarization dependence of the fabricated silica nanobeam cavity.

where $Q_{\text{load}}$ and $Q_{\text{coup}}$ are the loaded and coupling $Q$ factors, respectively, and $Tr$ is the transmittance at the resonant wavelength [181]. As shown in the figure, $Q_{\text{int}}$ saturates above the number of 24 holes for both polarizations, and this is in reasonably good agreement with the FDTD predictions, indicating the way the modal tail extends out of the cavity region. Figures 5.14(a) and (b) show the fitting results for the resonance profiles of the fundamental modes with the highest $Q_{\text{load}}$ values, using 36 barrier holes. The calculated $Q_{\text{int}}$ values ($2.4 \times 10^4$ for the TE mode and $1.0 \times 10^4$ for the TM mode) well exceed the previously reported values for silica based materials [83, 84], and are even comparable to those of the silicon nanobeam cavity with dual polarization designs ($Q_{\text{TE}} = 2.8 \times 10^4$, $Q_{\text{TM}} = 1.9 \times 10^4$) [205], demonstrating that it is possible to realize high-$Q$ nanobeam cavities using a low index material. In addition, the highest loaded $Q_{\text{load}}$ values for the second order modes were $Q_{\text{TE2}} = 8.2 \times 10^3$ and $Q_{\text{TM2}} = 4.2 \times 10^3$, respectively, with 36 barrier holes. These are still as high as the highest value for silica PhC nanocavities, despite the larger out-of-plane radiation due to the larger propagation angle of the higher order modes, predicted by the FDTD ($Q_{\text{TE2,FDTD}} = 3.4 \times 10^4$ and $Q_{\text{TM2,FDTD}} = 1.0 \times 10^4$).
5.3. EXPERIMENTAL CHARACTERIZATION OF THE CAVITY

![Graph showing intrinsic Q factor vs. number of barrier holes.](image)

**Fig. 5.13.** Intrinsic $Q$-dependence versus number of barrier holes in each side of the cavity region. The intrinsic $Q$ increases until the loss to the directly coupled waveguide (coupling $Q$ to the waveguide) close to being equal to that of the vertical radiation.

![Graph showing transmittance vs. wavelength.](image)

**Fig. 5.14.** (a), (b) Highest loaded $Q$ of TE and TM modes using 36 barrier holes.
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5.4 Investigation of the coupling condition

Achieving high CE with an optical fiber is important for practical applications. In addition, the control of coupling results in the control of loaded $Q$ (loss) of cavities, which is important for cavity QED applications. In this section, the investigation of the optimum coupling condition is discussed. As a side-coupled configuration with an FP-type cavity was used, the transmittance of each configuration is described by the following equations (see Chapter 2.2.3):

\[ Tr = \left( \frac{1}{1 + Q_{\text{int}}/Q_{\text{coup}}} \right)^2, \quad (5.3) \]

\[ CE = 1 - Tr. \quad (3.1) \]

It should be noted that a small $Tr$ indicates a large CE, therefore, $Q_{\text{int}}$ must be larger than $Q_{\text{coup}}$ to achieve a high CE. However, a degradation of $Q_{\text{int}}$ is expected when the gap between the nanofiber and the cavity is small, as the effect of the perturbation caused by the presence of the nanofiber can become large. Obviously, this effect is undesirable in the process of achieving a high CE. Thus, a large obtained $Q_{\text{coup}}$ with large gap distance is required. To explore this issue, an experiment was performed as follows.

The experimental setup was the same as in Fig. 5.11(a). The Z-stage was moved upwards to reduce the distance between the cavity and the nanofiber, and then the transmission spectra were measured at every 100 nm. It was difficult to determine the actual gap distance, as the measurement of the origin (gap = 0) was difficult due to the deformation of the dimpled nanofiber caused by the electrostatic force acting between the nanofiber and the cavity. The resonant dips observed were analyzed with the LabVIEW software and each $Q$ component was obtained. The data points with too shallow (or distorted) dips were excluded, for fitting the data to a Lorentzian curve with appropriate quality. This measurement was performed with four nanofibers with different diameters. The diameters of the nanofibers were measured using the following method.

Fig. 5.15. (a) Schematic drawing of the fastened nanofiber. (b) Image of the setup for the fiber fasting process. (c) Fixed nanofiber.

The nanofibers used in the experiments were anchored to acrylic U-shaped zigs to transfer them into a chamber for SEM observation (a schematic of the zig is shown in Fig. 5.15(a)).
5.4. INVESTIGATION OF THE COUPLING CONDITION

A UV-curable resin was used to fix the position of the nanofibers, which were brought into the adhesive by a high-precision stage (see Fig. 5.15(b)). The nanofibers were cut at outsides of the both fixing points. An image of fixed nanofiber is shown in Fig. 5.15(c). After the anchoring process, the nanofibers were observed by SEM. The obtained SEM pictures are shown in Fig. 5.16. Finally, fiber diameters at the dimpled points, which were exact parts used for the optical coupling, were measured.

Fig. 5.16. SEM images of the dimpled tapered nanofibers with diameters of (a) 590 nm, (b) 920 nm, (c) 990 nm, and (d) 1210 nm, respectively. The insets show images observed with greater magnification.

The experimental results for the nanofiber with a diameter of 920 nm is shown in Fig. 5.17(a). For both TE and TM modes, $Q_{\text{coup}}$ decays exponentially over the measurement range, exhibiting a reasonably good linearity of the stage as well as a negligible deformation of the dimple. On the other hand, $Q_{\text{int}}$ starts to decay as the gap distance becomes small (displacement $> 800$ nm), and this can be attributed to the fact that the effective cladding index of the nanobeam cavity is increased. This modifies the potential profile of the cavity region. As the cavity was initially designed to achieve a high $Q_{\text{int}}$, the resultant $Q_{\text{int}}$ due to the presence of the nanofiber can to be degraded. Figures 5.17(b) and (c) show that the fitting for the TE and TM modes with the highest CE on the loaded $Q$ condition was over $10^4$. The CEs were 87% and 31% for TE and TM modes, respectively.

Fig. 5.17. Experimental results measured with a nanofiber with a diameter of 920 nm (see Fig. 5.16(b)). (a) $Q$ factor dependence versus displacement of the Z-stage. The R-squared values of the fitted lines are 0.995 for coupling $Q$ of the TE mode, 0.955 for that of TM mode, and 0.992 for the decay rate of the intrinsic $Q$ of the TE mode. (b) Fitting for the TE mode obtained with a displacement of 800 nm. The loaded $Q$ is $1.1 \times 10^4$ and CE is 87%. (c) Fitting for the TM mode obtained with a displacement of 400 nm. The loaded $Q$ is $1.0 \times 10^4$ and the CE is 31%.
CHAPTER 5. HIGH-\(Q\) SILICA NANOBÉAM CAVITY

The degradation effect of the intrinsic \(Q\) became noticeable when a thicker nanofiber with a diameter of 1210 nm was used, as shown by the results in Fig. 5.18(a). Even at the initial point, where the dip first appeared, the intrinsic \(Q\) decreased to the order of \(10^3\). This means that coupling did not occur until the gap became small enough to cause the degradation of the intrinsic \(Q\). This is possible due to the short evanescent tail and the larger effective index of the nanofiber. Figure 5.18(b) shows highest the CE obtained, which was 40% with a \(Q_{\text{load}}\) of \(3.5 \times 10^3\). The TM mode was not observed clearly in this experiment. It should be noted that there might be multi-modes in the nanofiber, as the cutoff of the nanofiber diameter for a single mode is approximately 1200 nm (see Chapter 2.3), which may also result in a low CE.

![Figure 5.18](image.png)

Fig. 5.18. Experimental results measured with a nanofiber with a diameter of 1210 nm (see Fig. 5.16(d)). (a) \(Q\) factor dependence versus displacement of the Z-stage. The R-squared value of the fitted lines is 0.842 for coupling \(Q\) of the TE mode. (b) Fitting for the TE mode obtained with a displacement of 800 nm. The loaded \(Q\) is \(3.5 \times 10^3\) and the CE is 40%.

On the other hand, the degradation of the intrinsic \(Q\) was not observed in the experiment performed with a nanofiber with a diameter of 590 nm, as can be seen from the results in Fig. 5.19(a). As the gap became small, coupling \(Q\) decays exponentially, whereas the intrinsic \(Q\) remains constant. This is due to the large evanescent tail of the nanofiber, as well as the smaller impact of the modulation of the effective index. Although the CE for the TE mode was 73% when the loaded \(Q\) was over \(10^4\) (see Fig. 5.19(b)), a CE of 96% was obtained for the TE mode with a \(Q\) of \(1.1 \times 10^3\). A high CE of 72% for the TM mode was also achieved with a \(Q\) of \(3.2 \times 10^3\) (see Fig. 5.19(c)).

Finally, the experiments with a nanofiber with a diameter of 990 nm is discussed to study the reproducibility of the results by comparing them with the results obtained from a nanofiber with a diameter of 920 nm (see Fig. 5.20(a)). For the TE mode, the decay rate of coupling \(Q\) and intrinsic \(Q\) were slightly higher than those for the nanofiber with a diameter of 920 nm shown in Fig. 5.17(a) (It should be noted that the x-axis does not indicate the same gap distance, but a relative displacement.) This agrees well with the intuitive expectation, as the effect of the modulation of the effective index is greater if the diameter becomes larger. The obtained CEs were almost the same for both TE and TM modes (when \(Q\) is greater than \(10^4\)). At the same time, a fluctuation of the measured values was observed when the gap became small. This may be due to the small vibration of nanofiber caused by electric static force or optical force. Figures 5.20(b) and (c) show fittings for the TE mode with a loaded \(Q\) of \(1.1 \times 10^4\) and a CE of 73%, and for the TM mode with a loaded \(Q\) of \(2.2 \times 10^3\) and a CE of 22%.
5.5. INVESTIGATION OF TUNABILITY OF RESONANT WAVELENGTH

A summary of each experiment is shown in Tab. 5.1. The highest CE values shown for the condition when the loaded $Q$ is greater than $10^3$ and $10^4$ for the experiments performed with different nanofibers. Interestingly, the highest CE was obtained with the nanofiber with a diameter of 990 nm for both modes; however, a degradation of $Q_{\text{int}}$ was observed. This means that a nanofiber with a diameter of less than 1 $\mu$m is thin enough to have a high CE for the silica nanobeam cavity demonstrated here. These results are useful to understand the tunable ranges of the CE, as well as the intrinsic and loaded $Q$ factors.

Table. 5.1: Obtained CEs for each nanofiber.

<table>
<thead>
<tr>
<th>Diameter</th>
<th>CE under condition of $Q_{\text{load}} &gt; 10^3$</th>
<th>CE under condition of $Q_{\text{load}} &gt; 10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TE</td>
<td>TM</td>
</tr>
<tr>
<td>590 nm</td>
<td>68% w/ $Q_{\text{load}} = 1.1 \times 10^4$</td>
<td>-</td>
</tr>
<tr>
<td>920 nm</td>
<td>88% w/ $Q_{\text{load}} = 1.1 \times 10^4$</td>
<td>31% w/ $Q_{\text{load}} = 1.0 \times 10^4$</td>
</tr>
<tr>
<td>990 nm</td>
<td>73% w/ $Q_{\text{load}} = 1.1 \times 10^4$</td>
<td>37% w/ $Q_{\text{load}} = 1.1 \times 10^4$</td>
</tr>
<tr>
<td>1210 nm</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

5.5. Investigation of tunability of resonant wavelength

Finally, the tunability of the resonant wavelength of the nanobeam cavity by using a nanofiber is discussed. As demonstrated in the Chapter 3 and Chapter 5.4, the presence of the nanofiber will modulate the effective index of cavities, which will effect the resonant wavelength of the silica nanobeam cavity. Figure 5.21 shows the resonant wavelength versus the displacement of the stage, which is measured in the experiment in the previous section (see Fig. 5.17 and Fig. 5.19). Interestingly, two results with different trends of the wavelength shift were obtained. Figure 5.21(a) shows...
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Fig. 5.20. Experimental results measured with a nanofiber with a diameter of 990 nm (see Fig. 5.16(c)). (a) \textit{Q} factor dependence versus displacement of Z-stage. The R-squared values of the fitted lines are 0.991 for coupling \textit{Q} of the TE mode, 0.708 for that of the TM mode and 0.761 for the decay rate of the intrinsic \textit{Q} of the TE mode. (b) Fitting for TE mode obtained with displacement of 1100 nm. The loaded \textit{Q} was $1.1 \times 10^4$ and the CE was 73\%. (c) Fitting for the TM mode obtained with a displacement of 1800 nm. The loaded \textit{Q} was $2.2 \times 10^3$ and the CE is 22\%.

The results measured with the nanofiber with the diameter of 920 nm. The resonant wavelength shifted toward shorter wavelength in this case, although the cutoff wavelength of the nanobeam cavity will shift longer wavelength by the modulation caused by the nanofiber in the same way as shown in Fig. 3.1(a). On the other hand, the resonant wavelength moves toward longer wavelength in the measurement using the nanofiber with the diameter of 590 nm (see Fig. 5.21(b)). This difference in the trend of the wavelength shift can be come from the difference in the effect of modulation. For example, the cavity length will become short when the effective index modulation affects the entire potential of a cavity (see inset of Fig. 5.21(a)). This will lead to the shorter shift of the resonant wavelength. A thick dimpled nanofiber with a large curvature will be required for this wavelength control. On the other hand, the longer shift of the resonant wavelength will be observed if the effective index modulation effects the cavity potential in the limited region (see inset of Fig. 5.21(b)). Then, the cutoff frequency shift will directly lead to the wavelength shift while the cavity length is kept almost constant. A thin dimpled nanofiber with a small curvature will be required for this wavelength control.

Note that the amount of the resonant wavelength shift of TM mode was larger than that of TE mode for both cases. This is because of the larger amount of the evanescent tail of the electric field of the TM mode. The minimum resolutions and the tunable range of the wavelength shift were as follows: TE (920 nm); resolution of 3 pm, range of 310 pm. TM (920 nm); resolution of 7 pm, range of 330 pm. TE (590 nm); resolution of 3 pm, range of 760 pm. TM (590 nm); resolution of 4 pm, range of 280 pm. The demonstrated tunability of the wavelength will be useful to tune a resonance into other mode in the frequency domain although the trends of the shift were not linear but exponential.
5.6 Summary

In this chapter, the fabrication of a silica nanobeam cavity and its experimental characterization were presented. By using tri-layer masks, a fine structure was fabricated and high loaded $Q$ values of $2.4 \times 10^4$ and $1.0 \times 10^4$ were obtained for the TE and TM modes, respectively. In addition, the optimum coupling condition with a nanofiber was investigated. Although the degradation of the intrinsic $Q$ of the cavity was observed when a thick nanofiber was used for the measurement, a thin nanofiber with a diameter of less than $1 \ \mu m$ enabled us to avoid the effect and obtain a high CE over 95% for the TE mode and 73% for the TM mode. This result indicates that for nanocavities made of low-index materials, such as a silica nanobeam.
cavity, compared to the target device, a sufficiently thin fiber is required to achieve a high CE. However, it should be noted that the highest CE values were achieved in the experiment with a slightly thicker nanofiber with a diameter of 990 nm, thus the small degradation effect was negligible. In addition, the demonstrated controllability of the quality factors and the resonant wavelengths of the cavity are useful to increase the spectral overlap between the spectra of the cavities and the emitters.
Chapter 6

Silica nanobeam cavity with spectrally overlapped orthogonal modes

Followed by Chapter 5, a silica nanobeam cavity with spectrally overlapped orthogonal modes is discussed in this chapter. Main focuses are the design and the numerical analysis of optical properties of the cavity. The designed cavity will confine both TE and TM resonant modes at same resonant wavelength as well as circularly polarized light propagating along nanobeam structure. Such cavity is necessary for the applications which require polarization diversity.

6.1 Strategy for cavity design

First of all, the design strategy for the cavity with spectrally overlapped TE and TM modes is described. Electric fields of TE and TM modes in a nanobeam cavity are shown in Fig. 6.1 and Fig. 6.2. The dominant (strongest) electric component of TE and TM modes are $E_y$ and $E_z$, respectively. Note that the two components localize at the same place in the beam structure, thus, the electric field at the place will be given by the vectorial sum of $E_y$ and $E_z$ components when the resonant frequencies of the TE and TM modes are identical. It also means that such a cavity will confine a circularly polarized light propagating along the nanobeam since the relative phase between the fields will be preserved if their oscillation frequencies and intrinsic $Q$s are almost identical.

To make the resonant frequencies of the two orthogonal modes be identical, the cutoff frequencies of the two modes need to be sufficiently close in a photonic band diagram. This will be satisfied for isotropic structures for all directions, however, a structure of a nanobeam cavity is asymmetric in principal. Thus, careful control of both effective index and photonic bandgap effect of two orthogonal modes are required to make the structure effectively symmetric. Figure 6.3 shows a schematic diagram of the field distribution of electric and magnetic fields. The electric field of TE mode mainly localizes at region I and region II as shown in Fig. 6.3(b) (Fig. 6.3(a) indicates each region). On the other hand, that of TM mode is confined in region II (Fig. 6.3(c)). Thus, it is expected that reducing the Region I will lead to the decrease of the difference of the cutoff frequencies. In fact, the beam structure will be symmetric for $E_y$ and $E_z$ field with the absence of Region I, and the identical width and thickness of the beam, although the implementation of such structure is impossible since the nanobeam needs to be suspended...
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Fig. 6.1. Mode profile of electric field of TE mode in a nanobeam cavity. The top figures are for xy plane and the bottom figures are for yz plane.

Fig. 6.2. Mode profile of electric field of TM mode in a nanobeam cavity. The top figures are for xy plane and the bottom figures are for yz plane.

in air. On the other hand, reducing Region II will result in the poor confinement of light in dielectric material because dominant electric field components of both modes localize at the region. This may also lead to the reduction of the difference between the cutoff frequencies, however, it is required to take into account the effect of the narrowing of photonic bandgap, which is not an ideal effect for obtaining high $Q$. Investigation of an optimum structure is carried out in the following section.
6.2. NUMERICAL ANALYSIS FOR DESIGNING AN OPTIMUM STRUCTURE

Fig. 6.3. (a) Schematic of nanobeam structure. Schematic of electric and magnetic field distribution of (b) TE mode and (c) TM mode.

6.2 Numerical analysis for designing an optimum structure

Fig. 6.4. Mapping of the (a) difference of cutoff wavelengths for different hole sizes, (b) width of the bandgap for TE mode, (c) width of the bandgap for TM mode. Nanobeams with \( w = t = 1.0a \) are assumed.
For the quantitative discussion, photonic band diagrams are calculated for nanobeam structure with identical width and thickness, and various hole sizes. Then, difference of the cutoff frequencies between the two orthogonal modes and the width of the photonic bandgap of each mode were calculated. The results are shown in Fig. 6.4. Figure 6.4(a) shows that the difference of the cutoff frequencies decreased with larger hole depth ($h_x$) and width ($h_y$). It is minimized with $h_x$ of about 0.65$a$ (indicated by red dashed circle in the figure). However, the widths of the photonic bandgap became small with the design (see Figs. 6.4(b) and (c)), which is not suitable for designing a high $Q$ cavity. The widths of the bandgap are maximized with hole depth of around $h_x = 0.45a$ to $0.50a$ and larger $h_y$ for both modes (indicated by red dashed circles in the figures).

By taking into account these issues, a nanobeam cavity was designed. A photonic band diagram for a unit cell of the cavity and a calculated transmission spectrum are shown in Fig. 6.5. The width and the thickness of the nanobeam were both $w = t = 1.1a$. Hole size of $h_x \times h_y = 0.45a \times 0.55a$ is chosen by considering the trade-off between the frequency difference, $Q$s and the stability of the structure. As shown in Fig. 6.5(a), the dispersion curves of the TE and TM modes are very similar, and which result in the almost identical cutoff frequencies of the two orthogonal modes. In addition, the computed transmission spectra of the two modes were close enough to have sufficient overlap in the spectrum (see Fig. 6.5(b)). To be more specific, the obtained wavelength separation, which corresponds 1.2 nm in the wavelength domain, was smaller than the expected linewidth of the resonance of 1.5 nm ($Q$ of $10^3$ was predicted in FDTD), thus the two orthogonal resonances will be overlapped. Note that the ease of the cavity design can be attributed to the low refractive index silica/air system. This particularly has a strong impact on the TE band structure, leading to moderate band bending. Thus, the frequency difference of two orthogonal modes was initially small. On the other hand, for materials with high refractive indices, it is required to employ special designs, whose fabrication is not easy due to the increase of the slab thickness, to match the two cutoff frequencies [205].

Finally, a circularly polarized light was excited in the nanobeam cavity with Ey and Ez light sources with the phase difference of $\pi/2$ in FDTD simulation. The result is shown in Fig. 6.6. Rotation of electric field was observed for designed structure (Fig. 6.6(b)) whereas only linearly polarized light was observed for the structure designed in previous chapter (Fig. 6.6(a)). This
6.3. EXPERIMENTAL CHARACTERIZATION

is due to the fact that Ez component is not confined by the cavity in Fig. 6.6(a). This result proved that the confinement of the circular polarized light propagating along the nanobeam is possible with the designed cavity.

![Electric fields in a nanobeam cavity](image)

Fig. 6.6. Electric fields in a nanobeam cavity (a) designed in the previous chapter and (b) designed in this chapter.

6.3 Experimental characterization

![Width vs. transmission spectrum](image)

Fig. 6.7. (a) Width vs. transmission spectrum. (b) Enlarged view of (a).

Experimental characterization of nanobeam cavities are presented to show the effectiveness of the design strategy. The fabrication of the cavities was performed in the same way as described in Fig. 5.3. The experimental characterization was also demonstrated with the setup presented in the previous chapter (see Fig. 5.11).
First, the width dependence versus the resonant wavelength difference was characterized. To address this issue, nanobeam cavities with various widths of $2a$, $1.8a$, $1.4a$, $1.2a$, and $1.1a$ are fabricated. The thickness and the hole size were $1.1a$ and $h_x \times h_y = 0.5a \times 0.7w$ respectively. Obtained transmission spectra are shown in Fig. 6.7(a). Polarization of the input light was set so that both TE and TM modes are observed in the same spectra. Although FDTD calculation predicted that there will be four modes (e.g. the fundamental modes and the second order longitudinal modes of TE and TM modes) in the spectrum (see Fig. 5.2), the fundamental mode of TM mode could not be observed due to the lack of operation wavelength range of the tunable laser diode (1480–1640 nm). Other modes also could not be detected for some cavities. Figure 6.7(b) shows that the resonant wavelengths of each mode shifted toward shorter wavelength as the width became narrower. In addition, the resonant wavelength of the two orthogonal modes got close for a beam with narrower width as shown in Figure 6.8. In other words, the more symmetric structures in the YZ plane showed the small wavelength separation between the orthogonal modes. This result agreed well with the design strategy described in the previous section. Note that the presented calculation result is not for the change in the difference of the resonant wavelengths of the orthogonal modes but for the change in the difference of the cutoff wavelengths in photonic band diagrams. This can be the reason for the difference between the experimental results and the calculation result, which implies that FDTD calculation will be required for the precise prediction of an optimum design of the cavity.

Finally, the designed cavity with the spectrally overlapped orthogonal modes was fabricated and measured. Figure 6.9 presents the obtained transmission spectrum. Two orthogonal modes were obtained with the wavelength separation of 3.6 nm. This value was larger than that in the FDTD calculation of 1.2 nm, which will be due to the fabrication imperfection. $Q$ factors of two orthogonal modes are about $1.0 \times 10^3$ which agrees well with calculation. However,
this means the lack of the spectral overlap between the two orthogonal modes and the expected functions such as the confinement of the circularly polarized light will not be performed with this cavity.

Although the experimental demonstration of the cavity with spectrally overlapped orthogonal modes was not achieved herein, the obtained results are solid enough to clarify the effectiveness of the described cavity design and its design strategy. The cavity with designed properties will be demonstrated with the improvement of the fabrication technology or the fabrication of cavities with slightly different design parameters to compensate the errors caused by the fabrication.

### 6.4 Summary

Numerical and experimental investigation for obtaining a cavity with spectrally overlapped two orthogonal modes was presented. Design strategy and numerical results were described, which showed the cavity with two orthogonal modes with resonant wavelength separation of 1.2 nm. The localization of the circularly polarized light was also confirmed numerically. In addition, the optimum cavity design was explored experimentally. Nanobeam width dependence versus the wavelength difference between the two orthogonal modes was evaluated. The result showed that the more symmetric design will present the smaller wavelength separation. The fabrication of the designed optimum structure was performed and its transmission spectrum was presented. Two orthogonal modes were obtained with the wavelength separation of 3.6 nm, which was slightly large to obtain sufficient overlap between the orthogonal modes. The optimization of the cavity structure will be made by improving fabrication techniques or fabricating cavities.
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with different design parameters.
Chapter 7

Conclusion

In this chapter, the thesis is concluded. First, the results obtained in each chapter are reviewed to clarify the achievements and the relationship between the chapters. Then, the summary and outlook of the thesis are presented.

7.1 Summary of each chapter

7.1.1 Fiber-coupled photonic crystal cavity (Chapter 3)

In Chapter 3, the characteristic of a FCPC was presented both numerically and experimentally. The optical properties of the fiber-coupled resonance were studied in detail. First, a sharp dip spectrum was analyzed and a $Q_{\text{load}}$ of greater than half million and a high CE of 31% were obtained for the mode, whose strong localization in the PhC waveguide was confirmed by observing an IR image and TO nonlinearity. The fine-tuning of the resonant wavelength was performed with the resolution of 27 pm for 100 nm stage displacement. Next, the conditions for the efficient coupling between the cavity and the nanofiber were investigated. The phase-matching condition was explored experimentally by measuring the PhC waveguides using the nanofibers with various diameters. The obtained coupling wavelength agreed well with the numerical calculation. By employing the nanofiber with an optimum diameter, the highest CE of 99.6% was obtained for a mode with a $Q_{\text{load}}$ of $6.1 \times 10^3$, which is the highest value for coupling between a PhC nanocavity and a nanofiber. This result is a crew that $Q_{\text{load}}$ can be controlled from an order as low as $10^3$ with our method.

7.1.2 Coupled cavity formation on the FCPC platform (Chapter 4)

Chapter 4 investigated the techniques to form a coupling between the two optical modes in the FCPC platform. First, the formation of the coupled resonance was demonstrated by employing the controllability of the resonant wavelength of FCPC resonances. Two modes were tuned so that their resonant wavelengths matched each other. Then, the anti-crossing with coupling strength of 0.94 GHz and 1.8 GHz were obtained clearly in the spectrum. Numerical analysis was performed using coupled mode equations. The result clarified that the dominant path of energy exchange was the direct coupling between the cavities. In the latter half of the chapter,
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the control of the position of the cavity was presented. A cavity was formed by the effective index modulation of the PhC waveguide, and the reconfigurability of its position was shown. This technique is useful to form a cavity at an arbitrary place in the PhCs and strengthen the coupling between the cavity and other elements. This also means that the modification of the mode profile of a cavity is possible.

7.1.3 High-$Q$ silica nanobeam cavity (Chapter 5)

Chapter 5 reported the design, fabrication, and characterization of a silica nanobeam cavity. The TE and TM modes with a high $Q_{\text{load}}$ greater than $10^4$ were demonstrated, which are the record-high values for silica PhC nanocavities. This proves the high quality of the fabrication method using the tri-layer mask. A coupling efficiency greater than 95% was achieved with a nanofiber by controlling the gap distance between the structures. The demonstration showed that a thin nanofiber with a diameter of less than 1 $\mu$m is effective to achieve high CE while avoiding too much degradation of intrinsic $Q$ due to the index modulation caused by the nanofiber. This provides us with the general design strategy for efficient coupling in the side-coupling configuration consisting of a waveguide and a nanocavity with almost the same effective index. In addition, both the tunability of coupling $Q$ and the degradation of intrinsic $Q$ are effective to tune the total loss (loaded $Q$) of the cavity.

7.1.4 Silica nanobeam cavity with spectrally overlapped orthogonal modes (Chapter 6)

Chapter 6 described the design of a silica nanobeam cavity with two spectrally overlapped orthogonal modes. FDTD calculation showed that the design of such a cavity with $Q_{\text{int}}$ of the order of $10^3$. It also demonstrated the localization of circularly polarized light in the cavity, which will allow us to control the spin-dependent state in quantum light sources without affecting the degree of freedom of the polarization. Although the fabrication of the designed cavity has not been achieved perfectly, it will be possible with the fine-tuning of fabrication parameters. This study will pave the way to realize a new type of PhC nanocavity with polarization diversity.

7.2 Conclusion and outlook of the thesis

In this study, a nanofiber-based tailoring method of optical properties was demonstrated for two types of PhC nanocavities. The technique will meet the requirements for PhC nanocavities in the cavity QED applications. Table. 7.1 summarizes the obtained properties for the two nanocavities. The high CEs of over 95% were achieved for both modes. These are comparable to the typical CE between two optical fibers of about 95%, thus they will meet the requirement for the practical use. The obtained small mode volumes of several cubic wavelengths are small values which are difficult to be achieved in dielectric materials without the presence of PhCs. The demonstrated controllability of $Q_{\text{load}}$ and the resonant wavelength are useful to maximize the spectral overlap between a cavity and an emitter. The $Q_{\text{load}}$ was controlled from the order of $10^5$ to $10^3$ for the FCPC, and from the order of $10^4$ to $10^3$ for the silica nanobeam
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cavity, respectively. The resolutions of wavelength tuning of 27 pm and 3 pm were achieved for the FCPC and the silica nanobeam cavity, respectively, which correspond to the emission linewidth of around $\Delta \lambda = \lambda_0/10^6 = 1.5$ pm ($\Delta f = 200$ GHz) and $\Delta \lambda = \lambda_0/10^7 = 0.15$ pm ($\Delta f = 20$ MHz) ($\lambda_0 = 1500$ nm is assumed). The tunable ranges were about 100 times larger than the resolutions. Therefore, by taking into account the controllability of both $Q_{\text{load}}$ and resonant wavelength, the tailoring method will be effective for the optical resonance tuning into emitters with emission linewidth of $\lambda_0/10^3 = 1.5$ nm ($\Delta f = 200$ GHz) to $\lambda_0/10^6 = 1.5$ pm ($\Delta f = 200$ MHz) in the FCPC, and $\lambda_0/10^4 = 150$ pm ($\Delta f = 20$ GHz) to $\lambda_0/10^7 = 0.15$ pm ($\Delta f = 20$ MHz) in the silica nanobeam cavity, respectively. The position control of the cavity was only demonstrated for the FCPCs. The achieved resolution was 1 $\mu$m, which will be reduced to as small as that of the sample stage. Since the cavity length was around 1 $\mu$m, the tuning method will cover all places in a PhC with a precision stage with resolution of the order of less than 1 $\mu$m. Then, this method can be applied to increase the spatial overlap between an optical mode and even a quantum dot, which is the smallest emitter in substrates with a dimension of about tens nanometers. The design of the cavity which support both TE and TM mode at an identical resonant wavelength was presented for a silica nanobeam cavity. Such PhC nanocavities will be required for achieving the polarization diversity. On the other hand, the demonstrated tailoring method will be useful to tune the difference of the resonant wavelengths of two orthogonal modes precisely since the amount of wavelength shift of each mode will be different depending on the approaching direction of a nanofiber as demonstrated for the silica nanobeam cavity.

Table. 7.1: Summary of the obtained properties

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Si FCPC</th>
<th>Silica nanobeam</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE with an optical fiber</td>
<td>Over 99%</td>
<td>Over 95%</td>
</tr>
<tr>
<td>Small V $V_1$: $1.9(\lambda/n)^3$</td>
<td></td>
<td>$1.1(\lambda/n)^3$</td>
</tr>
<tr>
<td>Controllability of $Q_{\text{load}}$</td>
<td>Down to $6.1 \times 10^3$</td>
<td>Down to $1.0 \times 10^3$</td>
</tr>
<tr>
<td>Controllability of resonant wavelength</td>
<td>Resolution of 27 pm $^a$</td>
<td>Resolution of 3 pm/nm $^a$</td>
</tr>
<tr>
<td>Pos. selectivity</td>
<td>Resolution of 1 $\mu$m</td>
<td>Not achieved</td>
</tr>
<tr>
<td>Polarization diversity</td>
<td>Not achieved</td>
<td>Design is presented</td>
</tr>
</tbody>
</table>

I believe that the presented tailoring method and the PhC nanocavities are useful for cavity QED applications; however, further research is necessary before the practical implementation of the method. Two issues are addressed as an outlook for describing the remaining challenges in its implementation as followed.

First, the integration of the whole system including a nanofiber is required. Although the PhC nanocavities used in this study were fabricated on chips, a nanofiber was suspended at the zigs outside the chips, and this is problematic for packaging the devices. This problem will be solved by employing the techniques used for the integration of nanofibers and optical microelectromechanical systems (MEMS). Some studies that integrate a nanofiber and nano and micr cavities on the same chip have been demonstrated (Fig. 7.1(a)) [206, 207]. Following

---

$a$Resolution is defined by amount of wavelength shift for 100 nm–displacement of the sample stage.)
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the methods presented in the study, the integration of the nanofiber is possible. In addition, the precise control of the position of microstructures is demonstrated in the field of MEMS [208, 209]. For example, the resonant wavelength of a nanobeam cavity was controlled in an optical MEMS system (Fig. 7.1(b)). Combining the two technologies, the complete packaging of a nanofiber and PhC nanocavities in a chip will be achieved with the controllability of the optical properties demonstrated in this study. It is also interesting to control the distance between the cavity and the nanofiber with the radiation force acting between them as demonstrated in Ref. [210].

![Fig. 7.1. (a) SEM image of a packaged nanofiber [207]. (b) SEM image of a MEMS system to tune the optical resonance [209]. [Reprinted with permission from X. Chew, et al., Opt. Express 18, 22232–244 (2010).]

The other issue is the implementation of the position selectivity of a cavity in a nanobeam structure. Since the demonstrated formation of a cavity is based on the down-shift of the cutoff frequency of the guided mode of a periodic structure, it is not effective for a nanobeam structure in which a cavity was formed by the up-shift of the cutoff frequency. This is a reason why position selectivity was not achieved for the silica nanobeam cavity. There are two ways to solve this problem. The first method employs a nanofiber with a dimple toward the upper direction. When such a nanofiber is brought close to a nanobeam, the cutoff frequency of the guided mode will be higher than those at the other places. This will result in the formation of a cavity where its position can be controlled by changing the position of the nanofiber. Note that the curvature of the dimple needs to be very small (order of a few micrometers) to obtain the small mode volume for this case. The other option is forming a cavity by the down shift of an air band as demonstrated in the other study [211]. This will be possible with the same way demonstrated in this study; however, it will result in a cavity with poor light confinement in the core layer. For both cases, employing materials with a higher refractive index than silica will be required. The lack of refractive index contrast between the core layer and the nanofiber will degrade the $Q_{\text{int}}$ of the cavity. Silicon nitride is a possible alternative material since it possesses a moderate refractive index of 2.0, and hence, the proposed design strategy will be applicable. Further, silicon nitride is transparent in the visible to telecommunication wavelength range.

In addition, the use of the demonstrated cavities for the optical processing is also promising. For example, FCPC can be used as a delay line. The platform is suitable to form a coupled cavity system consisting of a lot of optical cavities as shown in Fig. 3.14. Such system modulates the dispersion relation of light and controls its group velocity as demonstrated in studies on
coupled-resonator optical waveguides [154, 212, 213]. The large group velocity delay and the enhanced strong optical nonlinearity will be achieved with the FCPC formed on a PhC waveguide with multiple cavities.

On the other hand, the silica nanobeam cavity with spectrally overlapped two orthogonal modes will work as a quarter wave plate if the relative phase between the two modes is the half of $\pi$ at a certain wavelength in resonance. As shown in the Chapter 2.2.3, the relative phase of output light from a cavity depends on the wavelength of the light. Thus, the phase difference between the orthogonal modes will be controlled by changing their difference in the resonant wavelength. Note that the resonant wavelength difference can be easily tuned for the PhC nanocavity by changing the design as presented in the Chapter 6. If a linearly polarized light consisting of the two orthogonal modes (polarization of 45 degree) is coupled with a cavity with the relative phase difference between the two modes of half of $\pi$, the output will be circularly polarized light. The compactness of the structure is attractive for integrated optical circuits.

In conclusion, a method for tailoring the optical properties of PhC nanocavities was demonstrated for two types of PhC nanocavities. The obtained properties will be useful for cavity QED applications. I hope that this study will make readers interested in the unique use of the nanofiber and contribute for the development of quantum information technologies.
Appendix A

Product values of optical equipments

Table. A.1: Product values of tunable laser diodes

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TSL-710 (Santec)</th>
<th>TSL-510 (Santec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength tuning range [nm]</td>
<td>1480-1640</td>
<td>1500-1630</td>
</tr>
<tr>
<td>Wavelength setting resolution [pm]</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>Wavelength absolute accuracy [pm] (25 ± 1 degC)</td>
<td>±1</td>
<td>±2.5</td>
</tr>
<tr>
<td>Wavelength repeatability [pm]</td>
<td>±1</td>
<td>±2</td>
</tr>
<tr>
<td>Wavelength stability [pm]</td>
<td>±1</td>
<td>≤ ±1</td>
</tr>
<tr>
<td>Wavelength sweep speed [nm/sec.]</td>
<td>0.5 to 100</td>
<td>1 to 100</td>
</tr>
<tr>
<td>Max output power [dBm]</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>Power stability [dB]</td>
<td>±0.01</td>
<td>±0.01</td>
</tr>
<tr>
<td>Spectrum linewidth [KHz]</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>Side mode suppression ratio [dB]</td>
<td>≥ 45</td>
<td>≥ 45</td>
</tr>
</tbody>
</table>

Table. A.2: Product values of power meters: Keysight8163b (Keysight)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Keysight81634b</th>
<th>Keysight81636b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength range [nm]</td>
<td>800-1700</td>
<td>1250-1640</td>
</tr>
<tr>
<td>Power range [dBm]</td>
<td>+10 to -110</td>
<td>+10 to -80</td>
</tr>
<tr>
<td>Uncertainty [%]</td>
<td>±2.5</td>
<td>±2.5</td>
</tr>
<tr>
<td>Noise (peak to peak) [pW]</td>
<td>&lt; 0.2</td>
<td>&lt; 20</td>
</tr>
</tbody>
</table>
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Table. A.3: Product values of a variable optical attenuator: DA-100-3A (OZ Optic)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Typical insertion loss (IL) [dB]</td>
<td>1.0</td>
</tr>
<tr>
<td>Attenuation range [dB]</td>
<td>IL-60</td>
</tr>
<tr>
<td>Attenuation resolution [dB]</td>
<td>0.01</td>
</tr>
<tr>
<td>Wavelength dependence of attenuation (1300-1550) [dB]</td>
<td>up to 0.3</td>
</tr>
<tr>
<td>Wavelength dependence of attenuation (1520-1570) [dB]</td>
<td>up to 0.1</td>
</tr>
<tr>
<td>Typical polarization dependence loss [dB]</td>
<td>up to 0.05</td>
</tr>
<tr>
<td>Repeatability of attenuation setting (up to 30 dB) [dB]</td>
<td>±0.10</td>
</tr>
<tr>
<td>Maximum optical power [W]</td>
<td>2</td>
</tr>
</tbody>
</table>

Table. A.4: Product values of a polarization controller: MLC series (Alnair Lab)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational wavelength range [nm]</td>
<td>1550</td>
</tr>
<tr>
<td>Insertion loss (frame) (max.) [dB]</td>
<td>0.8</td>
</tr>
<tr>
<td>Insertion loss (half and quarter-wave plate) (typical) [dB]</td>
<td>0.1</td>
</tr>
<tr>
<td>Insertion loss (polarizer) (typical) [dB]</td>
<td>0.1</td>
</tr>
<tr>
<td>Loss variation (half and quarter-wave plate) (typical) [dB]</td>
<td>0.1</td>
</tr>
<tr>
<td>Extinction ratio (polarizer) (min.) [dB]</td>
<td>35</td>
</tr>
</tbody>
</table>

Fig. A.1. Measured transmittance (port1 to port2) and reflectance (port2 to port3) of a circulator. Inset shows a schematic of the circulator. Obtained transmittance and reflectance were normalized by dividing by 76.7 μW and 0.0127 μW respectively.
Table. A.5: Product values of precision position stages

<table>
<thead>
<tr>
<th>Parameter</th>
<th>FS-1020PX (Sigma Tech.)</th>
<th>FS-1010PZ (Sigma Tech.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke [mm]</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>Resolution [nm]</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Positioning repeatability [nm]</td>
<td>±20</td>
<td>±20</td>
</tr>
<tr>
<td>Load-bearing <a href="kgf">N</a></td>
<td>49(5)</td>
<td>49 (5)</td>
</tr>
</tbody>
</table>

Table. A.6: Measured product values of a circulator (a schematic is illustrated in Fig. A.1)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>FS-1020PX (Sigma Tech.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmittance (port 1-2) [dB]</td>
<td>-1.32</td>
</tr>
<tr>
<td>Transmittance (port 2-3) [dB]</td>
<td>-0.68</td>
</tr>
<tr>
<td>Transmittance (port 3-1) [dB]</td>
<td>-74.0</td>
</tr>
<tr>
<td>Transmittance (port 3-2) [dB]</td>
<td>-57.3</td>
</tr>
<tr>
<td>Transmittance (port 2-1) [dB]</td>
<td>-61.7</td>
</tr>
<tr>
<td>Transmittance (port 1-3) [dB]</td>
<td>-54.3</td>
</tr>
</tbody>
</table>

Table. A.7: Product values of an IR camera

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SU320KTS-1.7RT (Goodrich Corp.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral response [nm]</td>
<td>0.9 to 1.7 μm</td>
</tr>
<tr>
<td>Quantum efficiency (1.0 to 1.6 μm) [%]</td>
<td>&gt; 65</td>
</tr>
<tr>
<td>Exposure time [ms]</td>
<td>0.12 to 14.93 in 8 steps *, 16.57 **</td>
</tr>
<tr>
<td>Gain (typical) [e^-/count]</td>
<td>180 *, 180 to 16000 in 8 steps **</td>
</tr>
<tr>
<td>Full Well (typical) [ke^-]</td>
<td>700 *, 700 to 45000 in 8 steps e^-/count in 8 steps **</td>
</tr>
<tr>
<td>Mean detectivity [cm√Hz/W]</td>
<td>5 × 10^{12}</td>
</tr>
<tr>
<td>Noise (RMS) [e^-]</td>
<td>&lt; 300</td>
</tr>
<tr>
<td>Noise equivalent irradiance [photons/cm^2 · s]</td>
<td>&lt; 3.5 × 10^{9}</td>
</tr>
<tr>
<td>True dynamic range</td>
<td>&gt; 2500 : 1</td>
</tr>
<tr>
<td>Optical fill factor [%]</td>
<td>&gt; 100</td>
</tr>
<tr>
<td>Operability [%]</td>
<td>&gt; 99</td>
</tr>
</tbody>
</table>

*: in variable integration time modes. **: in variable gain, fixed integration time mode.
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Derivation of the Purcell enhancement factor

The spontaneous emission rate $W_{\text{cav}}$ for an emitter in a cavity is obtained from the Fermi’s Golden Rule [127, 128],

$$W_{\text{cav}}(\omega_0) = \frac{2\pi}{\hbar^2} \int_0^\infty M^2 \rho(\omega)\Lambda(\omega) d\omega$$  \hspace{1cm} (B.1)

where $M^2$ is a matrix element for an electric dipole transition, $\rho(\omega)$ and $\Lambda(\omega)$ are the density of states for the cavity and the emitter respectively. Here, $M^2$ is expressed by,

$$M^2 = | < f | H | i > |^2 = \xi^2 \frac{\omega_0 \hbar \mu^2}{2eV}$$  \hspace{1cm} (B.2)

in which $H$ is the matrix operator for electric dipole radiation, $\xi^2$ is a polarization factor, which is equal to $1/3$ when the dipole is randomly oriented, $\mu^2$ is the transition dipole moment, $e$ is the permittivity in the medium, $V$ is the mode volume of the cavity. Both values of density of state are usually expressed by Lorentzians. For instance, $\rho(\omega)$ is

$$\rho(\omega) = \frac{2}{\pi} \frac{\Delta \omega_{\text{cav}}}{4(\omega - \omega_{\text{cav}})^2 + \Delta \omega_{\text{cav}}^2}$$  \hspace{1cm} (B.3)

where $\omega_{\text{cav}}$ is the FWHM of the cavity resonance. In general, the emitter spectrum is assumed to be much narrower compared to that of cavity. If a delta function centered at the emitter’s angular frequency of $\omega_0$ is applied for the emitter density of state of $\Lambda(\omega) = \delta(\omega - \omega_0)$, $W_{\text{cav}}$ becomes,

$$W_{\text{cav}}(\omega_0) = \frac{2\pi}{\hbar^2} \xi^2 \frac{\omega_0 \hbar \mu^2}{2eV} \frac{2}{\pi \Delta \omega_{\text{cav}}^2} \frac{4(\omega_0 - \omega_{\text{cav}})^2 + \Delta \omega_{\text{cav}}^2}{\Delta \omega_{\text{cav}}^2}$$  \hspace{1cm} (B.4)

The Purcell enhancement factor $F_p$ is the ratio of the spontaneous emission rate in the cavity to that in the free space of $W_{\text{FR}} = \omega_0^3 \mu^2/(3\pi e \hbar c^3)$, so it is deformed to be

$$F_p = \frac{2\pi}{\hbar^2} \xi^2 \frac{\omega_0 \hbar \mu^2}{2eV} \frac{2}{\pi \Delta \omega_{\text{cav}}^2} \frac{4(\omega_0 - \omega_{\text{cav}})^2 + \Delta \omega_{\text{cav}}^2}{\Delta \omega_{\text{cav}}^2} \frac{3\pi e \hbar c^3}{\omega_0^3 \mu^2}$$  \hspace{1cm} (B.5)
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When the $\omega_{\text{cav}} = \omega_0$ is satisfied, the equation becomes,

$$F_p = \frac{\xi^2 3Q(\lambda/n)^3}{4\pi^2 V}$$  \hspace{1cm} (B.6)

where the relations of $\Delta\omega_{\text{cav}} = \omega_{\text{cav}}/Q$, $\omega_0 = 2\pi cn/\lambda$ are used. Equation (B.6) is the simple form where most studies employ. On the other hand, if the relation between the spectrum of the emitter and the cavity is opposite (i.e. cavity linewidth is much narrow than that of emitter), the Eq. (B.1) becomes,

$$W_{\text{cav}}(\omega_0; \omega_{\text{cav}}) = \frac{2\xi^2 \mu^2}{\hbar e V} \frac{\Delta\omega_0^2}{4(\omega_{\text{cav}} - \omega_0)^2 + \Delta\omega_0^2}$$ \hspace{1cm} (B.7)

Note that the equation does not depend on the cavity linewidth $\Delta\omega_{\text{cav}}$ (quality factor) but the cavity volume and the emitter linewidth $\Delta\omega_0$. In other word, high $Q$ of the cavity will not effect the spontaneous emission enhancement. Finally, the general case is described. In this case both cavity and emitter have Lorentzian shape, so the evaluation of the following integral is required.

$$W_{\text{cav}}(\omega_0, \omega_{\text{cav}}) = A \int_0^{\infty} \frac{1}{\pi^2} \frac{\delta_0}{\delta_0^2 + (\omega - \omega_0)^2} \frac{\delta_{\text{cav}}}{\delta_{\text{cav}}^2 + (\omega - \omega_{\text{cav}})^2} d\omega$$  \hspace{1cm} (B.8)

where $A$ represents the constant of $\xi^2 \pi \mu^2/(\text{eV}\hbar)$, $\delta_0$ and $\delta_{\text{cav}}$ are the HWHM of the cavity and the emitter spectra, respectively. Assuming $\delta_{\text{cav}} << \omega_{\text{cav}}$ and $\delta_0 << \omega_0$, which are satisfied for most cases in applications in the optical domain, the equation is simplified to be as follows [128],

$$W_{\text{cav}}(\omega_0, \omega_{\text{cav}}) = \frac{2\xi^2 \mu^2}{\hbar e V} \frac{\omega_0 \Delta\omega_{\text{cav}} + \omega_{\text{cav}} \Delta\omega_0}{4(\omega_{\text{cav}} - \omega_0)^2 + (\Delta\omega_{\text{cav}} + \Delta\omega_0)^2}$$  \hspace{1cm} (B.9)

This express the more general spontaneous enhancement factor. When $\omega_{\text{cav}} = \omega_0$ is satisfied, the equation is deformed to be,

$$W_{\text{cav}}(\omega_0, \omega_{\text{cav}}) = \frac{2\xi^2 \mu^2}{\hbar e V} \frac{\omega_0 (\Delta\omega_{\text{cav}} + \Delta\omega_0)}{(\Delta\omega_{\text{cav}} + \Delta\omega_0)^2}$$

$$= \frac{2\xi^2 \mu^2}{\hbar e V} \frac{\omega_0}{\omega_{\text{cav}} + \Delta\omega_0}$$

$$= \frac{2\xi^2 \mu^2}{\hbar e V} \left(\frac{\Delta\omega_{\text{cav}} + \Delta\omega_0}{\omega_0}\right)^{-1}$$

$$= \frac{2\xi^2 \mu^2}{\hbar e V} \left(\frac{\omega_{\text{cav}}}{\omega_0}\right)^{-1}$$

$$= \frac{2\xi^2 \mu^2}{\hbar e V} \left(Q_{\text{cav}}^{-1} + Q_0^{-1}\right)^{-1}$$  \hspace{1cm} (B.10)

where $Q_{\text{cav}}$ and $Q_0$ are the quality factor of the cavity and that of the spectrum of the emitter. Therefore, the enhancement factor is limited by the wider spectrum of either the cavity or the emitter.
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Investigation of the origin of multiple resonances

The origin of multiple resonant peaks is discussed herein. As shown in Fig. 3.14 in Chapter 3, multiple resonant dips were observed. Although these dips exhibit a clear polarization dependence, as shown in the figure, the expected cavity length is much larger compared to the actual contact length of the nanofiber (i.e., the obtained mode spacing is approximately $\Delta \lambda \approx 0.2$ nm on an average. If the observed modes are assumed to be the longitudinal modes of a single cavity, the cavity length should be approximately 1.5 mm; this length is 10 times larger than the total length of the sample of 100 $\mu$m).

The experiment illustrated in Fig. C.1 was conducted to investigate the origin of the multiple resonant peaks. The samples were measured in both direct and side-coupling configurations. Note that the nanofiber was absent when the direct coupling measurement was demonstrated; during this measurement, light was focused using focusing lenses and coupled to the SSC. The samples for measurement were fabricated via partial etching of the clad using HF, as shown in Fig. C.2(a). Partial etching is necessary because silicon wires and SSCs were flowed away if the wet chemical etched the clad above them. Figure C.2(b) shows an SEM image of the fabricated structure. The window of the air clad was opened only above the PhC structures. Figure C.3 to Fig. C.7 show the experimental results for different PhC waveguides measured using the same nanofiber. These results can be categorized into three groups: Group 1: The results wherein resonances were observed only in the transmission spectrum for side coupling (Fig. C.3 and Fig. C.6); Group 2: The results wherein resonances were observed in both transmission spectra (Fig. C.4 and Fig. C.7); and Group 3: The results wherein no resonance was observed (Fig. C.5(a) and (b)). The results of Group 1 were those initially expected (no resonances are present in the PBG), and the results of Group 3 indicate that the nanofiber diameters were not suitable for side coupling with the samples. However, the results of Group 2 suggest that resonances may have been originally present in the structure. Indeed, 2D FDTD calculation and experimental results in Ref. [214] predict that approximately five resonances exist because of the random localization of light, if the randomness of position and hole size are taken into account. Thus, it is expected that random localization modes existed in all waveguides, however, they were not detected in the measurement for the waveguides of Group 1 and Group 3. Resonances could not be found in the transmission spectrum of the direct coupling configuration possibly because of the number of barrier layers. In other words,
APPENDIX C. INVESTIGATION OF THE ORIGIN OF MULTIPLE RESONANCES

Light cannot be coupled to the cavity in a structure with many barrier layers; hence, resonances were not found in the spectrum of Group 1 and Group 3.

Finally, the results measured using a dimpled nanofiber in Fig. 3.14 were compared with those measured using a straight nanofiber (Fig. C.8). As shown, the number of resonances in the spectrum measured using the dimpled nanofiber of 31 is larger than that measured using the straight nanofiber of 15 despite its shorter contact length. Since the dimpled nanofiber modulates the effective index of the PhC waveguide locally, this implies that some resonances are formed by the index modulation caused by the nanofiber as demonstrated in Chapter 4.2.

In summary, several resonant modes formed by the randomness of the PhCs were observed, which means the obtained FCPC modes included two types of modes; one was formed by the randomness of the structure and the other was formed by the effective index modulation. Counting the total number of the random modes is difficult due to two reasons. First, the resonances were sometime not observable in the measurement in direct coupling configuration due to the excessive number of barrier layers. Second, there are too many modes to demonstrate the analysis for identifying random modes as demonstrated in Chapter 4.2.

![Diagram](image)

Fig. C.1. (a) Schematic of coupling methods. (b) Experimental setup. TLD: tunable laser diode. VOA: variable optical attenuator. PC: polarization controller. DUT: device under test. PM: power monitor.
Fig. C.2. (a) Fabrication procedure for partially etched sample. (b) SEM image of fabricated sample.

Fig. C.3. (a) Transmission spectrum of PhC waveguide with a width of $0.98 \times \sqrt[3]{a}$ and a diameter of 259 nm. (b) Enlarged view of (a). Blue and red lines indicate the results measured in direct- and side-coupling configurations, respectively.

Fig. C.4. (a) Transmission spectrum of PhC waveguide with a width of $0.98 \times \sqrt[3]{a}$ and a diameter of 235 nm. (b) Enlarged view of (a). Blue and red lines indicate the results measured in direct- and side-coupling configurations, respectively.
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Fig. C.5. (a) Transmission spectrum of PhC waveguide with a width of $0.98 \times \sqrt{3}a$ and a diameter of 224 nm. (b) Transmission spectrum of PhC waveguide with a width of $0.98 \times \sqrt{3}a$ and a diameter of 204 nm. Blue and red lines indicate the results measured in direct- and side-coupling configurations, respectively.

Fig. C.6. (a) Transmission spectrum of PhC waveguide with a width of $1.0 \times \sqrt{3}a$ and a diameter of 235 nm. (b) Enlarged view of (a). Blue and red lines indicate the results measured in direct- and side-coupling configurations, respectively.

Fig. C.7. (a) Transmission spectrum of PhC waveguide with a width of $1.05 \times \sqrt{3}a$ and a diameter of 235 nm. (b) Enlarged view of (a). Blue and red lines indicate the results measured in direct- and side-coupling configurations, respectively.
Fig. C.8. Transmission spectrum of the PhC waveguide measured using straight and dimpled nanofibers.
Appendix D

Calculation of the coupling efficiency in a FCPC platform

Cavity-mediated coupling between two different platforms is discussed herein for the system presented in Chapter 3. The goal of this chapter is clarifying the relation between transmittance from each port and each quality factor. Calculation models are shown in Fig. D.1. An FP-type cavity, which corresponds to a PhC nanocavity, is formed in a waveguide (indicated by PhC). The cavity is directly coupled to the waveguide and side coupled to another waveguide (nanofiber) with coupling rates of $\gamma_p$ and $\gamma_c$, respectively. The path of input light is different in the three models, as shown in Fig. D.1. The input is launched from (a) the nanofiber and (b) the PhC waveguide, as well as (c) generated inside the cavity with a photon (light) coupling rate of $\gamma_l$. A coupled-mode equation for the model of Fig. D.1(a) is as follows:

$$\frac{da}{dt} = (j\omega_0 - \frac{\gamma_l + 2\gamma_c + 2\gamma_p}{2})a + j\sqrt{\gamma cs_{\text{in}}}, \quad (D.1)$$

where $a$, $s_{\text{in}}$, $\omega_0$, $\gamma_l$, $j$ are the amplitude of the mode in the microcavity, the amplitude of the input, the resonant angular frequency of the cavity, the decay rate of the cavity, and an imaginary number which satisfy $j^2 = -1$, respectively. Solving the equation for $a$, we have (similar problems are solved in Chapter 2.2.3),

$$a = \frac{j\sqrt{\gamma cs_{\text{in}}}}{j(\omega - \omega_0) - \frac{\gamma_l + 2\gamma_c + 2\gamma_p}{2}}, \quad (D.2)$$

where $\omega$ is the angular frequency of light in the cavity. The output from each port is presented as follows:

$$s_{\text{out1}} = s_{\text{in}} + j\sqrt{\gamma c}a, \quad (D.3)$$
$$s_{\text{out2}} = s_{\text{out3}} = j\sqrt{\gamma p}a, \quad (D.4)$$
$$s_{\text{out4}} = -j\sqrt{\gamma c}a. \quad (D.5)$$

The transmittance (reflectance) from each port is calculated from Eq. (D.2), Eq. (D.3), Eq. (D.4) and Eq. (D.5) because the transmittance is $Tr = |s_{\text{out}}/s_{\text{in}}|^2$. For example, a transmission spectrum of the system for $Q_l = 1.0 \times 10^5$, $Q_c = 1.0 \times 10^4$, and $Q_p = 1.0 \times 10^5$ is shown in
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Fig. D.1. Models for a coupled-mode analysis. Input light is launched from (a) a nanofiber, (b) a PhC waveguide, and (c) other sources.

Fig. D.2. The transmittance at the Port 1 approaches nearly zero at resonance. The breakdown of the coupled light is as follows: >70% is transmitted (reflected) to the Port 4, approximately 10% is coupled to the PhC waveguide, and the other component is consumed in the cavity. Both high coupling efficiency (measured at the Port 1) and high reflectance (measured at the Port 4) occurred because of the lower coupling $Q$ (the higher coupling rate) compared with the intrinsic $Q$. In other words, energy was quickly exchanged between the cavity and the nanofiber, within the photon lifetime in the cavity. Note that the reflected light can contribute to the nonlinear effect in the cavity, if the effect responds to the input of light quickly and takes place within the photon lifetime in the cavity (e.g., the Kerr effect). In contrast, the small transmittance at the Ports 2 and 3 is owing to a high coupling $Q$ between the cavity and PhC waveguide.

These transmittance and loss values strongly depend on the ratio of the intrinsic $Q$ and the coupling $Q$s. The values for various coupling quality factors of $Q_p$ and $Q_c$ are summarized in Fig. D.3. Here, an intrinsic $Q$ of $1.0 \times 10^5$ is assumed. As shown in the graph, high coupling between the cavity and the nanofiber (low transmittance at the Port 1, as shown in Fig. D.3(a)) will be obtained using the condition $Q_c << Q_p, Q_p$. In contrast, the cavity-mediated coupling between the nanofiber and PhC waveguide becomes high when the condition $Q_p = Q_c$ is satisfied (Fig. D.3(b)). The maximum transmittance values approach 0.25 for the both Ports 2 and 3; thus, 50% of the light was coupled to the PhC waveguide from the nanofiber in total. The energy consumed in the cavity had a maximum value with a critical coupling condition of $2Q_c^{-1} = Q_p^{-1}$ and $Q_c << Q_p$ (Fig. D.3(d)).
Next, the solutions of the coupled-mode equation for the model in Fig. D.1(b) are as follows:

\[
\begin{align*}
a &= \frac{j\sqrt{\gamma_c}s_{\text{in}}}{j(\omega - \omega_0) - \gamma_i + 2\gamma_c + 2\gamma_p}, \\
&s_{\text{out}1} = s_{\text{out}4} = j\sqrt{\gamma_c}a, \\
&s_{\text{out}2} = j\sqrt{\gamma_p}a, \\
&s_{\text{cav}} = \sqrt{\gamma_i}a,
\end{align*}
\]

where $s_{\text{cav}}$ shows the energy consumed in a cavity (loss at the cavity). Here, the transmittance at the Port 3 is $Tr_3 = 1 - Tr_2 - Tr_4 - Tr_{\text{cav}}$. Calculated results are shown in Fig. D.4. The transmittance at the Port 2 approaches 1.0 when $Q_p << Q_c, Q_i$ is satisfied. This is the opposite case for the Port 3, of which transmittance approaches 0 when $Q_p << Q_c, Q_i$. In addition, maximum transmittance (reflectance) takes place in the Port 3, with the condition $Q_c << Q_p, Q_i$ (Fig. D.4(c)). The cavity-mediated coupling between the PhC waveguide and nanofiber approaches the highest value of 0.5 (0.25 for each port) when the condition $Q_p = Q_c < Q_i$ is satisfied (Fig. D.3(a)). The loss in the cavity obtained a maximum value with the critical coupling condition $2Q_p^{-1} = Q_i^{-1}$ and $Q_p << Q_c$ (Fig. D.4(d)) in a similar manner as shown in (Fig. D.3(d)).

Finally, the solutions of the coupled-mode analysis for the model in Fig. D.1(c) are as
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Fig. D.3. Mapping of the transmittance at (a) Port 1, (b) Ports 2 and 3, and (c) Port 4. (d) The ratio of the energy consumed in the cavity.

follows:

\[ a = \frac{j s_{\text{in}} \gamma_1}{j(\omega - \omega_0) - \frac{\gamma_i + 2\gamma_c + 2\gamma_p}{2}} \]  \hspace{1cm} (D.10)

\[ s_{\text{out}1} = s_{\text{out}4} = j \sqrt{\gamma_c} a, \]  \hspace{1cm} (D.11)

\[ s_{\text{out}2} = s_{\text{out}3} = j \sqrt{\gamma_p} a, \]  \hspace{1cm} (D.12)

\[ s_{\text{cav}} = \sqrt{\gamma_i} a, \]  \hspace{1cm} (D.13)

where \( \gamma_1 \) is the photon generation rate in the cavity, which is assumed to be 1 for the calculation. The transmittance from each port was obtained, as shown in Fig. D.5. The result is normalized by the total amount of transmittance and loss. As shown, light will couple to either the nanofiber or PhC waveguide with lower coupling \( Q \). The maximum value of nearly 100% was obtained for coupling to the nanofiber with the condition \( Q_c << Q_p, Q_i \) (Fig. D.5(a)) and for coupling to the PhC waveguide with the condition \( Q_p << Q_i, Q_c \) (Fig. D.5(b)). The losses in the cavity increased when both coupling \( Qs \) were higher than the intrinsic \( Qs \) of the cavity (Fig. D.5(c)).

In summary, cavity-mediated coupling between the PhC waveguide and nanofiber was demonstrated numerically for the FCPC system. The transmittance approaches 50% for cases
Fig. D.4. Mapping of the transmittance at (a) Ports 1 and 4, (b) Port 2, and (c) Port 3. (d) The ratio of the energy consumed in the cavity.

wherein the light is input from either waveguides. In contrast, transmittance reaches approximately 100%, if the light is generated in the cavity; this condition is satisfied in the case wherein cavity QED was demonstrated.
APPENDIX D. CALCULATION OF THE COUPLING EFFICIENCY IN A FCPC PLATFORM

Fig. D.5. Mapping of the transmittance at (a) Ports 1 and 4 and (b) Ports 2 and 3. (c) The ratio of the energy consumed in the cavity.
Appendix E

Reflectance measurement in FCPC platform

As described in Appendix D, usually some amount of reflectance exists when light couples with an FP-type cavity efficiently. This is also applicable for the waveguide because the reflection will occur at the boundary between the PhC and silicon waveguide [114]. Here, the amount of reflectance in an FCPC platform is evaluated experimentally. The experimental setup is shown in Fig. E.1(a) where overall setup is same as that in Chapter 3, however, a circulator is employed to detect reflectance from the PhC waveguide. The reference transmittance and reflectance of the circulator are shown in Fig. E.1(a) (they are also described in Tab. A.6). Note that the transmittance and reflectance are normalized by different values, and the transmittance is 140 times larger than the reflectance. Therefore, the transmittance through Port 1 to 3 and end-surface reflection at the edge of the optical fibers are small enough compared to the reflectance from the PhC waveguide. The measured transmittance and reflectance values are presented in Fig. E.1(c). As shown, the wavelengths of the characteristic peaks and dips match between the two spectra. However, the intensity of the transmittance is approximately 1000 times larger than that of the reflectance. This implies that the reflection at the boundaries between the two types of waveguides is very small and that most coupled light is transmitted to the substrate through the silicon waveguide (the silicon waveguide is attached to the substrate because it collapsed during the HF etching process to remove the clad).
Fig. E.1. (a) Experimental setup for reflectance measurement. (b) Reference transmittance (from Port 1 to 2) and reflectance (from Port 2 to 3). Obtained transmittance and reflectance values were normalized by dividing with $12.0 \mu W$ and $0.0867 \mu W$, respectively. (c) Transmittance (from Port 1 to 2) and reflectance (from Port 2 to 3) of a PhC waveguide. Obtained transmittance and reflectance values were normalized by dividing with $12.2 \mu W$ and $0.0124 \mu W$, respectively.
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